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Chapter 1

Introduction

1.1 Statistical mechanics

The motion of moving balls is described by Newton’s equation, while the flow of water is described by Navier-Stokes equation. Physics laws take different forms depending on the phenomena in which we are interested. These descriptions are correct in their predictions, although some of them have overlaps in the range of their validity. The air surrounding us is mainly constituted of oxygen and nitrogen molecules, which indicates that the system is described by Newton’s law with modeling these molecules as small balls. At the same time, it is a well-known fact that the static property of the ideal gas is summarised by an equation known as the ideal gas law. The former description is legitimate, and the latter one is experimentally confirmed. But, how do we connect these two descriptions? If we restrict ourselves in equilibrium systems, a stiff framework connecting microscopic descriptions to macroscopic ones has already been found more than one century ago. It is the statistical mechanics which plays this role, and more precisely, which connects microscopic descriptions, namely ones with molecules from Newton’s equation or quantum Schrödinger’s equation, to thermodynamics [1].

The framework of statistical mechanics is useful, therefore it is worth to study the theoretical structure behind it. For the concreteness of the argument, without loss of generality, we restrict ourselves to the ideal gas attached to a reservoir of temperature $T$ (or inverse temperature $\beta$). In principle, by describing the system and the reservoir with Newton’s equation, we completely specify the behaviour of the system once all of the initial conditions are given. However, in reality such a complete prediction is impossible, so we need to rely on coarse graining methods. Now we recall the principle of equal a priori probabilities, which is regarded as one of the basis of statistical mechanics. This principle claims that the equal probability among any state of an isolated system gives a good description of the probability distribution function of the microscopic states. We apply this principle to the whole system by knowing that it is isolated. After tracing out the degrees of freedom in the reservoir, we obtain the probability distribution function of the system. By denoting the configuration of the system by $\Gamma$, the Hamiltonian of the system by $H(\Gamma)$, and its distribution function by $p_\beta(\Gamma)$, this distribution function is written as

$$p_\beta(\Gamma) \propto e^{-\beta H(\Gamma)}.$$  \hspace{1cm} (1.1)
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This form of the distribution function is called *canonical distribution function*. We recall that we are now considering the ideal gas, which means that the Hamiltonian of the system has the simple form of \(H(\Gamma) = \sum_i p_i^2/(2m)\), where \(m\) is the mass of the particle and \(p_i\) is the momentum of the \(i\)-th particle. We thus can calculate any expected value of the macroscopic property, for example, the energy, the pressure and so on. The obtained result is equivalent to the phenomenology confirmed by experiments, such as the ideal gas law. Furthermore, by noticing that the expected value of the macroscopic variables is connected to the derivative of *thermodynamic functions* within the framework of thermodynamics, we also have the formula to obtain the thermodynamic functions. For example, the Helmholtz free energy density \(f_\beta\) is calculated as

\[
f_\beta = -\frac{1}{N\beta} \log \sum_\Gamma e^{-\beta H(\Gamma)},
\]

where \(\sum_\Gamma e^{-\beta H(\Gamma)} \equiv Z_\beta\) is a partition function.

The thermodynamic property of the system is connected to the microscopic description through the formulas (1.1) or (1.2). Furthermore, beyond the thermodynamic properties, these formulas give us another important information. That is rare fluctuations of the system, which is summarised as the theory of *large deviation principle* \([2, 3]\). We will explain this connection in the next subsection.

1.2 Large deviation functions and thermodynamic functions

The easiest example to explain the large deviation principle may be the coin-flipping problem. In this problem \(N\) coins are flipped. There are no correlations among each flip, therefore the event can be described as the independent and identically distributed random variables (iid). We denote by \(n\) the number of the coins taking the head-side. The probability of \(n\) is then calculated as

\[
p(n) = \frac{n!}{N!(N-n)!} \left(\frac{1}{2}\right)^n.
\]

(1.3)

We define the ratio of the head-side coins \(x\) as \(x = n/N\). The probability of \(x\) is also calculated from (1.3). The numerical example of the probability of \(x\) for several \(N\) is plotted in the Fig. 1.1. As shown in this figure, the probability has a sharper peak around \(x = 1/2\) with the increasing of \(N\). This represents the *law of large numbers* meaning that the fluctuation of the averaged quantity becomes smaller as the average number \(N\) increases. We next consider the speed of the convergence of this law. By applying the Stirling formula to the factorials in (1.3), we obtain the asymptotic form of \(p(x)\) as

\[
p(x) \sim e^{-NI(x)}
\]

(1.4)

with

\[
I(x) = (1-x) \log 2(1-x) + x \log 2x.
\]

(1.5)

This asymptotic form is called *large deviation principle*, and the function \(I(x)\) is called a *large deviation function* or a *rate function* describing the frequency of rare
1.2 Large deviation functions and thermodynamic functions

Fig. 1.1 Numerical example of \( p(n) \) given as (1.3). The left-figure is \( p(n) \) and the right-figure is the logarithm of it. The red, blue, green, and yellow lines correspond to \( N = 5 \), \( N = 25 \), \( N = 125 \), and \( 625 \), respectively.

events. This function takes 0 for typical events and takes values larger than 0 for rare events. It indeed takes 0 for \( x = 1/2 \) and more than 0 for \( x \neq 1/2 \) in this example as shown in the right-hand side of Fig. 1.1. The function leads to the probability of the deviation of the law of large numbers, which are quite rare as shown in the left-hand side of Fig. 1.1. This is a simple example of iid, where we can exactly calculate the distribution function. However, the large deviation principle is not restricted to this simple example. In the following chapters, we will analyse Markov dynamics, where the variables are not independent to each other. Even in this case, large deviation principle is proved [2].

For the case of macroscopic variables, and more precisely, thermodynamic variables in equilibrium systems, the large deviation functions correspond to the thermodynamic functions. We will explain this next. We again consider the same simple example of the ideal gas attached to the reservoir of temperature \( T \). Since the system is attached to the reservoir, the energy is transferred between the system and the reservoir. We then focus on the fluctuation of the energy-density of the system. We denote the density of the number of the state taking the energy \( U \) by \( \Omega(U) = \int d\Gamma \delta(U - H(\Gamma)) \), where \( \delta(x) \) is the Dirac delta function. Because the distribution function of \( \Gamma \) is given as (1.1), we evaluate the distribution function of \( U \) as

\[
p_\beta(U) \propto \Omega(U) e^{-\beta U}.
\]

(1.6)

Here, we note that one can easily calculate \( \Omega(U) \) by exploiting the simplicity of the ideal gas system. We do not write down the explicit form, but just show the asymptotic form of \( \Omega \) in large system size limit. That is,

\[
\Omega(U) \sim e^{Ns(u)},
\]

(1.7)

where \( N \) is the number of the particles, \( u \) is defined as \( U/N \) and \( s(u) \) is a function that does not depend on \( N \). The asymptotic form (1.7) is generally true, which is not restricted within this ideal gas example. Rather, it is a necessary condition of the validity of thermodynamics to a given system. One can identify \( s(u) \) as the density of
thermodynamic entropy by using the relation (1.2). The argument is as follows: We calculate the right-hand side of (1.2) by using the saddle point approximation with (1.7). The result is
\[ f_\beta = \min_u \left[ u - \beta^{-1} s(u) \right], \tag{1.8} \]
which means that the free energy is the Legendre transformation of \( s(u) \). This Legendre transformation is the same form as the thermodynamic relation between a free energy and an entropy \(^*1\). By noticing that the Legendre transformation is an involution (meaning that when it is applied twice to a function \( g \), the obtained function is the same as the original function \( g \)), we thus can identify \( s(u) \) as the thermodynamic entropy density determined from the thermodynamic free energy \( f_\beta \). Finally, with the entropy function \( s(u) \) and (1.6), the large deviation function of \( u \) is written as
\[ p_\beta(u) \sim e^{-NI(u)} \tag{1.9} \]
with
\[ I(u) = \beta u - s(u) + \text{const}. \tag{1.10} \]
The large deviation function of the energy density is thus written as the sum of the energy and the entropy density. This result is general, not restricted to the large deviation function of the energy density or to this ideal gas system.

### 1.3 Phenomenological structure for large deviation principle

The thermodynamic function is constructed from the expected values of macroscopic variables. On the other hand, the large deviation functions describe the frequency of rare events. In the book “thermodynamic formalism” [4] by D. Ruelle, this structure was explicitly mentioned. Due to this book, the formalism of large deviation functions defined in general physical systems, not only in thermodynamical systems, is called thermodynamic formalism. There has been a lot of research on thermodynamic formalism, like multi-fractals, chaotic systems and disordered systems. However, there are still less studies directly motivated by this structure. Hereafter, we are going to mention this structure many times, since it is the key of this thesis. For avoiding a lengthy explanation each time, we call this structure the *phenomenological structure for large deviation principle*, meaning that the large deviation functions can be phenomenologically constructed. In thermodynamics there is this structure, which has been explained in this introduction. (See also Fig 1.2 for the schematic picture of these relations.) But, *does another statistical system that possesses this structure exist?* This is the question that we study in this thesis, from which some nontrivial features in non-equilibrium physics will be discovered.

For this purpose, we here see the phenomenological structure for large deviation principle in the equilibrium statistical mechanics with a generally extendable method. The system considered is again the simple example, introduced above, constituted of

\(^*1\) We set the Boltzmann constant \( k_B \) to be 1.
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Fig. 1.2 Schematic picture representing phenomenological structure for large deviation principle.

the ideal gas and the reservoir. To analyse the fluctuation of physical quantities, it is useful to define a cumulant generating function $G(h)$ [2, 3] as

$$G(h) = \lim_{N \to \infty} \frac{1}{N} \log \left< e^{hU} \right>.$$ (1.11)

Indeed, the large deviation function is connected to $G(h)$ by Legendre transformation:

$$G(h) = \max_U \left[ hU - I(U) \right],$$ (1.12)

which is equivalent to

$$I(U) = \max_U \left[ hU - G(h) \right]$$ (1.13)

due to the involution property of the Legendre transformation. (1.12) can be easily checked by applying the large deviation form (1.9) in the definition of the cumulant generating function (1.11). These relations represent the equivalence between the cumulant generating function $G(h)$ and the large deviation function $I(U)^{*2}$. As seen

---

*2 We should mention that we do not now consider the situation, where phase transitions are taking place. In that case, it may happen that these two functions are not equivalent. See Ref. [3] for the explanation of such examples.
in this discussion, this property is not restricted to equilibrium statistical physics but is also satisfied in general large deviation statistics.

For a phenomenological construction of $G(h)$, we now focus on the derivative of $G(h)$. It becomes

$$\frac{\partial G(h)}{\partial h} = \lim_{N \to \infty} \sum_{\Gamma} \frac{H(\Gamma)}{N} p_{\beta}(\Gamma; h), \quad (1.14)$$

where we defined an exponentially biased ensemble as

$$p_{\beta}(\Gamma; h) = \frac{p(\Gamma)e^{hH(\Gamma)}}{\sum_{\Gamma} p(\Gamma)e^{hH(\Gamma)}}. \quad (1.15)$$

This indicates that we can construct $G(h)$ phenomenologically if the exponentially biased ensemble has the corresponding physical system that can be realised in experiments. Indeed, when the biased ensemble has the corresponding physical system, we can replace the right-hand side of (1.14) by the corresponding expected value in the physical system. From the integral of such expected values, the cumulant generating function itself can then be also constructed. For equilibrium statistical physics, the fact that the biased ensemble has the corresponding physical system can be easily checked. Indeed, by utilising the canonical distribution function given as (1.1), we have

$$p_{\beta}(\Gamma; h) = p_{\beta - h}(\Gamma), \quad (1.16)$$

which means that the exponentially biased ensemble is equivalent to another equilibrium ensemble, whose temperature is modified to $\beta - h$.

In general large deviation statistics, (1.12), (1.13), and (1.14) are satisfied, but (1.16) is not. Since (1.16) is the key for the phenomenological structure for large deviation principle, we therefore replace our goal, which is to find another large deviation statistics that possesses the phenomenological structure, to a new goal that is to find another large deviation statistics that has the same property as (1.16).

1.4 Large deviation statistics of time-averaged quantity in non-equilibrium system

Recently, large deviation functions of time-averaged quantities in non-equilibrium systems have been gathering attention. The examples are seen in the findings of fluctuation theorem [5, 6, 7, 8, 9, 10], an additivity principle for macroscopic currents [11, 12, 13, 14, 15, 16], generalised Onsager-Machlup approach [17, 18], dynamical phase transition in kinetically constrained models [19, 20, 21], a new Lyapunov function for non-equilibrium steady state [22], exact results on ASEP [23, 24], and some studies related to the phenomenological structure for large deviation principle in time-series statistics [25, 26, 27, 28, 29, 30, 31]. Motivated by these recent results, we here describe a direct benefit of the phenomenological structure in time-series statistics.
1.4 Large deviation statistics of time-averaged quantity in non-equilibrium system

Fig. 1.3  Schematic picture of a Brownian particle on a tilted periodic potential. Most of the time, the particle goes down the potential as shown in the left figure, however, the probability of the particle climbing up the potential is not 0.

1.4.1 Towards a rare event sampling method in real experiments

Let us consider a simple example composed of a Brownian particle with a tilted periodic potential as shown in Fig. 1.3. Most of the time, the Brownian particle will go down the periodic potential because the potential is tilted. However, if we wait for a long time, it is possible to observe the particle climbing up the potential as shown in the right figure of Fig. 1.3. The latter behaviour of the particle is an example of a rare event. This rare event is characterised by large deviation principle as explained next. For the concreteness of the explanation, we describe the particle by using Langevin equation \[32\]:

\[
\frac{dx}{dt} = \frac{1}{\gamma} F(x) + \sqrt{\frac{2T}{\gamma}} \xi(t),
\]

where \(x\) is the position of the particle, \(F(x)\) is the tilted periodic potential, \(\gamma\) is a friction constant of the particle, \(T\) is the temperature of the system, and \(\xi(t)\) is Gaussian white noise that satisfies \(\langle \xi(t) \rangle = 0, \langle \xi(t)\xi(s) \rangle = \delta(t-s)\). Now, we define a time-averaged velocity of the particle as

\[
V(t) = \frac{1}{t} \int_0^t ds \frac{dx}{ds}.
\]

Since a large deviation principle is proved in general Markov dynamics \[2\], we know that \(V(t)\) satisfies the following asymptotic form in the probability distribution function:

\[
\text{Prob}[V(t) = V] \sim e^{-tI(V)}
\]

with a large deviation function \(I(V)\). We show the correspondence between this time-series statics and equilibrium statistical mechanics in Table. 1.1. By considering \(I(V)\)
**Table 1.1** Correspondence between equilibrium statistical mechanics and time-series statistics

<table>
<thead>
<tr>
<th>Variables</th>
<th>Statistical mechanics</th>
<th>Time-series statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>Configuration of the system $\Gamma$</td>
<td>History (or path) of the system $(x(s))_{s=0}^{t}$</td>
</tr>
<tr>
<td>Distribution function</td>
<td>Equilibrium distribution ($p_{\beta}(\Gamma)$)</td>
<td>Path probability density $p_F[(x(s))_{s=0}^{t}]$</td>
</tr>
<tr>
<td>Large deviation principle</td>
<td>Energy density $u$</td>
<td>Time averaged velocity $V(t)$</td>
</tr>
<tr>
<td>Infinite limit</td>
<td>Infinite system size $N$ limit</td>
<td>Infinite averaging time $t$ limit</td>
</tr>
<tr>
<td>Cumulant generating function</td>
<td>$G(h) = \lim_{N \to \infty} \frac{1}{N} \log \langle e^{hNu} \rangle$</td>
<td>$G(h) = \lim_{t \to \infty} \frac{1}{t} \log \langle e^{htV} \rangle$</td>
</tr>
<tr>
<td>Exponentially Biased ensemble</td>
<td>$p_{\beta}(\Gamma; h) \propto p_{\beta}(\Gamma)e^{hH(\Gamma)}$</td>
<td>$p_F[(x(s))_{s=0}^{t}; h]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\propto p_F[(x(s))_{s=0}^{t}]e^{hV(t)}$</td>
</tr>
<tr>
<td>Condition for phenomenological structure</td>
<td>$p_{\beta}(\Gamma; h) = p_{\beta-h}(\Gamma)$</td>
<td>$p_F[(x(s))_{s=0}^{t}; h]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$= p_{F+\delta w}[(x(s))_{s=0}^{t}]$</td>
</tr>
</tbody>
</table>

For negative values of $V$, we thus find that the large deviation function can give the frequency of the particle climbing up the potential.

Now, let us assume that this system possesses the phenomenological structure for large deviation principle. This leads to the fact that the frequency of such a rare event can be obtained phenomenologically without waiting for it. This property may be used for a rare event sampling in real experiments: In many systems, rare events play an important role, such as bio-molecular reactions, nucleation, planetary systems, fully developed turbulence, and plate-tectonic activities. However, the direct observations of these rare events are too demanding. For tackling this obstacle, several techniques for accelerating the observation in numerical simulations have been invented. The examples are transition path sampling [33, 34], transition interface sampling [35, 36], forward flux sampling [37, 38], and the population dynamics method [39, 40]. These are called rare event sampling methods. Until now, as seen in these examples, several rare event sampling methods have been proposed, however, the application of these methods towards real physical experiments is still difficult, because most of the rare event sampling methods explained above exploit the property that the experiment is not real but a numerical simulation*3. Now, we consider the rare

---

*3 For example, in the population dynamics [39, 40], one prepares many of the same initial conditions, then after launching the numerical simulations, the rare-trajectories are copied and the typical-trajectories are killed for each fixed time-intervals. This procedure finally produces trajectories that are quite rare. But, the procedure of copying and killing seems to be difficult
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Event sampling method based on the phenomenological structure for large deviation principle discussed above. The basic idea of this method comes from thermodynamics. Thus, the method should naturally possess a phenomenological feature to apply to real experiments.

This scenario is not restricted within this simple example. For general cases, the same expectation can be made. Since there are a lot of interesting examples of rare events in physics, this rare event sampling method, if it is constructed, will lead to a lot of applications. The second chapter of this thesis is devoted to this attempt.

Before going to the main argument in that chapter, we introduce some results for approaching this problem by using a simple example of the Brownian particle.

1.4.2 Brute force approach to the phenomenological structure in time-series statistics

By restricting ourselves into the simple example of the Brownian particle, we show how to approach this problem. From the argument in Section 1.3, we know that the relation (1.16) is a sufficient condition for the phenomenological structure for large deviation principle. In time-series statistics, the distribution function of whole configuration, which corresponds to \( p_\beta(\Gamma) \) in (1.16), is the path probability density of the particle \( p_F[(x(s))_s^t] \) given as

\[
p_F[(x(s))_s^t] = \frac{1}{C} \exp \left\{ -\frac{\gamma}{4T} \int ds \left[ \left( \frac{dx(s)}{ds} - \frac{1}{\gamma} F(x(s)) \right)^2 + \frac{2T}{\gamma^2} \frac{\partial F(x(s))}{\partial x} \right] \right\},
\]

where the multiplication in the integral is interpreted as Stratonovich type [32], and the subscript \( F \) represents the tilted periodic potential that appeared in (1.17).

By using this path probability density, we define an exponentially biased ensemble \( p[(x(s))_s^t; h] \), which corresponds to \( p_\beta(\Gamma; h) \) in (1.16), as

\[
p_F[(x(s))_s^t; h] = \frac{p_F[(x(s))_s^t] e^{hv(t)}}{\int D[(x(s))_s^t] p_F[(x(s))_s^t] e^{hv(t)}}.
\]

Now, an expectation may be made, it is that the conjugate field of the time-averaged velocity \( V(t) \) corresponds directly to the constant force. In other words, we can connect these two path probabilities by

\[
p_{F+kh}[(x(s))_s^t] = p_F[(x(s))_s^t; h]
\]

with a constant \( k \). This is a direct extension of (1.16) to time-series statistics. However, unfortunately the nature of time-series statistics is more difficult. The relation (1.22) is not true in general.

In general situations, instead of using a simple constant force \( kh \), we need a special force \( \delta w(x) \) that depends on \( x \) and \( h \). In order to know the condition determining

\[
\text{to apply in real experiments.}
\]
this special force \( \delta w(x) \), we here calculate the ratio between \( p_{F+\delta w}[(x(s))_{s=0}^t; h] \) and \( p_{F}[(x(s))_{s=0}^t; h] \), which becomes

\[
\frac{p_{F}[(x(s))_{s=0}^t; h]}{p_{F+\delta w}[(x(s))_{s=0}^t; h]} = \exp \left\{ \frac{1}{2T} \int_0^t ds \left[ \frac{T}{\gamma} \frac{\partial \delta w(x(s))}{\partial x} + \frac{\delta w(x(s))}{\gamma} F(x(s)) \right. \right. \\
\left. \left. + \frac{\delta w(x(s))^2}{2\gamma} + (2Th - \delta w(x(s))) \frac{dx(s)}{ds} \right] \right\}.
\]

(1.23)

By setting this ratio to become a constant, we obtain the condition of \( \delta w(x) \) for satisfying the corresponding equality to (1.16). By denoting the period of the potential by \( L \), the sufficient condition of \( \delta w(x) \) is written as

\[
\frac{1}{L} \int_0^L dx \delta w(x) = 2Th
\]

(1.24)

and

\[
\frac{T}{\gamma} \frac{\partial \delta w(x)}{\partial x} + \frac{\delta w(x)}{\gamma} F(x) + \frac{\delta w(x)^2}{2\gamma} = \text{const.}
\]

(1.25)

We verify that this condition is sufficient as follows: From the first relation, we can eliminate \( \int_0^t ds(2Th - \delta w(x(s))) \frac{dx(s)}{ds} \) for large \( t \) in (1.23), because this term is not proportional to \( t \) when \( t \) is large. Then, from the second relation, the remaining terms become a constant. The existence of such a solution \( \delta w(x) \) is ensured by Perron-Frobenius theory for liner Matrix [41]. Indeed, by using Cole-Hopf transformation, the equation (1.25) can be linearised. By discretising the space and using a periodic boundary condition, we can map the non-linear problem to a linear Matrix eigenvalue problem. Then, due to the Perron-Frobenius theory, it can be proved that the solution exists and is unique. See the appendix in Ref. [28] for the detail of this argument.

It indicates that we need a special external field determined by (1.24) and (1.25) in order to obtain the phenomenological structure in time-series statistics. This fact is not restricted to this simple Brownian particle system, but is generally true in Markov dynamics. Many similar formulas have been derived [25, 26, 27, 28, 29, 30, 31]. For discrete-state-continuous-time Markov dynamics, the corresponding formula was reported in the paper by Jack and Sollich in [26]. For continuous-state-continuous-time Markov dynamics (Langevin dynamics), the corresponding formula was also reported independently by us [27, 28] and Chetrite-Touchette [30, 31]. Mathematically, the formula can be regarded as the generalisation of Doob’s \( h \)-transform. See Ref. [30] for the details of the explanation.

1.4.3 What will be developed in the main chapter of this thesis

We have seen that we need to solve one dimensional eigenvalue problem even for this simple Brownian dynamics. For more complicated many-body systems, we will
see that the situation becomes more demanding as the size of the matrix increases exponentially. In order to use the phenomenological structure for large deviation principle as a rare-event sampling method, we need a special procedure to construct automatically $\delta w(x)$, instead of relying on the brute-force approach of solving the eigenvalue problem.

In Chapter 2, which is the main chapter in this thesis, we propose such a procedure to obtain $\delta w(x)$. See Fig. 1.4 for the schematic picture of these relations. The key idea for achieving this is to utilise a measurement instead of solving the eigenvalue problem, to repeat the measurement by dividing the rare-eventness into small pieces, and to renormalise this rare-eventness gradually into the system with those repetitive measurements. In other words, instead of solving the largest eigenvalue problem, we rely on Monte-Carlo simulation (or real experiment in future), which allows us to obtain this result faster. Then, we make a measurement-and-feedback procedure, where we modify the parameter of the system so as to renormalise rare-eventness gradually into the system after each measurement.

We will discuss this procedure in general Markov dynamics in Chapter 2. This

1.5 Towards understanding glass transition in terms of thermodynamic formalism

Aside from a rare event sampling method, there are many applications of phenomenological structure for large deviation principle. One of them is to understand glass transition with kinetically constrained models, which is explained below.

Glass transition has an old history, and has been gathering the attention of many researchers. There are several interesting features in glass transition, such as Vogel-Fulcher law for non-Arrenius relaxation of fragile glass, a two-step relaxation of correlation function known as $\alpha$-relaxation and $\beta$-relaxation, the increase of the dynamical correlation length as the system gets close to glass transition point known as dynamical heterogeneity. To explain these specific features of glassy systems, several theories have been studied [42, 43].

For one of the method to approach these problems, a class of models called kinetically constrained models has been introduced [21, 42]. This is the coarse grained model of glass formers, which is represented as spin models, where the plus spins and the minus spins are associated with the active and the inactive regions in glass formers. The cooperative properties of glass formers are incorporated as kinetic constraints, for example, the spins surrounded by minus spins can not be flipped up or flipped down. The basic question behind this definition is, does glassy properties come from purely dynamical origin or not? In this model, the stationary distribution is trivial, which is ensured by the detailed balance condition, whereas the dynamics is complicated due to the kinetic constraint explained above. Indeed, this model can explain some features of glasses. For example, the dynamical slowing down, the dynamical heterogeneity [44, 45, 46, 47, 48, 49, 50], and an ergodicity breaking transition [51, 52, 53, 54, 55]. Furthermore, Garrahan, Jack, Lecomte, Pitard, van Duijvendijk and van Wijland considered recently the large deviation function of a quantity called activity, which represented how much the state of the system changed, and they found that there was a kink in the large deviation function [19, 20, 21]. This singularity indicates the existence of dynamical phase transition. The singular behaviour appears in infinite system size limit at the origin of that large deviation function (or dynamical free energy in their terminology). Since the slope of the dynamical free energy at the origin corresponds to the expected value of the activity itself, this transition represents that two values of the activity coexist in the infinite system size limit. It is now believed that this coexistence was related to dynamical heterogeneity [21].

As we mentioned above, the dynamical phase transition appears in infinite-size limit. However, one may notice that we can deal with only finite size systems when we study with numerical simulations. Motivated by this fact, after the finding of the dynamical phase transition, finite size scaling method for extracting the property of the dynamical phase transition from finite size systems has been studied, by Bodineau, Toninelli and Lecomte [56, 57]. For constructing it, there is one important problem in thermodynamic formalism: Although we can define an important point for finite
size systems as the argument maximising the second-derivative of the dynamical free energy, this point is deviated from the origin in general. When it is deviated from the origin, it is not connected anymore to the static property of the system, because of the lack of physical correspondence in the conjugate field of the activity. For equilibrium magnet substances, there is also a first order phase transition. In this case, the conjugate field of the magnetisation is directly connected to the magnetic field. However, for the case of the dynamical phase transition, there are no direct correspondences between the conjugate field and any physical realistic field.

To this problem, we shall approach with the phenomenological structure in time-series statistics. Like thermodynamics, the physical correspondence to conjugated field should emerge in this structure if it is constructed. In this thesis, we focus on Fredrickson–Andersen (FA) models [58, 59]. We especially study the 1-dimensional version and the mean field version of FA model. (For the detailed definition of the model, refer to the main part of this thesis.) In both cases, we focus on the phenomenological structure in time-series statistics in these models, and investigate some non-trivial properties behind them. Some parts of Chapter 2 are devoted to the 1-dimensional case, and the whole of Chapter 3 is devoted to the mean field case. This work is mainly based on the published paper [T. Nemoto, V. Lecomte, S. Sasa and F. van Wijland, J. Stat. Mech. (2014) P10001].

1.6 Application to van Zon-Cohen extended fluctuation theorem - the origin in terms of rare trajectories

Here, as another application of the phenomenological structure for large deviation principle, we consider an extended fluctuation theorem reported by van Zon and Cohen [60, 61].

The fluctuation theorem is a symmetry property of the fluctuation of the entropy production [25], from which several confirmed results, e.g. second law of thermodynamics and linear response formula, were derived very beautifully [See for example, Ref. [62]]. The first experimental verification of this theorem was done by Wang et al [64] in 2001. They used a Brownian particle dragged by an optical tweezer, and measured the work fluctuation in order to verify the fluctuation theorem for the work. The detailed analysis of their set up was done by van Zon and Cohen in [65]. Thanks to these works, the fluctuation theorem was confirmed in terms of both of the experimental and the theoretical points of view. However, by extending their method, van Zon and Cohen submitted another paper later that showed that the fluctuation theorem with respect to heat was different [60, 61]. Heat fluctuation did not satisfy the fluctuation theorem, but it satisfied a different symmetry. Until now, several features about this new symmetry have been studied [66, 67, 68, 69, 70, 71, 72, 73]. However, the direct understanding of it with respect to the rare trajectories of the particle has not been explored yet. We tackle this problem by using the phenomenological structure for large deviation principle. This work is based on the published paper [T. Nemoto, Phys. Rev. E 85, 061124 (2012)]. Chapter 4 is devoted to this attempt.
1.7 Construction of thesis

This thesis is composed of four chapters. *Introduction*, Chapter 1, was presented above. Chapter 2, which is the main chapter in this thesis, is *Iterative measurement-feedback procedure for large deviation statistics*. In this chapter, we propose a computational method for large deviation statistics, where the procedure is constituted of only measurements and feedbacks. Since this procedure is a direct extension of thermodynamics to time-series statistics, we believe that this method will become the first rare-event sampling method used in real experiments in future. This chapter corresponds to the paper [T. Nemoto and S. Sasa, Phys. Rev. Lett. **112**, 090602 (2014)]. Chapter 3 is *Common scaling function in dynamical and quantum phase transitions*. In this chapter, inspired by the finite-size scaling method of first order phase transition for equilibrium spin models [74, 75], we propose a finite-size scaling method for the dynamical phase transitions. Then, it turns out that the method can also be applied to quantum phase transitions. We confirm this method in mean-field models, however, we believe that this method is general and becomes a wide-ranging prescription for analysing dynamical and quantum phase transitions. This chapter corresponds to the paper [T. Nemoto, V. Lecomte, S. Sasa and F. van Wijland, J. Stat. Mech. (2014) P10001]. In the next chapter, Chapter 4, we discuss the application of the phenomenological structure to van-Zon extended fluctuation theorem. This chapter corresponds to the paper [T. Nemoto, Phys. Rev. E **85**, 061124 (2012)]. Finally, Chapter 5 is *Conclusions and future perspectives*, where we show some future open problems.
Chapter 2
Iterative measurement-feedback procedure for large deviation statistics

2.1 Introduction

In the last two decades, large deviation functions in time-series statistics have gathered attention in the field of nonequilibrium physics. The beginning is the discovery of the fluctuation theorem, which is the symmetry property of the large deviation function of the time-averaged entropy production rate [5, 6, 7, 8, 9, 10]. After that, several results for the large deviation functions have followed, such as an additivity principle for driven diffusive systems [11, 12, 13, 14, 15, 16], generalised Onsager-Machlup approach [17, 18], dynamical phase transitions of kinetically constrained models [19, 20, 21], a Lyapunov function for non-equilibrium steady states without relying on entropy production [22], exact results for the current statistics of lattice gas models [23, 24].

Also, with these developments, there were some studies that focused on the thermodynamic structure in time-series statistics [25, 26, 27, 28, 29, 30, 31]. Especially in these analysis, a technique to map a biased ensemble to another steady state ensemble has been utilised. We will explain the detail later because this will be one of the key ideas to construct the phenomenological structure in time-series statistics. This mapping is well defined in mathematical sense, however, in order to construct the mapping, we need some pre-information for a special external force added. That requires to solve eigenvalue problems of a matrix with a large dimension: the degrees of freedom of the system. For overcoming this difficulty, we proposed a variational principle constituted of observable quantities to determine that external force [27, 28, 29]. Since the variational parameter of this variational principle was an external field of the system, it offers a simple method for determining that external force without solving any mathematical largest eigenvalue problems. However, there is still a problem for large size systems, because the domain of the variational functional increases exponentially as the system size becomes larger.

Here in this chapter, we propose a new computational method for large deviation statistics. This exploits a property in time-series statistics, which is an additive property of the rareeventness with a special measurement and feedback. More precisely,
by iterating a measurement-and-feedback procedure, we gradually modify the system so that the property of the rare-events is renormalised in the modified systems. This method is constituted of measurement and feedback. Thus, it can be implemented in real experiment in principle. Furthermore, by combining it with an idea of effective description of exponential family, we show a good numerical performance of the method. Indeed, as a demonstration, we apply this method to many-body systems, and obtain some non-trivial features of the rare fluctuations in those systems.

The construction of this chapter is as follows. In Section 2.2, we show some preliminaries. In Subsection 2.2.1 to Subsection 2.2.4, we give the definition of the model and some basics of large deviation principle. Then, in Subsection 2.2.5, we show and prove a mapping method from a biased ensemble to the steady state dynamics, which is the key formula to construct the phenomenological structure in time-series statistics. In Section 2.3, we explain our computational method. From Subsection 2.3.1 to Subsection 2.3.3, we explain the idea behind the method, and in Subsection 2.3.4, we show explicitly the procedure of the method. Section 2.4 is devoted to the application of the method to non-equilibrium many-body lattice gas models. In particular, in Subsection 2.4.1, we introduce an effective description of the exponential family, and in the following Subsections, with the effective description, we analyse these many-body systems. Finally, in Section 2.5, we make a conclusion of this chapter. This chapter is based on the paper published in [T. Nemoto and S. Sasa, Phys. Rev. Lett. 112, 090602 (2014)].

2.2 Preliminary

2.2.1 Model

The state space \( \Omega \) is a finite set. On \( \Omega \), we consider continuous time Markov processes. For \( n, n' \in \Omega \), we define a transition rate \( w(n \rightarrow n') \) as an irreducible matrix that satisfies \( w(n \rightarrow n) = 0 \) and \( w(n \rightarrow n') \neq 0 \) if \( w(n' \rightarrow n) \neq 0 \). The escape rate is defined as

\[
\lambda(n) \equiv \sum_{n' \in \Omega} w(n \rightarrow n'). \tag{2.1}
\]

We start with an initial distribution function \( P_0(n) \). Then, the distribution function of \( n \) at time \( t \), \( P(n, t) \equiv \langle \delta_{n(t),n} \rangle \), is determined from the following Master equation [32]:

\[
\frac{\partial}{\partial t} P(n, t) = \sum_n P(n) w(n \rightarrow n') - \delta_{n,n'} \lambda(n). \tag{2.2}
\]

We denote the history of states during a time interval \( t \) by \( \omega \), which is specified by the total number of transitions \( n \), a collection of transition times \( (t_i)_{i=1}^n \), and a sequence of states \( (n_i)_{i=0}^n \), where \( n_i = n(t) \) for \( t_i \leq t \leq t_{i+1} \) with \( t_0 \equiv 0, t_{n+1} \equiv t \). See Fig.2.1 for the schematic diagram explaining this definition. We denote the path
probability density with an initial condition \( n_0 \) by \( P(\omega|n_0) \). It becomes

\[
P(\omega|n_0) = e^{-\lambda(n_0)t_1} \prod_{i=1}^{N} \left[ w(n_{i-1} \rightarrow n_i) e^{-\lambda(n_i)(t_{i+1} - t_i)} \right]
\] (2.3)

or equivalently,

\[
P(\omega|n_0) = e^{-\int_0^t d\tilde{t} \lambda(n(\tilde{t}))} \prod_{i=1}^{N} [w(n_{i-1} \rightarrow n_i)]
\] (2.4)

For the sake of completeness, we show a simple derivation of the path probability in the Appendix 2.6.1.

![Fig. 2.1 The schematic diagram to explain the definition of the history of states, \( \omega \).](image)

### 2.2.2 Cumulant generating function

For each transition \( n_i \rightarrow n_{i+1} \), we define a quantity \( \alpha(n_i \rightarrow n_{i+1}) \). Then, we consider the corresponding time-averaged value \( A(\omega) \), which is defined as

\[
A(\omega) = \frac{1}{\tau} \sum_{i=0}^{n-1} \alpha(n_i \rightarrow n_{i+1}).
\] (2.5)

Since the system is Markovian, \( A(\omega) \) has a large deviation principle in the limit of \( \tau \rightarrow \infty \). That is, with a probability density for \( A(\omega) \), \( p(A) \), shows the following asymptotic form:

\[
p(A) \sim e^{-\tau I(A)},
\] (2.6)

where \( I(A) \) is a large deviation function. We note that the expected value or typical value of \( A(\omega) \), \( \langle A(\omega) \rangle \) is determined by a variational principle

\[
\langle A(\omega) \rangle = \operatorname{Argmin}_A \left[ I(A) \right].
\] (2.7)
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Here, we introduce a scaled cumulant generating function defined by

\[
G(h) \equiv \lim_{\tau \to \infty} \frac{1}{\tau} \log \left\langle e^{h\tau A(\omega)} \right\rangle,
\]

where \( h \) is called a biasing parameter. It resembles the definition of the Helmholtz free energy in equilibrium statistical mechanics, so that this function is called a dynamical free energy. Similar to equilibrium thermodynamics, the large deviation function \( I(A) \) and the cumulant generating function is connected through Legendre transformation:

\[
I(A) = \max_h [hA - G(h)],
\]

or

\[
G(h) = \max_A [hA - I(A)].
\]

We should mention that we are now considering the case that \( I(A) \) is a concave function. Otherwise, this relationship can be broken. See Ref. [3] for the explanation of the example.

2.2.3 Biased ensemble

In the analysis of large deviation principle, a class of modified pass probability measure called an exponential family or a biased ensemble, \( P(\omega; h) \), is often studied. With a parameter \( h \) representing how much the system is biased, \( P(\omega; h) \) is defined as

\[
P(\omega; h) = \frac{1}{Z(\tau, h)} P(\omega) e^{h\tau A(\omega)},
\]

where \( Z(\tau, h) \) is the normalisation constant defined by \( Z(\tau, h) = \left\langle e^{h\tau A(\omega)} \right\rangle \). In this biased ensemble, rare trajectories characterised by the large deviation principle of \( A(\omega) \) has a large (or small) probability compared with the one in the original ensemble. Indeed, by denoting the probability density of \( A(\omega) \) in the biased ensemble by \( p(A; h) \), we obtain

\[
p(A; h) = \frac{1}{Z(\tau, h)} p(A) e^{h\tau A} \sim \frac{1}{Z(\tau, h)} e^{-\tau(I(A) - hA)}.
\]

for large \( \tau \), where we used the large deviation principle of \( A(\omega) \). We first notice that the large deviation function of \( A(\omega) \) in the biased ensemble is given as \( I(A) - hA \). Then, the following result directly yields: the expected value (or typical value) of \( A \) in the biased ensemble is determined by the variational principle

\[
\left\langle A(\omega) e^{h\tau A(\omega)} \right\rangle Z(\tau, h) = \operatorname{Argmin}_A [I(A) - hA].
\]

The typical value is thus deviated from \( \langle A(\omega) \rangle \). Furthermore it is connected to the cumulant generating function through

\[
\frac{\partial G(h)}{\partial h} = \lim_{\tau \to \infty} \frac{\left\langle A(\omega) e^{h\tau A} \right\rangle}{Z(\tau, h)}.
\]
Therefore, due to the equivalence between $G(h)$ and $I(A)$, we find a relation connecting the expected value in the biased ensemble with the large deviation function:

$$I(A) = \max_h \left[ hA - \int_0^h d\tilde{h} \lim_{\tau \to \infty} \frac{\langle A(\omega)e^{\tilde{h}\tau A(\omega)} \rangle}{Z(\tau, \tilde{h})} \right]. \quad (2.15)$$

### 2.2.4 Revisit of the phenomenological structure for large deviation principle in equilibrium statistical mechanics

Here, let us revisit the phenomenological structure for large deviation principle in equilibrium statistical mechanics with a viewpoint of biased ensemble. The biased ensemble (2.11) reminds us of the canonical distribution function (given in (1.6)). We here show that this similarity leads to the key of the phenomenological structure for large deviation principle in equilibrium statistical physics.

In the system considered in the introduction 1.2, we define the biased ensemble $p(\Gamma; h)$ by

$$p(\Gamma; h) = \frac{1}{Z(h)} p(\Gamma)e^{hH(\Gamma)}. \quad (2.16)$$

Then, we obtain the distribution function of $U$ in the biased ensemble as

$$p(U; h) = \frac{1}{Z(h)} \Omega(U)e^{-(\beta-h)U} \sim \frac{1}{Z(h)} e^{N[s(u)-(\beta-h)u]}. \quad (2.17)$$

Because no $\beta$ dependence appears here in the first term $s(u)$ of this exponential function, this equation indicates that the biased ensemble is the equilibrium distribution function of the system with temperature $\beta - h$. Thus the biasing parameter $h$ is renormalised as the temperature of the system in another equilibrium system. The same structure, namely the correspondence between biasing parameters and equilibrium intensive parameters, is true not only for the energy density discussed here, but also for the density of general thermodynamic extensive quantities.

This is the key for the phenomenological structure in equilibrium statistical mechanics. Indeed, from this relation, we can connect the large deviation function $I(U)$ with the expected value of $U$ in another equilibrium system, which has a new temperature $\beta' = \beta - h$. Indeed, by denoting this expected value by $\langle U \rangle_{\beta' = \beta - h}$ and using the corresponding equation to (2.15) in equilibrium statistical mechanics, we have

$$I(U) = \max_h \left[ hU - \int_0^h d\tilde{h} \langle U \rangle_{\beta' = \beta - h} \right]. \quad (2.18)$$

In short, the key to the phenomenological structure for large deviation principle is the physical correspondence of the biased ensemble. Because the biased ensemble corresponds to another equilibrium system, we can construct a large deviation function from expected values.
2.2.5 Steady dynamics corresponding to biased ensemble

The phenomenological structure for large deviation principle in equilibrium statistical mechanics is clarified in the previous subsection, where we found what we need to construct the same structure in time-series statistics: It is the construction of a physical system corresponding to the biased ensemble (2.11) in time-series statistics. Now, in order to achieve this construction, we follow the following strategy:

1. We define a new transition rate
   \[ w^h(n \rightarrow n') = w(n \rightarrow n') f^h(n \rightarrow n') \]  
   (2.19)
   with an unknown function \( f^h(n \rightarrow n') \) that depends on \( h \). Then, the new path probability \( P^h(\omega|n_0) \) is given as
   \[ P^h(\omega|n_0) = e^{-\int_0^t d\tilde{t} \lambda^h(n(\tilde{t}))} \prod_{i=1}^N \left[ w(n_{i-1} \rightarrow n_i) \right] \prod_{i=1}^N \left[ f^h(n_{i-1} \rightarrow n_i) \right], \]  
   (2.20)
   where we defined \( \lambda^h(n) \equiv \sum_{n'} w^h(n \rightarrow n') \).

2. We consider the ratio between this new path probability density and the biased path probability density \( P(\omega; h|n_0) \),
   \[ \frac{P^h(\omega|n_0)}{P(\omega; h|n_0)} = e^{-\int_0^t d\tilde{t} [\lambda^h(n(\tilde{t})) - \lambda(n(\tilde{t}))]} \prod_{i=1}^N \left[ f^h(n_{i-1} \rightarrow n_i) e^{-h\alpha(n_{i-1} \rightarrow n_i)} \right] Z(t, h). \]  
   (2.21)
   Then, we determine \( f^h(n \rightarrow n') \) so as to make the right-hand side of (2.21) a constant. This construction leads to the conclusion that the new system characterised by \( w^h(n \rightarrow n') \) has the same path probability density as the one in this modified dynamics. In the following part, we show how to determine \( f^h(n \rightarrow n') \).

3. First, we look at the product part (\( \prod \cdots \)). For obtaining a benefit from this product structure, we set
   \[ f^h(n \rightarrow n') = e^{h\alpha(n \rightarrow n')} \frac{\phi(n')}{\phi(n)} \]  
   (2.22)
   with an unknown function \( \phi(n) \). In the product from \( i = 1 \) to \( i = N \), a ratio in this right-hand side will be canceled each other in total. Indeed, the total product becomes
   \[ \prod_{i=1}^N \left[ f^h(n_{i-1} \rightarrow n_i) e^{-h\alpha(n_{i-1} \rightarrow n_i)} \right] = \frac{\phi(n_N)}{\phi(n_0)}. \]  
   (2.23)
   Since this right-hand side is small compared with the other parts in large \( \tau \) limit, we can neglect it in (2.21).
Second, we determine the unknown function $\phi(n)$ so as to make the first exponential part in (2.21) a constant. For this purpose, we set a condition to $\phi(n)$ as

$$\lambda^h(n) - \lambda(n) = \text{const.} \equiv K,$$  

(2.24)

which indeed ensures that that first exponential part a constant $e^{-tK}$. This equation can be rewritten as an eigenvalue problem of an irreducible matrix

$$L^h_{n',n} w(n \to n') e^{h\alpha(n \to n')} - \delta_{n,n'}\lambda(n).$$  

(2.25)

Indeed, we rewrite (2.24) as

$$\sum_{n'} w(n \to n') e^{h\alpha(n \to n')} \phi(n') - \lambda(n) \phi(n) = K\phi(n),$$  

(2.26)

which is equivalent to

$$\sum_{n'} \phi(n') L^h_{n',n} = K\phi(n).$$  

(2.27)

Here, we remember that we need to impose a condition that the eigenfunction $\phi(n)$ is a positive vector, because the transition matrix $w^h(n \to n')$ can not take a negative value. We thus find that the $K$ is the largest eigenvalue of $L^h_{n',n}$ due to Perron-Frobenius theory [41]. Also, we note that the largest eigenvalue $K$ and the corresponding left-eigenvector $\phi(n)$ surely exist and are unique, due to this theory.

Therefore, by choosing $\phi(n)$ as the left-eigenvector of the largest eigenvalue of $L^h_{n',n}$, we will reach the desired result.

Many formulas similar to this have been derived [25, 26, 27, 28, 29, 30, 31]. Exactly the same form as this result was reported in the paper by Jack and Sollich in [26]. For Langevin systems, the corresponding formulas were also derived independently by us [27, 28] and Chetrite, Touchette [30, 31]. Mathematically, the formula is regarded as the generalisation of Doob’s $h$-transform. See Ref. [30] for the details of the explanation.

We mention that the corresponding system is characterised by a variational principle [27, 28, 29]. With a variational functional $\bar{V}(n)$, we introduce a variational transition rate $\bar{w}^\bar{V}_h(n \to n')$ as

$$\bar{w}^\bar{V}_h(n \to n') = w(n \to n') e^{h\alpha(n \to n') - (1/2)\bar{V}(n') + (1/2)\bar{V}(n)}.$$  

(2.28)

Also, we denote the expected value in the stationary state generated by $\langle \rangle_h\bar{\bar{V}}$, and the escape rate in the system $\bar{w}^\bar{V}_h(n \to n')$ by $\bar{\lambda}^\bar{V}_h$. Then, that variational principle is written as

$$w^h(n \to n') = \text{Argmax} \langle \bar{\lambda}^\bar{V}_h - \lambda \rangle_h$$  

(2.29)

and the maximum value gives the cumulant generating function itself

$$G(h) = \max \langle \bar{\lambda}^\bar{V}_h - \lambda \rangle_h.$$  

(2.30)
This variational principle was studied by us with a motivation to construct the corresponding steady state from observable quantities of the system\cite{28}. Indeed, if we apply it to Langevin equation, the escape rate is replaced by an entropy production rate and the variational potential corresponds to the real potential added to the Brownian particle. The mathematical origin of the variational principle is different from the thermodynamic one. Rather, that variational principle is related to Donsker-Varadhan formula for empirical measure\cite{76}. See Appendix 2.6.2 for the derivation of the variational principle from Donsker-Varadhan formula. Furthermore, when the system satisfies detailed balance condition, the variational principle can be connected to the one in quantum mechanics. This is explained in the Chapter 3, where we apply the variational principle to a kinetically constrained model for deriving a scaling function around the phase transition.

Here, we also mention that there is the case that the derivation above is not correct, where the boundary term $\phi(n_N)/\phi(n_0)$ in (2.23) can not be neglected. This problem is one of the origin of the extended fluctuation theorem of heat dissipation, reported by van Zon and Cohen\cite{60, 61}. In Chapter 4, we discuss this connection explicitly.

As a corollary of this formulation, we obtain an equivalence between the largest eigenvalue $K$ and the cumulant generating function $G(h)$:

$$K = G(h).$$

Indeed, by using (2.23) and (2.24) in (2.21), we have

$$P^h(\omega|n_0) = P(\omega;h|n_0)e^{-Kt}\frac{\phi(n_N)}{\phi(n_0)}Z(t, h)$$

By taking the sum with respect to $\omega$ and considering only the dominant term in large $t$ limit, we obtain

$$K = \lim_{t \to \infty} \frac{1}{t} \log Z(t, h),$$

which is (2.31). The cumulant generating function is obtained from the largest eigenvalue problem of $L^h_{n,n'}$, and then the result is connected to the large deviate function through Legendre transformation (2.9). Because it is easier to deal with the largest eigenvalue problem than the large deviation principle itself, this structure has been used in many situation for mathematically rigorous analysis in large deviation theory\cite{21}. Furthermore, the relation has been used for analysing non equilibrium systems. The example includes the fluctuation theorem by Lebowitz and Spohn\cite{10}, where they found a symmetry property in cumulant generating function of entropy production rate due to the fluctuation theorem.

### 2.3 Main result

In the previous subsection, we finally understood how we could create the corresponding system to the biased ensemble, where we needed to solve the largest eigenvalue problem of $L^h_{n,n'}$. For many body systems, however, it is demanding and almost impossible to solve the corresponding largest eigenvalue problem because the number
of the degrees of the freedom in these systems increases exponentially with the system size. Here in order to overcome this difficulty, we propose a method to obtain the corresponding system with measurements and feedbacks.

2.3.1 Measurement formula of $\phi(n)$ in Monte-Carlo simulations

Because the direct diagonalisation of the largest eigenvalue of $L_{n',n}^h$ is hopeless, we rely on Monte-Carlo simulations instead. First, we show a method to obtain $\phi(n)$ from Monte-Carlo simulations.

First, we define $\tilde{\psi}(n,0|n_0)$ obtained from the following initial condition and evolution equation:

$$\tilde{\psi}(n,0|n_0) = \delta_{n,n_0} \tag{2.34}$$

$$\frac{\partial \tilde{\psi}(n,t|n_0)}{\partial t} = \sum_{n'} \tilde{\psi}(n',0|n_0) L_{n,n'}^h. \tag{2.35}$$

Then, $\tilde{\psi}(n,t|n_0)$ equals to $\langle \delta_{n(t),n} e^{htA(\omega)} \rangle_{n_0}$, where $\langle \rangle_{n_0}$ is the expected value with respect to the Monte-Carlo simulation with an initial condition $n(0) = n_0$:

$$\tilde{\psi}(n,t|n_0) = \left\langle \delta_{n(t),n} e^{htA(\omega)} \right\rangle_{n_0}. \tag{2.36}$$

The way to prove this is to show that $\langle \delta_{n(t),n} e^{htA(\omega)} \rangle_{n_0}$ also satisfies (2.34) and (2.35). This is done in Appendix 2.6.3. Next, since $L_{n',n}^h$ is irreducible, the large time behaviour of $\tilde{\psi}(n,t|n_0)$ is

$$\tilde{\psi}(n,t|n_0) \sim \phi(n_0) \psi(n)e^{tK}. \tag{2.37}$$

with a definition of $\psi(n)$ as the right-largest eigenvector of $L_{n',n}^h$. Thus, by combining (2.36) with (2.37), we arrive at

$$\phi(n) \propto \left\langle e^{htA(\omega)} \right\rangle_n \tag{2.38}$$

for large $t$. This is a basic result that directly came from the largest eigenvalue analysis. Thanks to (2.38), we can reach $\phi(n)$ just by using a Monte Carlo simulation in principle, however, we will face a difficulty with this formula soon, which is explained next.

2.3.2 Rare events required for measurement of $\left\langle e^{htA(\omega)} \right\rangle_n$

Even though we obtain (2.38), it is easy to show that the dominant contribution of the ensemble to obtain $\left\langle e^{htA(\omega)} \right\rangle_n$ is rare, which is characterised by a large deviation principle. With the large deviation principle $p(A) \sim e^{-tI(A)}$, we can show that the dominant path takes a value of $A(\omega)$ close to

$$A^*(h) \equiv \text{Argmin}_A [I(A) - hA]. \tag{2.39}$$
Then, the probability taking $A^*(h)$ is exponentially small:

$$p(A^*) \sim e^{-tI(A^*(h))} \tag{2.40}$$

with $I(A^*(h)) \neq 0$. This means that we need the rare events characterised by a large deviation principle, in order to obtain the information of the large deviation principle itself. We thus conclude that the direct application of (2.38) is not useful. We need some ideas to overcome this difficulty.

### 2.3.3 Renormalisation of rare-eventness via measurements and feedbacks

Now, we explain the key idea of our method. It is composed of two parts: Firstly, we consider small values of $h$ in (2.40), more precisely, sufficiently small so that it satisfies

$$t_a I(A^*(h)) = O(1), \tag{2.41}$$

where $t_a$ is the correlation time of $\alpha(n \to n')$. Then, we can easily say that the dominant contribution to obtain $\langle e^{htA(\omega)} \rangle_n$ is not rare, which is, in other words, $\langle e^{htA(\omega)} \rangle_n$ is measurable for sufficiently small $h$. Secondly, the exponentially biased measure $P(\omega; h|n_0)$ has a renormalisable structure with respect to the biasing with exponential function. That is,

$$P(\omega; h + h'|n_0) \propto P(\omega; h|n_0)e^{htA(\omega)}. \tag{2.42}$$

These two ideas lead to a method of the rare event sampling method. First, for sufficiently small $h$, we measure $\langle e^{htA(\omega)} \rangle_n$. Then, by using the obtained result, we modify the transition rate to create the (probability preserving) system corresponding to the biased measure $P(\omega; h|n_0)$. Then, again in the new system, we measure $\langle e^{htA(\omega)} \rangle_n$ for sufficiently small $h$. Thanks to the property (2.42), the obtained result will lead to the next system corresponding to the biased ensemble $P(\omega; 2h|n_0)$. In this method, just with measuring $e^{htA(\omega)}$, we could reach the biased ensemble $P(\omega; 2h|n_0)$. This is the important property in the rare events of large deviation principle in time-series statistics. This property can be phrased as follows: Rare events characterised by large deviation principle of time-averaged quantity is additive in a sense of measurement. The rare-eventness can be renormalised during the measurements through a feedback (or a modification) to the system. See Fig.2.2 for the schematic diagram of this structure.

### 2.3.4 Rare-event sampling method constituted of an iterative measurement-and-feedback procedure.

By using the property explained above, we propose a method for rare-events sampling method constituted of an iterative measurement-and-feedback procedure.

First we set a measurement time $t$ to be much larger than the correlation time of $\alpha(n \to n'), t_a$. Then, we define a small increment $\delta h$ from the condition (2.41), or more precisely,

$$t_a \delta h^2 \sigma = O(1), \tag{2.43}$$
where $\sigma$ is a scaled variance of $A(\omega)$ defined as

$$\sigma = \lim_{t \to \infty} t \left( A(\omega)^2 - (\langle A(\omega) \rangle)^2 \right).$$

(2.44)

With this $\delta h$, the procedure is defined as follows:

1. For the first step, we measure $\langle e^{\tau \delta h A(\omega)} \rangle_n$ as a function of $n$ in the original system. Here, we remind us that the measurement is not hard because of the condition (2.43).
2. Then, depending on the value of $\langle e^{\tau \delta h A(\omega)} \rangle_n$, we modify the transition rate to

$$w^{\delta h}(n \to n') = w(n \to n') e^{\delta h \alpha(n \to n')} \frac{\langle e^{\tau \delta h A(\omega)} \rangle_n}{\langle e^{\tau \delta h A(\omega)} \rangle_{n'}}.$$  

(2.45)

3. Next, in the created modified system, we measure the expected value of the same quantity $e^{\tau \delta h A(\omega)}$. We denote the obtained expected value by $\langle e^{\tau \delta h A(\omega)} \rangle^{\delta h}_n$.
4. Again, we define the second modified transition rate as

$$w^{2\delta h}(n \to n') = w^{\delta h}(n \to n') e^{\delta h \alpha(n \to n')} \frac{\langle e^{\tau \delta h A(\omega)} \rangle^{\delta h}}{\langle e^{\tau \delta h A(\omega)} \rangle^{\delta h}_{n'}}.$$  

(2.46)

5. We iterate this procedure for many times. Then, we obtain a set of transition rates

$$w^{l\delta h}(n \to n') = w(n \to n') e^{l\delta h \alpha(n \to n')} \prod_{k=0}^{l-1} \frac{\langle e^{\tau \delta h A(\omega)} \rangle^{k \delta h}}{\langle e^{\tau \delta h A(\omega)} \rangle^{k \delta h}_{n'}}.$$  

(2.47)
with \( l = 0, 1, 2, \ldots \).

6. Our computational method is based on the following formula. We denote by \( \langle f \rangle^h \) the expected value of time-extensive quantities \( f(\omega) \) in the system with the modified transition rate \( w^h (h = 0, \delta h, 2\delta h, \ldots) \). Then, \( \langle f \rangle^h \) equal to the expected values by biased ensemble \( P(\omega; h) \). That is,

\[
\langle f(\omega) \rangle^h \simeq \frac{\langle f(\omega) e^{h\tau A(\omega)} \rangle}{\langle e^{h\tau A(\omega)} \rangle}.
\] (2.48)

Here and hereafter in this chapter, \( \simeq \) represents the asymptotic equality when \( \tau \gg \tau_\alpha \).

7. From the formula, we obtain the expected value of any quantity in biased ensemble. For example, for the large deviation function of \( A(\omega) \), by combining (2.48) with (2.15), we reaches a formula

\[
I(A) = \max_h \left[ hA - \sum_{k=0}^{N-1} \langle f(\omega) \rangle^h \delta h \right] + O(\delta h^2)
\] (2.49)

with \( h = N\delta h \). We write this formula as

\[
I(A) = \max_h \left[ hA - \int_0^h d\tilde{h} \langle f(\omega) \rangle^\tilde{h} \right],
\] (2.50)

which shows the correspondence to the formula (2.18) in equilibrium statistical mechanics.

We showed the basic strategy to derive (2.48) in the previous subsection. For a mathematically rigorous derivation, see Appendix 2.6.4.

2.4 Applications

As a demonstration, we apply our method to non-equilibrium many-body lattice gas models. The first example is an asymmetric simple exclusion process (ASEP) with non equilibrium open boundary conditions, and the second one is Fredrickson–Andersen (FA) model, which is one of kinetically constrained models.

2.4.1 Effective descriptions of exponential family

Before going to the demonstration, we here introduce a strategy to approach many body systems. That is, effective descriptions of the exponential family.

The rare trajectories most contributing to \( G(h) \) are generated by the modified transition rate \( w^h(n \rightarrow n') \) in (2.47). Then, the modification rate \( \prod_{k=0}^{\tilde{l}-1} \langle e^{\tau \delta h A(\omega)} \rangle_n^{k\delta h} \) in (2.47) is a function of the configuration of the system. Thus, it may be difficult to apply the method to many-body systems, because the degree of the freedom in them exponentially increases and the computation time for obtaining \( w^h(n \rightarrow n') \) does as well.
However, we expect that there are many physical examples that allow us to use the effective description of the exponential family. It is to introduce an effective transition rate with $K$ unknown parameters for each value of $h$, where these unknown parameters are determined by employing (2.47). We then assume that these effective descriptions describe very well the statistical property of the rare trajectories. See Fig.2.3 for the explanation of this effective description. The system that we are going to analyze in this section has indeed these effective descriptions.

![Fig. 2.3 Schematic picture explaining the effective description of exponential family.](image)

### 2.4.2 Asymmetric simple exclusion process (ASEP)

#### Definition of the model

Let us consider a one dimensional lattice of size $L$ with open boundary conditions. Each site accommodates one particle at most. The configuration of the particles is denoted by $\mathbf{n} \equiv (n_i)_{i=1}^L$, where $n_i$ takes a value of 1 (occupied) or 0 (empty). The transition rate $w(\mathbf{n} \rightarrow \mathbf{n}')$ is defined as follows: For a configuration $\mathbf{n} = (n_1, n_2, n_3, \cdots, n_i, n_{i+1}, \cdots, n_L)$, we define an exchange operator $F_{i,i+1}$ as

$$F_{i,i+1}\mathbf{n} = (n_1, n_2, n_3, \cdots, n_{i+1}, n_i, \cdots, n_L).$$

(2.51)

Also we define a removing, or filling operator $F_1$ and $F_L$ for the boundaries as

$$F_1 = (1 - n_1, n_2, n_3, \cdots, n_i, n_{i+1}, \cdots, n_L)$$

(2.52)

and

$$F_L = (n_1, n_2, n_3, \cdots, n_i, n_{i+1}, \cdots, 1 - n_L).$$

(2.53)

Then, by using these operators, we define $w(\mathbf{n} \rightarrow \mathbf{n}')$ as

$$w(\mathbf{n} \rightarrow F_{i,i+1}\mathbf{n}) = \delta_{n_i,0}\delta_{n_{i+1},1}q + \delta_{n_i,1}\delta_{n_{i+1},0},$$

(2.54)

$$w(\mathbf{n} \rightarrow F_1\mathbf{n}) = \delta_{n_1,0}\alpha + \delta_{n_1,1}\gamma,$$

(2.55)
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\[ w(n \rightarrow F_L n) = \delta_{n_L,0} \delta + \delta_{n_L,1} \beta, \]  
\[ w(n \rightarrow n') = 0 \]  

for any other transition that cannot be expressed by using the operators \( F_{i,i+1}, F_1, \) and \( F_L \). (2.54) means that a particle moves to the left empty site with a rate \( q \) and to the right empty site with a rate 1, when the target site is not occupied. (2.55) and (2.56) represents the injection and the remove of a particle: A particle is injected into the boundary site \( i = 1 \) \((i = L)\) with a rate \( \alpha (\delta) \) and the particle at the boundary site \( i = 1 \) \((i = L)\) is removed with a rate \( \gamma (\beta) \). See Fig. 2.4 for the schematic picture to explain these transitions. This model is called ASEP and has been studied as a cornerstone of non-equilibrium physics. See the introduction of Ref. [24] and also Ref. [77] for the review.

In this model, we study the fluctuation of time-averaged bulk current. We first define an instantaneous current at \( i \)th site as 
\[ j_i(n \rightarrow n') = \begin{cases} 1 & \text{when a particle moves from } i \text{ to } i+1 \text{ (or } i+1 \text{ to } i), \\ 1 & \text{when a particle moves from } i \text{ to } i+1 \text{ (or } i+1 \text{ to } i). \end{cases} \]  
By using this instantaneous current, we then define the bulk current as 
\[ \alpha(n \rightarrow n') = \frac{1}{L-1} \sum_{i=1}^{L-1} j_i(n \rightarrow n'). \]  

The time-averaged bulk current \( A(\omega) \) is defined as the time-averaged quantity of this \( \alpha(n \rightarrow n') \). See Section 2.2.2 for the definition or \( A(\omega) \).

**Numerical check of our formulation**

We first verify our formulation numerically. On one hand, we evaluate 
\[ \prod_{k=0}^{l-1} \left( e^{r \delta} A(\omega) \right)^{k \delta h} \]  
for a integer \( l \), which is the modification factor appeared in (2.47). On the other hand, with a Monte Carlo simulation, we evaluate the left-eigenvector \( \phi(n) \) corresponding to the largest eigenvalue of \( L_{n',n}^h \) defined in (2.25). According to our formulation, (2.59) is proportional to \( \phi(n) \), which can be seen by comparing (2.22) with (2.47). See Fig. 2.5 for the examples of the obtained results.
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Our method

\[ \text{Exact} \]

\( m = 50, 100, 150, 200, 250 \)

\( n = 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0 \)

\( \Phi(n) = (n_i - n_{i+1})^{h/L-1} \left( \psi_{h,i+1}/\psi_{h,i} \right)^{n_i - n_{i+1}} \) \( i = 0, \ldots, L \).

\( \Phi(n) = (n_i - n_{i+1})^{h/L-1} \left( \psi_{h,i+1}/\psi_{h,i} \right)^{n_i - n_{i+1}} \) \( i = 0, \ldots, L \).

For the left and right boundary transitions, we also define

\[ w_{\text{eff}}^h(n \rightarrow F_1 n) = w(n \rightarrow F_1 n) \left( \psi_{h,1}/\psi_{h,0} \right)^{1-2n_1} \]

and

\[ w_{\text{eff}}^h(n \rightarrow F_L n) = w(n \rightarrow F_L n) \left( \psi_{h,L}/\psi_{h,0} \right)^{1-2n_L} \]

Here, we note that this new transition rate corresponds to an ASEP that has a spatially varying transition rate as shown in Fig. 2.6. Furthermore, in a sense of local detailed balance condition [9], the effective transition rate represents the system, where a one-body external potential is applied.

We determine the values of the parameters \( \psi_{h,i} \) \( i = 0, \ldots, L \) from our computational method as follows:

1. For \( l = 0 \) (\( h = 0 \)), we have \( \psi_{h,i} = 1 \) for \( i = 0, \ldots, L \).
For given \( q_{\text{left}}(i, h) = q e^{-h/(L-1)} \psi_{h, i-1}/\psi_{h, i}, \) \( q_{\text{right}}(i, h) = q e^{h/(L-1)} \psi_{h, i+1}/\psi_{h, i}, \) \( \alpha(h) = \alpha \psi_{h, 1}/\psi_{h, 0}, \) \( \gamma(h) = \gamma \psi_{h, 0}/\psi_{h, 1}, \) \( \beta(h) = \beta \psi_{h, 0}/\psi_{h, L} \) and \( \delta(h) = \delta \psi_{h, L}/\psi_{h, 0}. \)

2. For given \( (\psi_{l \delta h, i})_{i=0}^{L} \), we determine the next \( (\psi_{l+1 \delta h, i})_{i=0}^{L} \) from the following procedure: We measure \( \left< e^{\tau \delta h A(\omega)} \right>_{n}^{l \delta h} \) for \( L + 1 \) different configurations \( n = n_j \) \( (j = 0, 1, 2, ..., L) \). Especially, here, we choose \( (n_j)_{i} = \delta_{ij} \) as the simplest choice.

3. Next, by applying (2.47) to the effective transition rate (2.60), we obtain

\[
\psi_{l+1 \delta h, i} = \psi_{l \delta h, i} \left< e^{\tau \delta h A(\omega)} \right>_{n_i}^{l \delta h}
\]

for \( i = 0, ..., L \). Thus, we obtain the next parameters \( (\psi_{l+1 \delta h, i})_{i=0}^{L} \) from \( (\psi_{l \delta h, i})_{i=0}^{L} \).

4. By iterating this procedure, we obtain the effective description of the exponential family.

Now, we apply our computational method to Monte-Carlo simulations. We calculated \( G(h) \), then plot it in Fig. 2.7. On the same figure, for the comparison, we also plot the largest eigenvalue of \( L_{h, n, K} \), because it is equal to \( G(h) \) as shown in (2.31). For further comparison, we also plot the truncated cumulant expansions up to the second order: \( G_2(h) = h g_1 + h^2 g_2 \) and the fourth order: \( G_4(h) = h g_1 + h^2 g_2 + h^3 g_3 + h^4 g_4 \), where the coefficients \( g_i \) are defined as \( (1/i!) \partial^i G(h)/\partial h^i |_{h=0} \). These coefficients are calculated from the exact formula in Refs. [23, 24]. Even though one can see a small deviation between our result (red dotted line) and the exact result (green dashed line) around \( h = -7 \), the accuracy of our one is considerably better than the one for the truncated cumulant expansions (blue and yellow solid lines). We thus claim that rare fluctuations of the ASEP in a sense of the large deviation of the current with this parameter set are well described by the effective transition rate (2.60). We expect that there are some mathematical formulas related to this observation. For this, we mention a variational principle determining the large deviation function of the current in lattice gas models in thermodynamic limit (infinite size limit), which was proposed in [13, 14]. In the paper, Bodineau and Derrida derived the formula from a phenomenology called an additivity principle. If we restrict ourselves to the system of SSEP or (WASEP), this variational principle, on the other side, can be derived from the general variational principle given as (2.30). In the derivation, we assume the effective transition rate in thermodynamic limit [78]. We need further investigation for clarifying the applicability of this effective-description approach upon
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general lattice gas models.

Fig. 2.7 \( G(h) \) in the open boundary ASEP obtained from our effective description. We set \( q = 0.5, L = 8, \alpha = 0.8, \beta = 0.8, \gamma = 0.2, \) and \( \delta = 0.2 \). Following the procedure for the effective description described in the text, we perform Monte Carlo simulations with fixed \( \delta h = -0.02 \). The result is labeled as Eff. desc. For comparison, we also plot the largest eigenvalue of \( L_{n,n}^h \). (Exact), the truncated cumulant expansions up to the second order: \( G_2(h) = h g_1 + h^2 g_2 \) (2nd) and the fourth order: \( G_4(h) = h g_1 + h^2 g_2 + h^3 g_3 + h^4 g_4 \) (4th), where the coefficients \( g_i \) are defined as \((1/i!) \partial^i G(h)/\partial h^i|_{h=0}\). These coefficients are calculated from the exact formula in Refs. [23, 24].

2.4.3 Fredrickson–Andersen (FA) model.

Definition of the model

Next, we consider a Fredrickson–Andersen (FA) model [58, 59]. This is an example of kinetically constrained models (KCMs), which has been studied for understanding the glassy features from the dynamical aspect of the system. We define an occupation variable \( n_i = 1 \) or 0 on each site of a one-dimensional lattice. The size of the lattice is \( L \), and the boundary condition is periodic. For a configuration \( \mathbf{n} = (n_1, ..., n_L) \), we define a flipping operator \( C_i \) as

\[
C_i \mathbf{n} = (n_1, ..., 1 - n_i, ..., n_L).
\]

Then, from a configuration \( \mathbf{n} \) to \( C_i \mathbf{n} \), we define the corresponding transition rate as

\[
w(\mathbf{n} \rightarrow C_i \mathbf{n}) = [(1 - c)n_i + c(1 - n_i)] f_i(\mathbf{n}),
\]

with the definition of \( f_i(\mathbf{n}) \) as

\[
f_i(\mathbf{n}) = n_{i-1} + n_{i+1}.
\]

See Fig.2.8 for the schematic picture explaining the definition of this FA model. The transition rate is a product of two parts. The one is a part without any interaction \([(1 - c)n_i + c(1 - n_i)]\), and the other one is a part for the kinetically constraint \( f_i(\mathbf{n}) \). Only the first part takes responsibility for the stationary state. Indeed, if we consider
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The detailed balance condition, \( f_i(n) \) is canceled out. Then the stationary probability \( p(n) \) is just determined from this non-interacting part \( [(1 - c)n_i + c(1 - n_i)] \), which leads to

\[
p(n) = \prod_{i=1}^{L} [cn_i + (1 - c)(1 - n_i)].
\] (2.67)

The second part \( f_i(n) \) actually represents a kinetic constraint. For example, we look at the configuration, where \( i \)th site is surrounded by unoccupied site. In this case, the flipping is indeed blocked due to \( f_i(n) \). Although the stationary state is trivial, the system shows the same features as the one in glassy systems, due to this kinetic constraint. See Ref. [21, 42] for this review. Recently, for studying these features, the approach using large deviation principle gathered attention. In 2007, Garrahan, Jack, Lecomte, Pitard, van Duijvendijk and van Wijland considered a dynamical activity defined as

\[
\alpha(n ightarrow n') = 1,
\] (2.68)

which represents how often the state of the system changes. Then, in several KCMs, they numerically calculated the cumulant generating function of this time-averaged activity, and found the singularity in it in \( L \rightarrow \infty \) [19, 20, 21]. This represents a dynamical phase transition of the system, which is believed to be related to dynamical heterogeneities. After the finding, the finite size effect of the singularity has been studied by Bodineau, Lecomte and Toninelli [56, 57]. Since the system that we can simulate is always finite, the study to extract the property of dynamical phase transition from finite-size systems is important. In this section, we approach to this problem with our formulation, especially, by looking at the effective description of the system.

The effective description

First, we define the effective transition rate as

\[
w_{\text{eff}}(n \rightarrow C_i n) \equiv w(n \rightarrow C_i n)e^{\epsilon h(C^h((n_{i \pm j})_{j=1}^r))]^{1-2n_i}},
\] (2.69)
where \( r \) is a truncating number of the interaction range and the function 
\( C^h((n_{i\pm j})_{j=1}^r) \) is an unknown function of local variables. See Fig. 2.9 for the schematic picture explaining this effective transition rate. This is defined for investigating how much the long-rang interactions can affect the dynamical phase transition. The transition rate becomes more accurate as \( r \) increases up to \( r \simeq L/2 \).

For fixed \( r \), like the application to ASEP in the previous subsection, we determine the function 
\( C^h((n_{i\pm j})_{j=1}^r) \) as follows:

1. For \( l = 0 \) (\( h = 0 \)), we have \( C^h((n_{i\pm j})_{j=1}^r) = 1 \).

2. For given \( C^{(l)h}((n_{i\pm j})_{j=1}^r) \), we determine the next \( C^{(l+1)h}((n_{i\pm j})_{j=1}^r) \) with the following procedure: We measure \( \langle e^{\tau\delta h A(\omega)} \rangle_n^{(l)h} \) for \( 2^{2r+1} \) different configurations \( n = n_j \) (\( j = 1, 2, ..., 2^{2r+1} \)). Here, we choose \( n_j = (0, n_2, ..., n_r+1, 0, ..., 0, n_{L-r+1}, ..., n_L) \) with \( n_i = 1 \) or 0 (\( i = 2, ..., r+1, L-r+1, ..., L \)) and \( n_j = (1, n_2, ..., n_r+1, 0, ..., 0, n_{L-r+1}, ..., n_L) \) with \( n_i = 1 \) or 0 (\( i = 2, ..., r+1, L-r+1, ..., L \)). Because the system has translational invariance, we can regard the site \( i = 1 \) as the centre of the system without loss of generality.

3. Next, by applying (2.47) to the effective transition rate (2.60), we obtain

\[
C^{(l+1)h}((n_{i\pm j})_{j=1}^r) = C^{(l)h}((n_{i\pm j})_{j=1}^r) \frac{\langle e^{\tau\delta h A(\omega)} \rangle_{n_j}^{(l)h}}{\langle e^{\tau\delta h A(\omega)} \rangle_n^{(l)h}}
\]

(2.70)

for \( i = 1, ..., 2^{2r+1} \). Thus, we obtain the next parameters \( C^{(l+1)h}((n_{i\pm j})_{j=1}^r) \) from \( C^{(l)h}((n_{i\pm j})_{j=1}^r) \).

4. By iterating this procedure, we obtain the effective description of the exponential family.

First, we check the validity of our formulation by launching Monte Carlo simulations for small system sizes. We diagonalise the matrix \( L^h_{n',n} \) defined in (2.25), then we calculate

\[
\phi(C_{1}n')/\phi(n)
\]

(2.71)

with \( n = (0, n_2, ..., n_{r+1}, 0, ..., 0, n_{L-r+1}, ..., n_L) \), which corresponds to \( C^h((n_{i\pm j})_{j=1}^r) \) in our formulation. The examples of this result are shown in Fig. 2.10 (i).

Next, we investigate the long-range nature of the dynamical phase transition. We fix relatively large values of \( L \), where the direct diagonalization of the matrix \( L^h_{n',n} \)
is too demanding. Then, we launch the Monte Carlo simulations and obtain $G(h)$ for several values of $r$. On the other hand, we apply the population dynamics method to the same system, which is a numerical technique to calculate large deviation functions [39, 40]. We plot all the obtained results in Fig. 2.10 (ii). In the figure, we can see that the curves obtained $r = 3, 4$ shows the convergence, especially for the region $h < 0$. Since this part $h < 0$ takes responsibility for the dynamical phase transition explained above [56, 57], this result suggests that the long-range interactions for the modified transition rate is not relevant to it. We mention that the long-range nature of the effective interactions has also been studied very recently in Ref. [79] for the East model. They solved analytically a variational principle that characterises modified systems (which is the same as the one that we explained in Section 2.2.5). Then, they focused on the part $h > 0$ and concluded that the long range interaction could not be negligible. This result is not contradictory to ours, because they focused on the different region of $h$, and also, they measured different quantities from ours. Indeed, in Fig. 2.10 (ii) for $h > 0$, we can see a small difference between results with effective interactions and the one with population dynamics.

In this system, for investigating the singular behavior of $G(h)$ more precisely, a scaled biasing parameter $\tilde{h} \equiv hL$ has been introduced by Bodineau, Lecomte, and Toninelli [56, 57]. They proved that

$$\tilde{G}(\tilde{h}) = G(\tilde{h}/L) \quad (2.72)$$

is not an analytic function in the limit $L \to \infty$. However, the nature of the singularity, for example how the singularity arises as the system size becomes larger, has not been understood yet. The problem was in the numerical study of it because the population dynamics method does not exhibit good convergence of $\tilde{G}(\tilde{h})$ for relatively large values of $L$ [57]. In Appendix 2.6.5, we show that our method can also be applied for obtaining the reliable $L$ dependence of $\tilde{G}(\tilde{h})$ even in this situation.

## 2.5 Conclusion

In this chapter, we studied the phenomenological structure for large deviation principle in time-series statistics. By using this structure, we proposed a rare-event sampling method composed of a measurement and feedback, which produced a set of transition rates that had the same statistical properties as those in the biased ensemble of large deviation statistics. For applying the method to spatially extended many-body systems, where the number of degrees of freedom increased exponentially, we also proposed a method to construct an effective description of the biased ensemble. The example of the effective description is as follows: For the case of ASEP, spatially varying one-body potentials instead of many-body potentials can be this effective description. For FA model, the finite-size effect of dynamical phase transition appearing in $G(h)$ is well described by the effective description without long-range interactions.

Here, we mention a future possibility related to this effective description. In order to get a good effective description, physical intuition and some efforts with trial-and-error are needed. But once after we get a good effective description, the computation
2.6 Appendix

2.6.1 Derivation of the path probability density (2.4)

In this appendix, we define continuous time Markov processes by taking a continuous time limit in discrete time Markov processes. Then, we derive the path probability density (2.4) in this formulation. Finally, with the obtained path probability density, we show that the probability distribution \( P(n, t) \) satisfies the Master equation (2.2).

We consider a finite set \( \Omega \), on which a discrete time Markov process is defined. We set an initial time \( t = 0 \), and fix the initial condition to be \( n_0 \in \Omega \). Then after each time interval \( \Delta t \), we determine if the state \( n \) jumps to another state \( n' \) or remains in

Figure 2.10: Statistical properties of an activity for the FA model with \( c = 0.3 \). (i) We set \( L = 10, r = 4, l = 40 \) and \( \delta h = -0.0025 \), then we perform our formulation. We plot obtained \( C^\delta_1 h \) (Our method), where the x axis represents \( m(n) = \sum_{i=0}^{r-1} n_{L-i} 2^i + \sum_{i=r}^{2r-1} n_{2r+1-i} 2^i \). On the same figure, we also plot \( \phi(C_1 n) / \phi(n) \) with \( n = (0, n_2, ..., n_{r+1}, 0, ..., 0, n_{L-r+1}, ... n_L) \) obtained from the left eigenvector corresponding to the largest eigenvalue of \( L^h_{n,n'} \) for \( L = 10 \) with \( h = -0.1 \) (Exact). (ii) We set \( L = 30 \) and \( \delta h = -0.0025 \), and we perform our formulation for several \( r \). The obtained \( G(h) / L \) are plotted on the figure.

At the same time, we also perform the population dynamics method [39, 40] for obtaining \( G(h) / L \). The obtained result is plotted as a black dashed line (P. D.) in the figure.

The time of large deviation statistics will be shortened very much. What we need to know now is the theory to determine such effective descriptions automatically if a system is given. For constructing this theory, we need many examples of effective descriptions in many systems. We start with a simple problem such as heat conduction, then increase the complexity of the problem gradually. One of the challenging goals to achieve is to find an effective description of fully-developed turbulence. (See Conclusion for the detail.) Since there is an important problem related to rare-events in turbulence, such a description, if it is found, will certainly promote the understanding of turbulence, especially from a viewpoint of rare-event sampling application to real experiments.
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the same state \( n \), according to the transition probability

\[
\text{Prob}_{\Delta t}(n'|n) = \delta_{n',n} \left[ 1 - \lambda(n) \Delta t \right] + w(n \to n') \Delta t,
\]

where \( w(n \to n') \) is the transition rate introduced in Section 2.2.1, and \( \lambda(n) \) is the escape rate defined in (2.1). This means that the state remains in the same state with a probability \( \lambda(n) \Delta t \), and on the other hand, when the system jumps, the place after the jump is determined by a probability that is proportional to \( w(n \to n') \). After a certain time \( t \), we have the trajectory of the state, \( \omega \), which can be specified by the total number of the jumps \( n \), a collection of transition times \( (t_i)_{i=1}^n \) with some integers \( k \), and a sequence of states \( (n_i)_{i=0}^n \), where \( n_i = n(t) \) for \( t_i \leq t \leq t_{i+1} \) with \( t_0 = 0 \), \( t_{n+1} = t \). See Fig. 2.1 for the schematic diagram. From the definition of the transition probability (2.73), the path probability \( \text{Prob}(\omega|n_0) \) is calculated as

\[
\text{Prob}(\omega|n_0) = \left[ 1 - \lambda(n_0) \Delta t \right] \frac{\Delta t}{\Delta t^N} \prod_{i=1}^{N} \left[ w(n_{i-1} \to n_i) \Delta t \left[ 1 - \lambda(n_i) \Delta t \right]^{t_{i+1} - t_i} \right].
\]

(2.74)

Now we take \( \Delta t \to 0 \) limit in this formulation. The obtained model is a continuous time Markov process. The path probability density \( P(\omega|n_0) \) is obtained from (2.74) as

\[
P(\omega|n_0) \equiv \lim_{\Delta t \to 0} \frac{\text{Prob}(\omega|n_0)}{\Delta t^N} = e^{-\lambda(n_0)T_1} \prod_{i=1}^{N} \left[ w(n_{i-1} \to n_i)e^{-\lambda(n_i)(t_{i+1} - t_i)} \right],
\]

(2.75)

which corresponds to (2.3).

Lastly, we derive the master equation (2.2) from this formulation. By using the path probability density (2.3), the distribution function of \( n(t) \) is given as

\[
\langle \delta_{n(t),n} \rangle = \sum_{N=0}^{\infty} \sum_{n_0,n_1,\ldots,n_N} \int_0^T dt_N \int_0^{t_N} dt_{N-1} \cdots \int_0^{t_2} dt_1 P_0(n_0)
\]

\[
\delta_{n(t),n} e^{-\int_0^T dt \lambda(n(t))} \prod_{i=1}^{N} \left[ w(n_{i-1} \to n_i) \right].
\]

(2.76)

Then, by using \( \delta_{n(t),n} \), we rewrite this as follows:

\[
\langle \delta_{n(t),n} \rangle = \sum_{N=0}^{\infty} \sum_{n_0,n_1,\ldots,n_{N-1}} \int_0^t dt_N \int_0^{t_N} dt_{N-1} \cdots \int_0^{t_2} dt_1 e^{-\int_0^t dt \lambda(n(t))} P_0(n_0)
\]

\[
\times \prod_{i=1}^{N-1} \left[ w(n_{i-1} \to n_i) \right] w(n_{N-1} \to n).
\]

(2.77)

Finally, we take the derivative of this expression with respect to \( t \). By noticing that the derivative is taken at the end-time of the integral with respect to \( t_N \) and at the
exponential of the time-integral of the escape rate, and by calculating a little bit after that, we obtain
\[ \frac{\partial}{\partial t} \langle \delta_{n(t),n} \rangle_{n_0} = \sum_{n'} \langle \delta_{n(t),n'} \rangle_{n_0} w(n' \rightarrow n) - \lambda(n) \langle \delta_{n(t),n} \rangle_{n_0}, \tag{2.78} \]
which is the Master equation (2.2).

2.6.2 Derivation of the variational principle (2.29) and (2.30) from Donsker-Varadhan formula

Here, we derive the variational principle (2.29) and (2.30) from Donsker-Varadhan formula. This derivation was given by C. Maes in a private discussion in Nordita, Stockholm.

Donsker-Varadhan functional

We first introduce Donsker-Varadhan formula [76]. For a given path \( \omega \), we define an empirical measure \( \hat{\rho}(n; \omega) \) by
\[ \hat{\rho}(n; \omega) = \frac{1}{t} \int_0^t ds \delta_{n(s),n}. \tag{2.79} \]
In the limit \( t \to \infty \), due to the law of large numbers, \( \hat{\rho}(n, t) \) is equal to the stationary distribution function with probability 1. For the large but finite time \( t \), \( \hat{\rho}(n, t) \) takes almost the same form as the stationary distribution function, it certainly deviates from it. The probability distribution of this deviation is given as a large deviation principle. Donsker and Varadhan proved it for general Markov dynamics with a mathematically rigorous manner, and derived a formula determining the large deviation functional: For large \( t \), the probability of \( \hat{\rho}(n, t) \) satisfies a large deviation principle
\[ \text{Prob}[\hat{\rho}(n, t) = \rho(n)] \sim e^{-t I[\rho(n)]}. \tag{2.80} \]
with a large deviation functional
\[ I[\rho] = -\min_{\tilde{\phi} > 0} \sum_{n,n'} \rho(n) \left[ (w(n \rightarrow n') - \lambda(n) \delta_{n,n'}) \hat{\phi}(n') / \hat{\phi}(n) \right], \tag{2.81} \]
where \( \hat{\phi}(n) \) is a variational parameter (vector), where each component takes a positive value. By defining a potential \( \tilde{V}(n) \) as \( \tilde{V}(n) = -2 \log \hat{\phi}(n) \), we rewrite it in terms of the modified transition rate \( \tilde{w}_{h}^{V} \) and the corresponding escape rate \( \tilde{\lambda}_{h}^{V} \) introduced in (2.28). The result is
\[ I[\rho] = -\min_{\tilde{V}} \sum_{n} \rho(n) \left[ \tilde{\lambda}_{h}^{V}(n) - \lambda(n) \right], \tag{2.82} \]
Below, we show that the variational formula (2.29) and (2.30) are derived from this Donsker-Varadhan formula.
Correspondence between biased ensemble and modified system

The key idea to derive (2.29) and (2.30) is to construct a correspondence between the biased ensemble and the modified system. We denote the path probability density of \( \tilde{w}_h^V \)-system by \( P_h^V (\omega | n_0) \) with a given initial condition \( n_0 \). The path probability density is given as

\[
P_h^V (\omega | n_0) = e^{- \int_0^t d\tilde{\lambda}_h^V (n(i))} \prod_{i=1}^N \left[ w(n_{i-1} \rightarrow n_i) \right] e^{\hat{h} \alpha (n_{i-1} \rightarrow n_i) - (1/2) \tilde{V}(n_i) + (1/2) \tilde{V}(n_{i-1})} \]

\[
= e^{htA(\omega) - (1/2) \tilde{V}(n_N) + (1/2) \tilde{V}(n_0) - \int_0^t d\tilde{\lambda}_h^V (n(i))} \prod_{i=1}^N \left[ w(n_{i-1} \rightarrow n_i) \right] e^{\hat{h} \alpha (n_{i-1} \rightarrow n_i) - (1/2) \tilde{V}(n_i) + (1/2) \tilde{V}(n_{i-1})} \]

\[
= e^{htA(\omega) - (1/2) \tilde{V}(n_N) + (1/2) \tilde{V}(n_0) - \int_0^t d[\tilde{\lambda}_h^V (n(i)) - \lambda(n(i))]} \tilde{P}(\omega | n_0). \quad (2.83)
\]

We then neglect \( -(1/2) \tilde{V}(n_N) + (1/2) \tilde{V}(n_0) \), since these terms are not proportional to \( t \). Finally, by expressing the time integral with the empirical measure \( \hat{\rho}(n, \omega) \), we arrive at

\[
e^{htA(\omega)} \tilde{P}(\omega | n_0) \simeq P_h^V (\omega | n_0) e^t \sum_n \hat{\rho}(n, \omega) \left[ \tilde{\lambda}_h^V (n) - \lambda(n) \right] \quad (2.84)
\]

for large \( t \).

Derivation of (2.29) and (2.30)

We set \( \tilde{V} \) to be 0 in (2.84). Then, we substitute it into the definition of the cumulant generating function (2.8). We consider the Donsker-Varadhan formula in \( \tilde{w}_h^0 \)-system, for which we denote the Donsker-Varadhan functional in this system by \( I_h^0[\rho] \). By using \( I_h^0[\rho] \) in the obtained expression and evaluating it by using a saddle-point method, we obtain the cumulant generating function as

\[
G(h) = \max_{\rho} \left[ \sum_n \hat{\rho}(n) \left( \tilde{\lambda}_h^0 (n) - \lambda(n) \right) - I_h^0[\rho] \right]. \quad (2.85)
\]

Here, we recall the expression of the Donsker-Varadhan formula (2.81). We denote by \( V_h^* \) the optimal \( \tilde{V} \) that appeared in the variational principle in the Donsker-Varadhan formula:

\[
V_h^* = \arg \min_{\tilde{V}} \left[ \sum_n \rho(n) \left( \tilde{\lambda}_h^V (n) - \lambda_h^0(n) \right) \right]. \quad (2.86)
\]

By combining this definition with (2.85), we thus obtain

\[
G(h) = \max_{\rho} \left[ \sum_n \hat{\rho}(n) \left[ \tilde{\lambda}_h^{V_h^*} (n) - \lambda(n) \right] \right]. \quad (2.87)
\]
The obtained formula (2.87) is basically the same as (2.30). The only difference in it is the variational parameter \( \tilde{\rho} \). As the final step, we replace this variational parameter \( \tilde{\rho} \) by a potential. First, we consider the variational equation for the minimization problem (2.86), which determines \( V^*_h(n) \). The equation is

\[
\sum_{n,n'} \tilde{\rho}(n) \left[ \delta \tilde{V}(n) - \delta \tilde{V}(n') \right] \tilde{w}^V_h(n \rightarrow n') = 0. \tag{2.88}
\]

It is further rewritten as

\[
\sum_n \delta \tilde{V}(n) \sum_{n'} \left[ \tilde{\rho}(n) \tilde{w}^V_h(n \rightarrow n') - \tilde{\rho}(n') \tilde{w}^V_h(n' \rightarrow n) \right] = 0. \tag{2.89}
\]

Since \( \delta \tilde{V} \) is arbitrary, we obtain

\[
\sum_{n'} \left[ \tilde{\rho}(n) \tilde{w}^V_h(n \rightarrow n') - \tilde{\rho}(n') \tilde{w}^V_h(n' \rightarrow n) \right] = 0. \tag{2.90}
\]

It means that \( V^*_h(n) \) is determined in such a way that \( \tilde{\rho}(n) \) is the stationary probability for the modified system with \( \tilde{w}^V_h \). (For to the uniqueness and existence, see Proposition III.1 in Ref. [C. Maes et al, arXiv:1102.2690v1].) Since the stationary probability \( \rho^*_h \) is determined uniquely for a given \( \tilde{w}^V_h \), we find the one-to-one correspondence between \( V^*_h \) and \( \tilde{\rho} \). Thus, we may rewrite (2.87) as

\[
G(\sigma) = \max_V \left[ \sum_x \mu^V (x) (D^V_\sigma(x) - D(x)) \right]. \tag{2.91}
\]

This is exactly the same as (2.30), which directly leads to (2.29).

### 2.6.3 Derivation of (2.36)

Here, we show that \( \langle \delta_{n(t),n} e^{htA(\omega)} \rangle_{n_0} \) satisfies the same equations as (2.34) and (2.35), which leads to (2.36). For the derivation of (2.34), by substituting \( t \) in \( \langle \delta_{n(t),n} e^{htA(\omega)} \rangle_{n_0} \) by 0, we can easily check \( \langle \delta_{n(t),n} e^{htA(\omega)} \rangle_{n_0} = \delta_{n,n_0} \). On the other hand, for (2.35), we start with the path probability density (2.4). From the expression, \( \langle \delta_{n(t),n} e^{htA(\omega)} \rangle_{n_0} \) is written as

\[
\langle \delta_{n(t),n} e^{htA(\omega)} \rangle_{n_0} = \sum_{N=0}^{\infty} \sum_{n_1,n_2,\ldots,n_N} \int_0^t dt_N \int_0^{t_N} dt_{N-1} \cdots \int_0^{t_1} dt_1 \delta_{n(t),n} e^{-\int_0^t \int_0^t d\lambda(n(t)) \prod_{i=1}^N \left[ w(n_{i-1} \rightarrow n_i) \right]} \tag{2.92}
\]
Then, in this expression, we make \( \delta_{n(t)} n e^{ht\lambda(\omega)} \) included inside the path-probability. The result is

\[
\mathcal{D}_{\delta_{n(t)} n e^{ht\lambda(\omega)}} = \sum_{N=0}^{\infty} \sum_{n_1, n_2, \ldots, n_{N-1}} \int_0^t dt_N \int_0^{t_N} dt_{N-1} \cdots \int_0^{t_2} dt_1 e^{-\int_0^t d\lambda(n(t))} \times \prod_{i=1}^{N-1} \left[ w(n_{i-1} \to n_i) e^{h\alpha(n_{i-1} \to n_i)} \right] w(n_{N-1} \to n) e^{h\alpha(n_{N-1} \to n)}
\]

(2.93)

We differentiate this expression with respect to \( t \). The differentiation is taken at the end-time of the integral with respect to \( t_N \) and at the exponential of the time-integral of the escape rate. After some calculations, we arrive at

\[
\frac{\partial}{\partial t} \mathcal{D}_{\delta_{n(t)} n e^{ht\lambda(\omega)}} = \sum_{n'} \mathcal{D}_{\delta_{n(t)} n' e^{ht\lambda(\omega)}} w(n' \to n) e^{h\alpha(n' \to n)} - \lambda(n) \mathcal{D}_{\delta_{n(t)} n e^{ht\lambda(\omega)}}
\]

(2.94)

which is the corresponding equation to (2.35).

### 2.6.4 Derivation of the theoretical basis (2.48) of the rare-event sampling method

We denote by \( \phi(n; h) \) the left-eigenvector corresponding to the largest eigenvalue of the matrix \( L_{n',n}^h \) defined in (2.25). In this appendix, then, we derive

\[
\phi(n; l\delta h) \propto \prod_{k=0}^{l-1} \left( e^{\tau \delta A(\omega)} \right)_n^{k\delta h}
\]

(2.95)

for \( l = 1, 2, 3, \ldots \). From this relation, it is easy to check (2.48) follows. Indeed, by combining this relation with the argument in subsection 2.2.5, we obtain (2.48).

First, we define

\[
w^h(n \to n') = w(n \to n') e^{h\alpha(n \to n')} \frac{\phi(n'; l\delta h)}{\phi(n; l\delta h)}
\]

(2.96)

Then, by using \( w^h(n \to n') \), we define a matrix

\[
L_{n,n'}^{h,h'} = w^h(n' \to n) e^{h\alpha(n' \to n)} - \lambda^{w^h(n)} \delta_{n,n'},
\]

(2.97)

where \( \lambda^{w^h(n)} \equiv \sum_{n'} w^h(n \to n') \). Let \( K^{h,h'} \) and \( \phi^{h,h'} \) be the largest eigenvalue and the corresponding left-eigenvector of (2.97). Then, we can prove the following multiplicative property for the eigenvector and additive property for the eigenvalue of the matrix (2.97):

\[
\phi^{h+h',0} = \phi^{h,h'} \phi^{h',0},
\]

(2.98)

\[
K^{h+h',0} = K^{h,h'} + K^{h',0}.
\]

(2.99)
• Proof:
First, we write the eigenvalue equations for $\phi^{h+h',0}$, $\phi^{h',0}$, and $\phi^{h,h'}$. Those are

$$
\sum_{n'} w(n \to n') e^{(h+h')\alpha(n-n')} \frac{\phi^{h+h',0}(n')}{\phi^{h+h',0}(n)} - \lambda(n) = K^{h+h',0},
$$

(2.100)

$$
\sum_{n'} w(n \to n') e^{h'\alpha(n-n')} \frac{\phi^{h',0}(n')}{\phi^{h',0}(n)} - \lambda(n) = K^{h',0},
$$

(2.101)

$$
\sum_{n'} w(n \to n') e^{(h+h')\alpha(n-n')} \frac{\phi^{h,h'}(n')\phi^{h',0}(n')}{\phi^{h,h'}(n)\phi^{h',0}(n)} - \lambda^{h'}(n)
= K^{h,h'}.
$$

(2.102)

We sum up (2.101) and (2.102). Since the first term of (2.101) is the same as the second one in (2.102), these terms cancel each other. The result is

$$
\sum_{n'} w(n \to n') e^{(h+h')\alpha(n-n')} \phi^{h,h'}(n')\phi^{h',0}(n') \phi^{h',0}(n) = K^{h,h'} + K^{h',0}.
$$

(2.103)

From the Perron-Frobenius theory for irreducible matrices [41], the eigenvector of $L^{h+0}_{n,n'}$ that takes positive value is unique, and the corresponding eigenvalue should become the largest one $G^{h+h',0}$. Thus, by comparing (2.100) with (2.103), we obtain (2.98) and (2.99).

Next, we denote by $\langle \cdot \rangle^w$ the expected value in the stationary state of the system generated by the transition rate $w^h(n \to n')$. We will show that this expected value and the expected value $\langle \cdot \rangle^h$ defined in Section 2.3.4 are equal. Meanwhile, we show a formula for $\langle \cdot \rangle^w$ and finally we will show the equivalence. First, we have a relation

$$
\phi^{h,h'}(n) \propto \left\langle e^{thA(w)} \right\rangle_n^w
$$

(2.104)

for large $t(t > t_a)$. The derivation is the same as the one for (2.38), so we don’t repeat it here. Then, by combining (2.104) with (2.100), we obtain

$$
\phi^{h+h',0}(n) \propto \left\langle e^{thA(w)} \right\rangle_n^w \phi^{h',0}(n),
$$

(2.105)

or equivalently,

$$
\phi^{h+h',0}(n) \propto \left\langle e^{thA(w)} \right\rangle_n^w \left\langle e^{th'A(w)} \right\rangle_n^0.
$$

(2.106)

where we used (2.104). The equivalence between $\langle \cdot \rangle^w$ and $\langle \cdot \rangle^h$ is easily checked. Indeed, by using (2.38) in the definition of $\langle \cdot \rangle^h$, the relation follows. We thus have

$$
\phi^{h+h',0}(n) \propto \left\langle e^{thA(w)} \right\rangle_n^h \left\langle e^{th'A(w)} \right\rangle_n^0.
$$

(2.107)
The generalisation to the case, where a given $h$ is divided into $l$ pieces, is straightforward. Therefore, we arrive at (2.95).

2.6.5 Application of our method to obtain a $L$ dependence of $\tilde{G}(\tilde{h})$ in (2.72)

For investigating the singular behaviour of $G(h)$ in greater detail, a scaled biasing parameter $\tilde{h} = hL$ has been used [56, 57]. The problem was in the numerical study of it because the population dynamics method does not exhibit good convergence of $\tilde{G}(\tilde{h})$ for relatively large $L$ [57]. In this appendix, we show that our method can also be applied to obtain the reliable $L$ dependence of $\tilde{G}(\tilde{h})$ even in this case.

(i) sufficiently large truncating number $r$ for severe $L$

We investigate $r$ dependence of $\tilde{G}(\tilde{h})$ for several $L$. We will conclude that $r = 4$ is sufficiently large to obtain $\tilde{G}(\tilde{h}) \equiv G(L^{-1}\tilde{h})$ for $\tilde{h} < 0$. First, we define $\hat{G}(\tilde{h}, r)$ as the obtained cumulant generating function with the truncating number $r$. Then, we show the numerical examples of $\hat{G}(\tilde{h}, r)$ in Fig. 2.11. In the figure, we plot $\hat{G}(\tilde{h}, 1), \hat{G}(\tilde{h}, 2), \hat{G}(\tilde{h}, 3),$ and $\hat{G}(\tilde{h}, 4)$ for $L = 10$ (i), 20 (ii), 30 (iii), and 60 (iv). In the same figure, we also plot the straight line (Ex) with the slope $4c^2(1 - c)$, which is the expected value of the activity in the unmodified system ($\tilde{h} = 0$). We note that the straight line corresponds to $\hat{G}(\tilde{h}, 0)$, because $r = 0$ means that there are no modifications. From the figure, we find that the differences between $\hat{G}(\tilde{h}, 3)$ and $\hat{G}(\tilde{h}, 4)$ are small even for larger $L$ (say $L = 20, 30$, and 60).

We then quantitatively evaluate those small differences. For this, we introduce a difference function

$$\delta \tilde{G}(\tilde{h}, r) = \hat{G}(\tilde{h}, r + 1) - \hat{G}(\tilde{h}, r).$$

(2.108)

Then, in Fig. 2.12, we plot the logarithm of $\delta G(r, h)$ as a function of $r$ for $\tilde{h} = -0.225, -0.45, -0.675$ and $-0.9$ with $L = 20$ (i), 30 (ii), and 60 (iii). We can see the linear dependence of $\log [\delta G(r, h)]$ on $r$. This means exponentially fast decay of $\delta \tilde{G}$, which may indicate that larger $r$ isn’t needed to obtain the correct $\hat{G}(\tilde{h})$.

Finally, we evaluate the error due to the truncation of $r = 4$. From Fig. 2.12, we assume that the decaying of $\delta \tilde{G}(\tilde{h}, r)$ with $r$ is well described by an exponential function:

$$\delta \tilde{G}_{\text{lin}}(\tilde{h}, r) = e^{a(\tilde{h})r + b(\tilde{h})},$$

(2.109)

where $a(\tilde{h})$ and $b(\tilde{h})$ are coefficients determined from the least squares fit of data points $\delta \tilde{G}(\tilde{h}, r)$. The examples of the least squares fit are shown in Fig. 2.12. By using this difference function, we define an (exponential decaying) approximation function of $\hat{G}(\tilde{h}, r)$ as

$$\tilde{G}_{\text{lin}}(\tilde{h}, r) \equiv \hat{G}(\tilde{h}, 4) + \sum_{s=4}^{r-1} \delta \tilde{G}_{\text{lin}}(\tilde{h}, s)$$

(2.110)
2.6 Appendix

Since \( \tilde{G}(\tilde{G}, r) \) shows that the differences between \( L \) is large, \( \tilde{G}(\tilde{G}, r) = 1 \). Here, by using this result, we show the \( \tilde{G}(\tilde{G}, r) \) dependence of \( \tilde{G}(\tilde{G}, r) \).

Fig. 2.11 \( \tilde{G}(\tilde{G}, r) \) for \( r = 1, 2, 3, 4 \) with \( L = 10 \) (i), 20 (ii), 30 (iii), and 60 (iv), where we set \( c = 0.3 \). We also plot the straight line of slope \( 4c^2(1 - c) \) (Ex) in each figure, which corresponds to \( \tilde{G}(\tilde{G}, 0) \).

For \( r = 5, 6, \ldots \). Especially, here, we denote \( \tilde{G}(\tilde{G}, r) \) by \( \tilde{G}(\tilde{G}, r) \):

\[
\tilde{G}(\tilde{G}, r) \equiv \tilde{G}(\tilde{G}, r) = 1.
\]

Since \( \tilde{G}(\tilde{G}, r) \) with \( r \approx L/2 \) is equal to \( \tilde{G}(\tilde{G}, r) \), we regard \( \tilde{G}(\tilde{G}, r) \) as an approximation function of \( \tilde{G}(\tilde{G}, r) \). We plot \( \tilde{G}(\tilde{G}, r) \) and \( \tilde{G}(\tilde{G}, r) \) for \( r = 1, 2, 3, 4 \) in Fig. 2.13. The figure shows that the differences between \( \tilde{G}(\tilde{G}, r) \) and \( \tilde{G}(\tilde{G}, r) \) are quite small even for large \( L \). Therefore, we judge that \( r = 4 \) is sufficiently large to obtain \( \tilde{G}(\tilde{G}, r) \) even for those large \( L \).

2. \( L \) dependence of \( \tilde{G}(\tilde{G}, r) \) obtained from truncation

In the previous subsection, we judged that \( r = 4 \) was sufficiently large to obtain \( \tilde{G}(\tilde{G}, r) \). Here, by using this result, we show the \( L \) dependence of \( \tilde{G}(\tilde{G}, r) \). In Fig. 2.14, we plot \( \tilde{G}(\tilde{G}, r) \) with \( r = 4 \) for various values of \( L \). Even though it was conjectured that \( \tilde{G}(\tilde{G}, r) \) has a non-differentiable point in the limit \( L \rightarrow \infty \) [56], our result does not show any clear sign of such a cusp. More and more larger system sizes are required for investigating the singular behaviour of \( \tilde{G}(\tilde{G}, r) \).
Fig. 2.12 The logarithm of the difference function $\delta \tilde{G}(\tilde{h}, r)$ for $r = 0, 1, 2,$ and $3$ with $L = 20$ (i), $30$ (ii), and $60$ (iii). We set $c = 0.3$. We also plot straight lines obtained from a least squares fit of those data points.
Fig. 2.13 $\tilde{G}(\tilde{h}, r)$ and $\tilde{G}_{\text{lin}}(\tilde{h})$ for $r = 1, 2, 3, 4$ with $L = 20$ (i), $30$ (ii), and $60$ (iii), where we set $c = 0.3$.

Fig. 2.14 $\tilde{G}(\tilde{h})$ for various values of $L$ with $r = 4$ fixed. We also plot the straight line (Ex) of slope $4c^2(1 - c)$ that corresponds to the expected value of the activity in the unbiased system ($h = 0$).
Chapter 3

Common scaling functions in dynamical and quantum phase transitions

3.1 Introduction

KCMs (Kinetically constrained models) have a dynamical phase transition when it is biased by the activity of the system [19, 20, 21]. For studying the singularity appearing in the dynamical free energy, numerical simulations of KCMs are useful. The main obstacle here is that the singularity appears in infinite system size limit. For finite size systems, which are only the settings that we can consider in numerical simulations, we need some special technique to extract the property of the singularity. This is the purpose of finite size scaling, which has been studied by Bodineau, Toninelli, and Lecomte [56, 57]. Until now, several mathematical results have been obtained. However, the understanding is not yet enough to make quantitative connections between the dynamical phase transition and the glassy features such as dynamical heterogeneity. Further studies are needed.

For the finite-size scaling, one important problem, which is specific to thermodynamic formalism in time-series statistics, arrises. It is related to the lack of the direct connection from a biased ensemble to a physical system (or Monte Carlo simulation): Even for finite-size systems, a special value of the biasing field $s$ can be defined as the one giving the local maximum of the second derivative of the cumulant generating function. However, this value is deviated from the origin whenever we consider finite size systems [56, 57]. Only rare trajectories, generated by an exponential biasing, is related to this special point.

Here, we remind us of the phenomenological structure for large deviation principle explained in Chapter 1. With this structure, such rare trajectories are realised in a stationary state of another (modified) system. Until now, some studies that focus on this structure in the dynamical phase transition has been done, for example by Jack, Sollich [79] and by us [80]. The studies are based on some numerical technique, and any analytical expression, which accelerates the understanding of dynamical phase transition, is not obtained yet. Especially, there is a lack of the detailed study on a
simple and solvable example, like mean-field model of ferromagnet. In this chapter, we conduct such a detailed study on a mean field model, which is the simplest KCMs called mean-field FA model. We focus on the Hamiltonian corresponding to the dynamical phase transition point. We find that the Hamiltonian itself is a singular function with infinite system size limit, and that the system is naturally divided into two regions, namely active and inactive regions due to that singular point. This is explained in Subsection 3.2.2 in this chapter.

Furthermore, we have some by-products thanks to this formulation. One of them is a scaling function around the dynamical phase transition point. For equilibrium ferromagnetic models, a finite size scaling function was found by Borgs and Kotecký in 1990 [74, 75]. In their theory, they assumed that the partition function at the coexistence region was written as the sum of each partition function corresponding to each coexisting phase. From this assumption, they derived a universal scaling function for those models. For the case of dynamical phase transition, we ask if the same argument is possible or not. In this chapter, we answer "yes" to this question. But the theory of Borgs and Kotecký cannot be applied directly. We need another procedure that is intrinsic to the time-series statistics. It is the variational principle for determining the corresponding stationary state (2.29). We explain the detail in Subsection 3.2.3 in this chapter.

Interestingly, the scaling function obtained in the dynamical phase transition can be seen in another type of phase transition. It is quantum phase transition, which is defined in temperature zero limit in quantum systems. Mathematically, it is known that the statistical physics with zero-temperature limit and biased ensemble defined in time-series statistics are equivalent. (We revise this known fact in Section 3.3.1.) Thus, a natural question will arise that the property obtained in the dynamical phase transition can be imported to the quantum phase transition. We also answer "yes" to this question and show that transverse mean-field Ising spin has exactly the same scaling function. Until now, in the studies of the quantum phase transitions, several interesting results have been obtained. As an example, an exponentially small energy gap between the ground state and the excited state has been studied by Jörg et al [81] and Bapst, Semerjian [81], and some quantitative formulas about this gap have been reported. We show that our result is compatible with these previous ones. We apply our formulation to a quantum ferromagnet in order to determine the width of the coexistence region, and show that the obtained formula is equivalent to the one derived by Bapst and Semerjian in Ref. [82], which gives the energy gap explained above at the quantum phase transition point.

Here is the organisation of this chapter. In Section 3.2, we analyse a mean-field Fredrickson–Andersen (FA) model. Subsection 3.2.1 is devoted to preliminaries, where the definition of the model and the dynamical activity are given. The known result of the dynamical phase transition in this simple model is also shown in this subsection. In Subsection 3.2.2, we show the analytical expression of the modified Hamiltonian at the transition point, from which the domain of the state of the system can be naturally divided into two regions, namely, active and inactive phases. In Subsection 3.2.3, we propose an ansatz to obtain the scaling function around the dynamical phase transition, which is valid not only in the dynamical phase transition but also in quantum phase transitions. In Section 3.3, as announced before, we analyse the quantum
phase transition for a mean-field quantum ferromagnet model. In Subsection 3.3.1, we show the mathematical equivalence between the dynamical phase transition and the quantum phase transition. In the next Subsection 3.3.2, we apply our formulation to this system. We first derive the same scaling functions as the one obtained for KCMs. Then, we derive a formula that has the same expression as the one derived by Bapst and Semerjian in Ref. [82]. In Section 3.4, we make a conclusion of this chapter.

3.2 Finite-size structure in mean-field FA model

3.2.1 Preliminaries

Definition of the model

Let us consider a lattice with site $L$, where an occupation variables $n = (n_i)_{i=1}^L$ is defined on each site. We don’t specify the shape of the lattice because we consider mean-field model defined below. The variable $n_i$ takes 0 (unoccupied) or 1 (occupied). And follows a continuous-time-Markov dynamics. (See the Section 2.2.1 for some basics about continuous-time Markov dynamics). With parameter $c$ that takes value between 0 and 1, the transition rate $w(n \rightarrow n')$ is defined as

$$w(n \rightarrow C_i n) = [(1 - c)n_i + c(1 - n_i)]f^M_i(n), \quad (3.1)$$

where $C_i$ is the spin-flip operator defined in (2.64) and $f^M_i(n)$ is a fully connected kinetic constraint defined as

$$f^M_i(n) \equiv \frac{1}{L} \sum_{i \neq j} n_i. \quad (3.2)$$

As explained in Section 2.4.3, this constraint factor $f^M_i(n)$ doesn’t affect the equilibrium distribution function.

Now we change the variable of the system to more simple quantity. Unlike the 1-FA model introduced in Section 2.4.3, in this case, the evolution equation has an exact-closed description. By defining a total spin by

$$n = \sum_i n_i, \quad (3.3)$$

we obtain an alternative continuous time Markov dynamics of $n$ with a transition rate

$$w(n \rightarrow n + 1) = \sum_i (1 - n_i) \frac{c}{L} \sum_{j \neq i} n_j = \frac{1}{L} cn(L - n) \quad (3.4)$$

and

$$w(n \rightarrow n - 1) = \sum_i n_i \frac{1 - c}{L} \sum_{j \neq i} n_j = \frac{1}{L} (1 - c)n(n - 1). \quad (3.5)$$

Note that there are no transitions for reaching $n = 0$. We choose the initial condition as the one that doesn’t have any probability of $n = 0$, so that the system never reach
Chapter 3  Common scaling functions in dynamical and quantum phase transitions

\( n = 0 \) state after that. The domain of \( n \) is thus \( 1 \leq n \leq L \). In this system, the escape rate is written as

\[
\lambda(n) = \sum_{n'} w(n \to n') = cn(1 - n/L) + (1 - c)n(n - 1)/L. \tag{3.6}
\]

The transition rate satisfies a detailed balance condition

\[
P_{eq}(n)w(n \to n') = P_{eq}(n')w(n' \to n) \quad (\forall n, n') \tag{3.7}
\]

with respect to the equilibrium distribution function \( P_{eq}(n) \)

\[
P_{eq}(n) = \frac{L!}{n!(L - n)!} \frac{1}{1 - (1 - c)L} c^n(1 - c)^{L-n}. \tag{3.8}
\]

The expected value of \( n \) is

\[
\langle n \rangle_{eq} = cL + O((1 - c)^L), \tag{3.9}
\]

the variance of \( n \) is

\[
\langle (n - \langle n \rangle)^2 \rangle_{eq} = c(1 - c)L + O((1 - c)^L). \tag{3.10}
\]

Here, we note that the parameter \( c \) is interpreted as the mean density of occupied sites in the large size limit from (3.9). Also, from (3.9) and (3.10), we obtain the expected value of the escape rate as

\[
\langle \lambda \rangle_{eq} = 2(1 - c)c^2L + O(1). \tag{3.11}
\]

There is a large deviation principle for the probability distribution of the fraction \( \rho = n/L \). Indeed, from the distribution function of \( n \) (3.8), we obtain an asymptotic expression of \( L^{-1}P_{eq}(L\rho) \)

\[
L^{-1}P_{eq}(L\rho) \sim e^{-L f_e(\rho)} \tag{3.12}
\]

with

\[
f_e(\rho) = (1 - \rho) \log \frac{1 - \rho}{1 - c} + \rho \log \frac{\rho}{c} \tag{3.13}
\]

for large \( L \). The function \( f_e(\rho) \) is the large deviation function. Here and hereafter in this chapter, we use the free energy terminology when we mention the particle number large deviation function \( f_e(\rho) \). As explained below, when we indicate the large deviation function of time-averaged quantity, we refer to them as dynamical free energy.

**Dynamical activity**

For a given transition \( \mathbf{n} \to \mathbf{n'} \), we define a quantity \( \alpha(\mathbf{n} \to \mathbf{n'}) \) as

\[
\alpha(\mathbf{n} \to \mathbf{n'}) = 1. \tag{3.14}
\]
3.2 Finite-size structure in mean-field FA model

Because $\alpha(n \rightarrow n')$ represents how the system actives, it is called dynamical activity. Then, for a given path $\omega$ generated by continuous-time Markov dynamics (See the Section 2.2.1, for example), the time-averaged dynamical activity $A(\omega)$ during time interval $t$ is

$$A(\omega) = \frac{N}{t},$$

(3.15)

where $N$ is the total number of jumps. The expected value of $A(\omega)$ in stationary state is equal the one of $\lambda$. Indeed,

$$\langle A(\omega) \rangle = \sum_{n,n'} P_{eq}(n)w(n \rightarrow n')\alpha(n \rightarrow n') = \sum_{n,n'} P_{eq}(n)w(n \rightarrow n') = \langle \lambda \rangle.$$

(3.16)

Thus, like (3.11), it is also calculated as

$$\langle A(\omega) \rangle = 2(1-c)c^2L + O(1).$$

(3.17)

Fluctuation of the dynamical activity

Although the expected value of $A(\omega)$ is trivial, higher moment has singular property as shown below. For this, we define the cumulant generating function, or dynamical free energy as

$$G(s) = \frac{1}{L} \lim_{t \to \infty} \frac{1}{t} \log \langle e^{-sK_t} \rangle.$$

(3.18)

We note that the definition of the biasing parameter is different from the one in Chapter 2, $h$. The relation between $h$ and $s$ is $s = -h$.

From (2.31), $G(s)$ is calculated as the largest eigenvalue of a matrix $L_{n',n}^s$:

$$L_{n',n}^s \equiv w(n \rightarrow n')e^{-s} - \delta_{n,n'}\lambda(n)$$

(3.19)

and

$$\sum_{n'} \phi(n')L_{n',n}^s = LG(s)\phi(n).$$

(3.20)

The variational principle for determining $G(s)$

Here, we recall the variational principle for determining $G(s)$ given as (2.30). In this case, it is written as

$$LG(s) = \max_{\Delta F} \sum_n \tilde{P}(n) \left[ \tilde{\lambda}(n) - \lambda(n) \right],$$

(3.21)

where the distribution function $\tilde{P}(n)$ and modified escape rate $\tilde{r}(n)$ are defined as

$$\tilde{P}(n) = \frac{P_{eq}(n)e^{-\Delta F(n)}}{\sum_{\tilde{n}} P_{eq}(\tilde{n})e^{-\Delta F(\tilde{n})}}$$

(3.22)
and
\[ \tilde{\lambda}(n) = nc \left( 1 - \frac{n}{L} \right) e^{-\frac{1}{2}[\Delta \tilde{F}(n+1) - \Delta \tilde{F}(n)]} \]
\[ + n(1-c) \left( \frac{n}{L} - \frac{1}{L} \right) e^{-\frac{1}{2}[\Delta \tilde{F}(n-1) - \Delta \tilde{F}(n)]}. \]  

Due to (2.29), which represents that the optimal system corresponds to the biased system characterised by the largest eigenvector, the optimal \( \Delta \tilde{F}(n) \) is connected to \( \phi(n) \) as
\[ \Delta \tilde{F}(n) = -2 \log \tilde{\phi}(n), \]

In the system that satisfies the detailed balance condition, like the system that we are now considering, the formula (3.21) can be mapped to a well-known variational principle determining the ground state energy in quantum mechanics. See Appendix 3.5.4. Then, that equivalent formula to (3.21) has been used to detect the dynamical phase transition \([19, 20, 21]\). Next, as a preliminary of the dynamical phase transition, we show this argument with a viewpoint of large deviation principle, and introduce the dynamical phase transition in this system.

**Dynamical phase transition**

Here, we show the dynamical phase transition with the variational principle (3.21).

First, we assume a large deviation principle in the optimal modified system:
\[ \tilde{P}(n) \sim e^{-L[f_e(n/L) + \tilde{f}(n/L)]} \]
for large \( L \), where \( \tilde{f}(\rho) \) is an unknown free energy we determine below. This is equivalent to an assumption that the variational free energy \( \Delta \tilde{F}(n) \) scales like \( L \tilde{f}(\rho) \) with \( \rho = n/L \) for large \( L \). Then with these assumptions, we rewrite (3.23) as
\[ \frac{\tilde{r}(L\rho)}{L} = e^{-s} \left[ \rho c (1 - \rho) e^{-\frac{1}{2} \tilde{f}(\rho)} + \rho^2 (1-c) e^{\frac{1}{2} \tilde{f}(\rho)} \right] + O(1/L) \]

where \( \tilde{f}(\rho) = \frac{\partial \tilde{f}(\rho)}{\partial \rho} \). By using this expression in (3.21), we obtain the leading term of it as
\[ G(s) = \max_{\tilde{f}>0} \int dp \left\{ e^{-s} \left[ \rho c (1 - \rho) e^{-\frac{1}{2} \tilde{f}(\rho)} + \rho^2 (1-c) e^{\frac{1}{2} \tilde{f}(\rho)} \right] - r(L\rho)/L \right\} e^{-L[f_e(\rho) + \tilde{f}(\rho)]} \]
\[ \int dp e^{-L[f_e(\rho) + \tilde{f}(\rho)]} \]

Then, we perform the saddle point approximation in the integrals over \( \rho \) with an assumption that the optimal function \( f_e(\rho) + \tilde{f}(\rho) \) reaches its minimum at a unique point \( \rho^0 \). The result is,
\[ G(s) = \max_{0 \leq \rho^0 \leq 1} \left\{ e^{-s} \left[ \rho^0 c (1 - \rho^0) e^{-\frac{1}{2} \tilde{f}(\rho^0)} + (\rho^0)^2 (1-c) e^{\frac{1}{2} \tilde{f}(\rho^0)} \right] - r(L\rho^0)/L \right\}, \]

\( (3.28) \)
3.2 Finite-size structure in mean-field FA model

Fig. 3.1 The variational function in (3.30) as functions of $\rho$ for several $s$. We set $c = 0.3$. The blue, red, and yellow lines correspond to $s = -0.01$, $s = 0$, and $s = 0.01$, respectively. One can see that $\rho$ that maximises the function is located around $c = 0.3$ for $s < 0$, and located around 0 for $s > 0$. For $s = 0$, these two phases coexist, which means that there is a first order phase transition at $s = 0$.

where $\tilde{f}'(\rho^0)$ is determined by a condition

$$\tilde{f}'(\rho^0) + f_e'(\rho^0) = 0. \quad (3.29)$$

Finally, by using the explicit expression of $f_e(\rho)$ in it, we arrive at

$$G(s) = \max_{0 \leq \rho \leq 1} \left\{ 2e^{-s} \sqrt{\rho^2 (1 - \rho)c(1 - c)} - [\rho c(1 - \rho) + (1 - c)\rho^2] \right\}. \quad (3.30)$$

This type of variational principle, which describes the large-size behaviour of large deviation, is well known. As stated already, Garrahan et al derived this formula and confirm the dynamical phase transition in [19, 20, 21]. Indeed, by drawing the variational function for several values of $s$, namely $s_1 < 0$, $s_2 = 0$, and $s_3 > 0$ in Fig. 3.1, we see that the argument $\rho$ for realising the maximum value jumps at $s = 0$ suddenly. Due to this jump, the dynamical free energy $G(s)$ has a kink-like structure in the system size infinite limit as shown in the green line in Fig. 3.2. This first order phase transition is called the dynamical phase transition. Not only for this mean-field model, but also for several finite dimensional KCMs, this property was observed in Refs. [19, 20, 21] by using the population dynamics [39, 40], which is a numerical technique to obtain large deviation functions in time-series statistics.

For the interpretation of this property, we recall the biased ensemble introduced in Section 2.2.3. From the relation (2.14), which connects the derivative of $G(s)$ with the expected value of the activity in the biased ensemble, we can see that the singularity represents the biased ensemble to show the first order phase transition in the limit $L \to \infty$. Since, in this limit, the singular point is located at the origin $s = 0$, it indicates that the unbiased system ($s = 0$) has two expected values of the activity.
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Fig. 3.2 Dynamical free energy $G(s)$ for $c = 0.3$ obtained from the variational formula (3.30) (green), and numerical diagonalisation of (3.20) for $L = 50$ (blue), $L = 100$ (red), $L = 150$ (yellow). The inset is a magnified picture of the blue line ($L = 50$) around the cusp, which shows the rounding of it due to the finite-size effect. We estimate the numerical examples of $s_c(L)$ defined by (3.31). For $L = 50$, $L = 100$, and $L = 150$, these are $0.0479...$, $0.02390...$, and $0.01591...$, respectively. These values are close to $1/(2Lc(1 - c))$ due to the formula (3.32).

Finite size structure of the dynamical phase transition

This first order phase transition gradually arises as the system size become larger. For seeing this, in Fig. 3.2, we show numerical examples of $G(s)$ for $c = 0.3, L = 50, 100, 150$ obtained by solving the largest eigenvalue problem (3.19). For each system size, we observe a cusp, even though the cross point is rounded as shown in the inset. This cross point becomes shaper as the system size becomes larger, and finally, in the system size infinite limit, $G(s)$ has an in continuity of the derivative at $s = 0$ (green line) as proved in the previous section.

For finite size system, even though the singularity is under developing, we can also define a remarkable point $s_c(L)$ by the special $s$ that maximise the derivative of $G(s)$:

$$s_c(L) \equiv \text{Argmax}_s G''(s).$$  \hspace{1cm} (3.31)

As shown in Fig.3.2, this point is not located at 0. For example, in this model, $s_c$ scales like

$$s_c(L) = \frac{1}{(2c(1 - c))} \frac{1}{L} + O\left(\frac{1}{L^2}\right),$$  \hspace{1cm} (3.32)
where the derivation is in the end of Section 3.2.3. We show the numerical example in Fig. 3.2. In general KCMs, it is believed that $s_c(L)$ is scaled as the inverse of the system size \[?, 20, 21\]. The remarkable point is deviated from the origin. However, not like the equilibrium statistical physics, there are no direct correspondence of the biasing parameter $s$ to physical field. (See Section 2.2). This has prevented the understanding of the dynamical phase transition. The purpose of this chapter is to shed a light on it with the phenomenological structure for large deviation principle. Indeed, with the formulation in Section 2.2.5, we can define the corresponding stationary state to the dynamical phase transition even if the system is finite, and the corresponding magnetization and susceptibility in it.

**Free energy, modified magnetization, and modified susceptibility**

In the model we now consider, the unmodified (original) system satisfies the detailed balance condition (3.7). Furthermore, the quantity we consider is the dynamical activity defined as (3.14), which always takes 1. In this case, a detailed balance condition corresponding to the modified system directly follows from the definition of the modified transition rate $w^*(n \to n')$ (2.19) with (2.22). Indeed, $w^*(n \to n')$ satisfies

$$P^s(n) w^*(n \to n') = P^s(n') w^*(n' \to n)$$

(3.33)

with the equilibrium modified distribution $P^s(n)$ given as

$$P^s(n) = CP_{eq}(n)\phi(n)^2,$$

(3.34)

where $C$ is the normalisation constant and $\phi(n)$ is the left-eigenvector of (3.19). Here, from the distribution function $P^s(n)$, we define a modified free energy $F^s(n)$ and modifying free energy $\Delta F^s(n)$ as

$$F^s(n) \equiv -\log P^s(n),$$

(3.35)

and

$$\Delta F^s(n) \equiv -2\log \phi(n).$$

(3.36)

There is a relationship between these two functions as

$$F^s(n) = -\log P_{eq} + \Delta F^s(n) + \text{const.}$$

(3.37)

Since we have the modified equilibrium distribution function, it might be also interesting to define a modified magnetization $\rho(s)$ and a modified susceptibility $\chi(s)$ as

$$\rho(s) = \sum_n (n/L) P^s(n),$$

(3.38)

and

$$\chi(s) = L \sum_n (n/L - \rho(s))^2 P^s(n).$$

(3.39)

In the following subsections, we approach to the dynamical phase transition by analyzing these modified properties.
3.2.2 Free energy at $s = s_c$ and the finite-size correction

Numerical examples of $\rho(s)$ and $\chi(s)$

We first show the numerical examples of $\rho(s)$ and $\chi(s)$ in Fig. 3.3. We solved the largest eigenvalue problem (3.19), then we constructed $P^s(n)$ from (3.34) and calculated $\rho(s)$ and $\chi(s)$. For the $x$-axis, we use a scaled variable $\tilde{s} = s/L$. In the figure, we can see the clear mark of the first order phase transition of the variable $\rho$ around $\tilde{s} = 1/(2c(1-c))$, which becomes clearer as $L$ becomes larger.

![Graph showing $\rho(s)$ and $\chi(s)$](image_url)

Fig. 3.3 The modified magnetisation $\rho(s)$ (upper) and the modified susceptibility $\chi(s)$ (lower) given in (3.38) and (3.39) as functions of $\lambda = s/L$. We numerically solve the largest eigenvalue problem (3.19), construct the distribution function $P^s(n)$ from (3.34), and calculate $\rho(s)$ and $\chi(s)$. We set $c = 0.3$, and $L = 20$ (blue), $L = 40$ (red), $L = 60$ (yellow). We note that the position of the peak of $\chi(s)$ is equal to $s_c(L)$ defined in (3.31), so that it close to $\lambda_c = 1/(2c(1-c))$ due to (3.32). Indeed, from the figure, we estimate it as $\lambda = 2.398...$ for $L = 60$, to which the corresponding $\lambda_c$ is 2.381...
3.2 Finite-size structure in mean-field FA model

Numerical examples of the free energies

To see the first order phase transition more clearly, we next see the free energies at the transition point. In Fig. 3.4, we show the equilibrium free energy \(-\log P_{\text{eq}}(n)/L\), the modifying free energy \(\Delta F_s(n)/L\), and the modified free energy \(F_s(n)/L\) for \(s = 0.95s_c\), \(s = s_c\) and \(s = 1.05s_c\). The x-axis represents the density \(\rho = n/L\).

At \(s = s_c\), we observe that the modified free energy \(F_s(n)\) reaches its minimum value at the two densities \(\rho_0\) and \(\rho_1\). One density characterizes the inactiveness \((\rho \simeq 0)\), and the other one does activeness \((\rho \simeq c)\).

Analytical expression of the free energy in \(L \to \infty\) limit

Now, we derive the analytical expression of the free energy, which might give us some insights behind the dynamical phase transition. We start with the eigenvalue equation (3.19) at the transition point \(s = s_c(L)\). In this expression, what we do is

1. assuming the large deviation property for the left-largest eigenvector \(\phi(n)\):

\[
\phi(n) \big|_{s = s_c(L)} \sim e^{-L\Delta f_{s_c}(\rho)}(n/L)^2,
\]

where \(\Delta f_s(\rho)\) is given as

\[
\Delta f_s(\rho) = \lim_{L \to \infty} \frac{1}{L} \Delta F_{s_c}(\rho L)
\]

2. evaluating the leading order in \(L \to \infty\) limit for the (left) largest eigenvalue problem (3.19).

Indeed, from \(s = s_c(L)\), we can set

\[
LG(s_c) = -c + O(1/L),
\]

where we used (3.32). This leads to

\[
\phi(n + 1) - cn \left[ e^{-s_c} + \phi(n - 1) \left( \frac{1 - c}{L} n(n - 1) e^{-s_c} \right) \right] = 0.
\]

Then, from the assumption (3.40), we replace \(\phi(n)\) in (3.43) by \(\Delta f_{s_c}(\rho)\). The leading term in \(L \to \infty\) limit is

\[
e^{-1/2} \frac{1}{\partial \rho} \frac{\partial \Delta f_{s_c}(\rho)}{\partial \rho} (1 - \rho) + e^{1/2} \frac{\partial \Delta f_{s_c}(\rho)}{\partial \rho} (1 - c) \rho^2
\]

\[- \left[ c\rho (1 - \rho) + (1 - c) \rho^2 \right] = 0.
\]

This differential equation can be solved easily: There are two solutions,

\[
\frac{\partial \Delta f_{s_c}(\rho)}{\partial \rho} = 0
\]

and

\[
\frac{\partial \Delta f_{s_c}(\rho)}{\partial \rho} = -2 \log \left[ \frac{(1 - c)\rho}{c(1 - \rho)} \right] = -2 \frac{\partial f_e(\rho)}{\partial \rho},
\]
Fig. 3.4 Numerical examples of the modifying free energy $\Delta F_s(\rho L)/L$ (blue), the modified free energy $F_s(n)/L$ (yellow), and the original equilibrium free energy $-\log P_{eq}(\rho L)/L$ (red) for $c = 0.3, L = 100$. We set $s = 0.95s_c$ (top), $s = s_c$ (middle) and $s = 1.05s_c$ (bottom).
which are equivalent to
\[ \Delta f_{sc}(\rho) = \text{const.}, \] (3.47)
and
\[ \Delta f_{sc}(\rho) = -2f_e(\rho) + \text{const.} \] (3.48)

Next, by looking at the numerical example of \( \Delta F_{sc} \) in Fig 3.4 (the blue line), we expect that these two solutions are connected non-analytically. That is, with a connecting point \( \rho_c^\infty \), \( \Delta f_{sc}(\rho) \) is given as
\[ \Delta f_{sc}(\rho) = -2f_e(\rho) + 2f_e(0). \] (3.49)
for \( \rho \leq \rho_c^\infty \) and
\[ \Delta f_{sc}(\rho) = -2f_e(\rho_c^\infty) + 2f_e(0). \] (3.50)
for \( \rho > \rho_c^\infty \). The connecting point \( \rho_c^\infty \) is determined from the condition of first order phase transition, which means that the inactive \( (\rho \simeq 0) \) and the active \( (\rho \simeq c) \) configurations have the same weight:
\[ f_e(c) + \Delta f_{sc}(c) = f_e(0) + \Delta f_{sc}(0). \] (3.51)
With the explicit expression of \( f_e \) and \( \Delta f_{sc} \), we obtain an equation for \( \rho_c^\infty \) as
\[ 2 \left[ (1 - \rho_c^\infty) \log \frac{1 - \rho_c^\infty}{1 - c} + \rho_c^\infty \log \frac{\rho_c^\infty}{c} \right] = -\log(1 - c). \] (3.52)
We show the solution of this equation as a function of \( c \) in Fig. 3.5. Then, in Fig. 3.6, we plot the obtained \( \Delta f_{sc}(\rho) \) for \( c = 0.3 \). On the same figure, we also plot \( f_e(\rho) \) and \( f_{sc}(\rho) \). We find that the distribution of the density \( \rho \) is naturally divided into two domains by \( \rho_c^\infty \). The active domain given as \( \rho > \rho_c^\infty \) has the same distribution as the unbiased system, whereas the inactive domain given as \( \rho < \rho_c^\infty \) has a deep trap at the origin \( \rho \simeq 0 \).
Finite size correction

It is hard to diagonalise the matrix (3.19) for sufficiently large $L$ to check the obtained expression of $\Delta f_{sc}(\rho)$. Here, we seek for the finite size correction of $\Delta f_{sc}(\rho)$ in order to confirm our analytical expression. It will be turned out that those corrections will be used to derive the finite-size scaling of the large deviation function, as explained in subsection 3.2.3.

First, for finite-size systems, we define a finite-size connecting point $\rho_{c}^{L}$ as

$$
\sum_{n \leq n_{c}^{L}} P^{*}(n) = \sum_{n > n_{c}^{L}} P^{*}(n),
$$

where $n_{c} = [L \rho_{c}^{L}]$. Here, we note that the equation (3.53) can give a non-integer value of $\rho_{c}^{L}$, because the distribution function $P^{*}(n)$ has a $\rho_{c}^{L}$ dependence as shown below. To obtain the next order correction of $\Delta f_{sc}(\rho)$, we use a perturbation analysis. More precisely, for each active and inactive region, we assume the following scaling form

$$
\Phi_{L}(n) = \exp \left\{ -(L/2) \left[ \Delta f_{sc}(n/L) + (1/L) \Delta f_{sc}^{(1)}(n/L) \right] \right\},
$$

substitute it in the eigenvalue equation (3.43), and derive the equation for $\Delta f_{sc}^{(1)}(n/L)$. We don’t show the precise derivation here. That is done in Appendix 3.5.1. The result is

$$
\Delta f_{sc}^{(1)}(\rho) = -\log \frac{\rho(1-\rho)}{(c-r)^{2}} - \frac{\rho(1-2c)}{c(1-c)} + \text{const.}
$$

for $\rho \leq \rho_{c}^{L}$, and

$$
\Delta f_{sc}^{(1)}(\rho) = -2 \left[ \frac{\rho(2c-1)}{2c(1-c)} - \log \rho \right] + \text{const.}
$$

for $\rho > \rho_{c}^{L}$. We don’t show the precise derivation here. That is done in Appendix 3.5.1. The result is
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for $\rho > \rho^L_c$, where the two constants are determined by the conditions $\Delta f^{(1)}_{s_c}(1/L) = 0$ and $\lim_{\rho \to \rho^L_c} \Delta f^{(1)}_{s_c}(\rho) = \lim_{\rho \to \rho^L_c} \Delta f^{(1)}_{s_c}(\rho)$. We note that the latter constant depends on $\rho^L_c$, so that $P^*(n)$ ($n > n^L$) does as well. This ensures that $\rho^L_c$ defined in (3.53) is not a trivial-integer as shown in Fig. 3.7, where we plot the numerical examples of $\rho^L_c$ as a function of $L$ together with $\rho^\infty_c$.

Finally, in Fig. 3.8, we plot our finite-size free energy with the numerical results obtained by direct diagonalization of $L^s_{n,n^r}$ for $c = 0.3$, $s = s_c$, $L = 50, 100, 150$. We can see a clear agreement between them as $L$ increases.

3.2.3 Scaling function around $s = s_c$

In the previous subsection, we observed that the system showed a phase coexistence for the density $\rho$, which was similar to the well-known equilibrium phase transition although the mechanism behind it might be different. In this subsection, for more deep understanding of the dynamical phase transition, apart from the original motivation about the glassiness of the system, we study more precisely what is the difference between the dynamical phase transition and equilibrium phase transition. Especially, we focus on the scaling function around the transition point. For the equilibrium ferromagnetic model, the scaling functions around the 1st order phase transition point have been determined by Borgs and Kotecký in [74, 75]. In the paper, they derived a scaling function by assuming that the distribution function at the phase coexistence point is written as the sum of the distribution function of each phase. That scaling function was universal for general ferromagnet model. What we consider below is if this universality is valid or not even for the case of dynamical phase transition. Then, if it is not valid, the next question would be how we modify the method to apply to those dynamical phase transitions.
Numerical confirmation of the existence of scaling functions

We first numerically confirm the existence of the scaling functions. For this, we define the width of the phase transition region for finite size systems. As seen in Fig. 3.3, for a given $L$, the width of the phase transition region is inversely proportional to the derivative of $\rho(s)$ at $s_c$. We thus define a scaling ratio $\kappa$ as

$$\kappa = -\frac{\partial \rho(s)}{\partial s} \bigg|_{s=s_c}. \quad (3.57)$$

We plot the logarithm of $\kappa$ for various values of $c$ as a function of $L$ in Fig. 3.9. From the figure, we find that $\log \kappa$ is proportional to $L$. This means that the width of the first order coexistence region shrinks with an exponentially fast speed as the system size $L$ becomes larger.

Next, by using $\kappa$, we define a scaled variable $x$ as

$$x = \kappa(s - s_c(L)). \quad (3.58)$$

Also, we define rescaled magnetisation and susceptibility as

$$\tilde{\rho}(x) = \rho \left( x\kappa^{-1} + s_c(L) \right), \quad (3.59)$$

and

$$\tilde{\chi}(x) = \frac{\chi \left( x\kappa^{-1} + s_c(L) \right)}{\chi(s_c(L))}. \quad (3.60)$$
These definitions represent the magnetisation and susceptibility magnified around the dynamical phase transition point. We plot these functions in Fig. 3.10 for large values of L. Converging of the resealed function is observed in the figure.

Ansatz to determine the analytical expression of the scaling properties

Here, we propose an ansatz to determine the analytical expression of the scaling properties. Before showing it, we first recall the finite-size free energy at the coexistence point $s = s_c$. With $\Delta f_{s_c}(\rho)$ and $\frac{1}{L} \Delta f_{s_c}^{(1)}(\rho)$ given as (3.49), (3.50), (3.55), and (3.56), we obtained the active and inactive finite-size modifying free energy $f_i$ and $f_a$ as

$$f_i(\rho) = \Delta f_{s_c}(\rho) + \frac{1}{L} \Delta f_{s_c}^{(1)}(\rho)$$

for $\rho \leq \rho_c^L$,

$$f_a(\rho) = \Delta f_{s_c}(\rho) + \frac{1}{L} \Delta f_{s_c}^{(1)}(\rho)$$

for $\rho > \rho_c^L$. Then, the corresponding distribution function is

$$P^{s_c}(n) = P_i(n) \mathbf{1}_{n \leq n_c^L} + P_a(n) \mathbf{1}_{n > n_c^L},$$

where $P_i(n)$ and $P_a(n)$ are defined as

$$P_i(n) = \frac{1}{Z_i + Z_a} P_{eq}(n) e^{-L f_i(n/L)}$$

$$P_a(n) = \frac{1}{Z_i + Z_a} P_{eq}(n) e^{-L f_a(n/L)}$$
with the normalization constant

\[ Z_i = \sum_{n \leq n_c} P_{eq}(n)e^{-Lf_i(n/L)}, \]  
\[ Z_a = \sum_{n > n_c} P_{eq}(n)e^{-Lf_a(n/L)}. \]  

(3.66) 

(3.67)

By using the distribution function at \( s = s_c \), we approach to the problem around \( s_c \) \( (s \sim s_c) \). Our ansatz to determine the scaling function is composed of following two parts:
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1. For around $s_c$ ($s \sim s_c$), we assume that the distribution function is given as

$$P^s(n) = [1 + a^s(s)]\delta_{n \leq n_c} P_i(n) + [1 - a^s(s)]\delta_{n > n_c} P_a(n), \quad (3.68)$$

where $a^s(s)$ is a ‘mixing function’ to determine. We note that the distribution function satisfies the normalization condition due to $Z_i = Z_a$.

2. The mixing function $a^s(s)$ is determined from the variational principle (2.29) for the corresponding stationary state to biased ensemble.

For the first part, this definition of the distribution function is inspired by the method used by Borgs and Kotecký for obtaining the scaling function in equilibrium first order phase transition of ferromagnet [74, 75]. However, we should mention that our distribution function $P^s(n)$ doesn’t describe a superposition between two elementary distributions not like the method by them. Rather, our method represents a separation of the domain of occupation number $n$ into two phases. The second part is specific to our method, because there are no corresponding variational principle in equilibrium statistical mechanics. For equilibrium statistical mechanics, the biased ensemble directly corresponds to another equilibrium distribution function, whereas for time-series statistics, we need to use the variational principle (2.29) to create the corresponding another distribution function as explained in Section 2.2.5.

Here we recall the variational formula for obtaining $G(s)$, (3.30), derived in Section 3.2.1. Naively, one might think a blunt perturbation in $1/L$ around this formula is working. However, it isn’t true. This is mainly due to the reason that there is a 1st order phase transition so that the saddle point is not only one but two. Our method contains this fact as the first part of the assumption. In other words, by combining the finite size scaling method by Borgs and Kotecký with the variational principle, we overcome this difficulty. To the best of our knowledge, this ansatz hasn’t been used up to now.

**Determination of $a^s(s)$**

Here, we show the details of the calculation for determining $a^s(s)$. First, from the ansatz (3.68) with the relation (3.34), we construct $\phi(n)$ as

$$\phi(n) \propto \delta_{n \leq n_c} \sqrt{1 + a^s(s)} e^{-L f_i(n/L)/2} + \delta_{n > n_c} \sqrt{1 - a^s(s)} e^{-L f_a(n/L)/2}, \quad (3.69)$$

also the magnetisation $\rho(s)$, susceptibility $\chi(s)$ around $s_c$ as

$$\rho(s) = \frac{\langle \rho \rangle_i}{2} [1 + a^s(s)] + \frac{\langle \rho \rangle_a}{2} [1 - a^s(s)], \quad (3.70)$$

$$\chi(s) = L \left\{ \frac{\langle \rho^2 \rangle_i}{2} [1 + a^s(s)] + \frac{\langle \rho^2 \rangle_a}{2} [1 - a^s(s)] - \rho(s)^2 \right\}, \quad (3.71)$$

where $\langle \cdot \rangle_i$ and $\langle \cdot \rangle_a$ are the expected values in the active and the inactive phases defined as

$$\langle g \rangle_i = 2 \sum_{n \leq n_c} P_i(n) g(n) \quad (3.72)$$
and
\[
\langle g \rangle_a = 2 \sum_{n > n_c} P_a(n) g(n),
\]
respectively. These formulas expresses that we can calculate every scaling property around \(s_c\) from \(a^*(s)\).

In order to determine \(a^*(s)\), we use the variational principle (2.29). By combining it with the transition rate \(w(n \to n')\), the stationary distribution function (3.68), and \(\phi(n)\) given as (3.69), we obtain the following equations:
\[
\frac{\partial \Psi(a)}{\partial a} \bigg|_{a = a^*(s)} = 0
\]
with
\[
\Psi(a) = \frac{1}{L} \sum_n P^*(n) \left[ \tilde{r}(n) - r(n) \right],
\]
where \(\tilde{r}(n)\) is defined as
\[
\tilde{r}(n) = nc \left( 1 - \frac{n}{L} \right) \frac{\phi(n + 1)}{\phi_L(n)} e^{-s} + n(1 - c) \left( \frac{n}{L} - \frac{1}{L} \right) \frac{\phi(n - 1)}{\phi(n)} e^{-s}.
\]
We show the details of the calculation in the Appendix 3.5.2. Here, we just write down the result. The answer of (3.74) is
\[
a^*(s) = \frac{A}{\sqrt{1 + A^2}},
\]
\[
A = (\Omega_\prec - \Omega_>) / \Omega_\prec,
\]
where \(\Omega_\prec\), \(\Omega_>\), and \(\Omega_\prec\) are defined as
\[
\Omega_\prec = 2 \frac{n_c}{L} c(1 - \frac{n_c}{L}) P_1(n_c) \frac{e^{-LF_{1,a}(n_c/L)/2}}{e^{-LF_{1,a}(n_c/L)/2}} e^{-s},
\]
\[
\Omega_\prec = \frac{1}{2L} \langle \tilde{r}_1 e^{-s} - r \rangle_1,
\]
\[
\Omega_\prec = \frac{1}{2L} \langle \tilde{r}_a e^{-s} - r \rangle_a,
\]
with the definition of \(\tilde{r}_{i,a}(n)\) as
\[
\tilde{r}_{i,a}(n) = nc \left( 1 - \frac{n}{L} \right) \frac{e^{-LF_{i,a}(n+1/L)/2}}{e^{-LF_{i,a}(n/L)/2}} + n(1 - c) \left( \frac{n}{L} - \frac{1}{L} \right) \frac{e^{-LF_{i,a}(n-1/L)/2}}{e^{-LF_{i,a}(n/L)/2}}.
\]
Analytical expression of \((1/L) \log \kappa\)

From now on, by using the obtained \(a^*(s)\), we discuss the scaling properties. We first obtain the analytical expression of \((1/L) \log \kappa\), where the \(\kappa\) is the scaling ratio defined by (3.57).

From \(a^*(s_c) = 0\), we have

\[
\Omega_\downarrow|_{s = s_c} = \Omega_\uparrow|_{s = s_c}.
\]

(3.82)

Then, by expanding this equation around \(s = s_c\), we obtain

\[
A = -\frac{s - s_c}{\Omega_\downarrow} \left[ \frac{r}{2L} \right] - \left[ \frac{r}{2L} \right] \right] + O((s - s_c)^2),
\]

(3.83)

where we denote \(\Omega_\downarrow|_{s = s_c}\) by \(\Omega_\downarrow\). From the definition of \(\kappa = -\partial \rho(s)/\partial s|_{s = s_c}\) and (3.70), we thus find the analytical expression of it as

\[
\kappa = \frac{1}{\Omega_\downarrow} \left[ \langle \rho \rangle_\downarrow - \langle \rho \rangle_\uparrow \right] \left[ \langle \frac{r}{2L} \rangle_\downarrow - \langle \frac{r}{2L} \rangle_\uparrow \right].
\]

(3.84)

To see the exponential dependence of \(\kappa\), we recall that \(P_i(n_c)\) in \(\Omega_\downarrow\) goes to 0 in \(L \to \infty\) with exponentially fast speed due to the large deviation principle, whereas the other terms converge to each corresponding value in the limit. By combining it with the explicit expression of the free energy \(f_1(\rho)\), we thus arrive at

\[
\lim_{L \to \infty} \frac{1}{L} \log \kappa = f_1(\rho_c^\infty) = -\frac{1}{2} \log(1 - c).
\]

(3.85)

In the figure 3.11, we plot the right-hand side of (3.85), \(-\frac{1}{2} \log(1 - c)\), as a function of \(c\) (blue line). On the same figure, we plot the slope of the straight line in Fig. 3.11 for \(c = 0.2, 0.3, \ldots, 0.8\) (red dots), which corresponds to the left-hand side of (3.85). We can see the coincide very well.

Our formula claims that \((1/L) \log \kappa\) converges to the height of the large deviation function from the bottom to the connecting point \(\rho = \rho_c^\infty\). We note that this fact reminds us the instantonic approach in [81] by Jörg, Krzakala, Kurchan, Maggs, Pujos, and in [82] by Bapst, Semerjian for obtaining the exponentially small gap in the quantum ferromagnet. In the next section, by bridging the time-series statistics to quantum systems, we re-derive their formula by using our approach.

Analytical expressions of \(\tilde{\rho}(x)\) and \(\tilde{\chi}(x)\)

Next, we obtain \(\tilde{\rho}(x)\) and \(\tilde{\chi}(x)\). From the definition of \(x\) in (3.58) with (3.83) and (3.84), we have

\[
A = \frac{2x}{\langle \rho \rangle_a - \langle \rho \rangle_i} + O(\kappa^{-1}).
\]

(3.86)

Then, by combining it with (3.70), (3.71) and (3.77), we obtain

\[
\tilde{\rho}(x) = \left. \frac{1}{2} \left[ \langle \rho \rangle_i + \langle \rho \rangle_a - \frac{2x}{\sqrt{1 + 4x^2 [\langle \rho \rangle_i - \langle \rho \rangle_a]^2}} \right] \right|_{x = 0}.
\]

(3.87)
Fig. 3.11 Numerical check of the formula giving $\kappa$ (3.85). We estimated $(1/L) \log \kappa$ for $c = 0.2, 0.3, \ldots, 0.8$ from the fitting lines in Fig. 3.9 and plot them with red dots. On the same figure, we draw the analytical result $-\frac{1}{2} \log(1 - c)$ with blue line. The agreement is relatively good although red dots are obtained from finite size $L$.

For the numerical conformation, we use the expressions (3.87) and (3.88), which contains the finite-size correction of (3.89) and (3.90). These expressions are also constituted of the expected value and the variance of $\rho$ in each of the active and inactive phases, so that it is suggestive about its universal form. We plot (3.87) and (3.88) (red solid lines) in Fig. 3.12 with the corresponding numerical results (blue dashed lines). We can see the coincidence between them very well. On the same figure, we also plot the infinite size scaling functions (3.89) and (3.90) as yellow lines. Since there is a deviation between the yellow lines and the others, we understand the importance of the finite size corrections in the formulas (3.87) and (3.88).
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Fig. 3.12 Numerical check of the analytical expressions of the rescaled magnetisation $\tilde{\rho}(x)$ given in (3.87) (upper figure) and the susceptibility $\tilde{\chi}(x)$ given in (3.88) (lower figure). We set $c = 0.3$ and $L = 100$. The solid red lines are the analytical results, and the dashed blue lines are the corresponding numerical results obtained from the diagonalisation of the matrix $L_{n,n}'$. On the same figure, for a comparison, we also plot the infinite-size scaling functions (3.89) and (3.90) with yellow solid lines. The deviation of yellow lines from the others show the importance of the finite size corrections in (3.87) and (3.88).

Until now, we have focused on the scaling property of $\rho(s)$ and $\chi(s)$. As the corollary of the result, one can obtain the scaling functions for the expected value and the susceptibility of the activity given as $\partial G(s)/\partial s$ and $\partial^2 G(s)/\partial s^2$. It is worth mentioning that even though $\partial^2 G(s)/\partial s^2$ is not connected directly to the equilibrium distribution function $P_s$, an expression for the scaling functions can be derived thanks to the results (3.87) and (3.88). See Appendix 3.5.3 for the details.
Derivation of the analytical expression of $s_c$

By using our formulation, we also can derive an analytical expression of $s_c$ as

$$s_c = \frac{1}{2Lc(1 - c)} + O(1/L^2),$$

(3.91)

which is numerically confirmed in Fig. 3.2. Here, we show the derivation.

We evaluate the both sides of (3.82) up to $O(1/L)$ with the explicit results of $r$, $\tilde{r}_i$, and $\tilde{r}_a$. We first consider the left-hand side of (3.82). By taking the saddle point of the summation, we rewrite it as

$$\frac{1}{L} \left( \tilde{r}_i e^{-s_c} - r \right) \bigg|_{n=1} + O(1/L^2) = \frac{c}{L} e^{-s_c} \frac{e^{-Lf_i(2/L)/2}}{e^{-Lf_i(1/L)/2}} - \frac{c}{L} + O(1/L^2).$$

(3.92)

Here, the first term is $O(1/L^2)$ because

$$e^{-Lf_i(2/L)/2} e^{-Lf_i(1/L)/2} = O(1/L).$$

(3.93)

We thus find that the left-hand side of (3.82) is

$$-c/L + O(1/L^2).$$

(3.94)

Then, on the other side, the right-hand side of (3.82) becomes

$$\frac{1}{L} \left( \tilde{r}_a e^{-s_c} - r \right) \bigg|_{n=Lc} + O(1/L^2) = c^2(1 - c) \left[ e^{-\frac{1}{2} \frac{\partial f_a(\rho)}{\partial \rho} |_{\rho = c - s_c}} + e^{\frac{1}{2} \frac{\partial f_a(\rho)}{\partial \rho} |_{\rho = c - s_c}} - 2 \right] + O(1/L^2).$$

(3.95)

due to the saddle point approximation. Here, we notice that $\partial f_a(\rho)/\partial \rho |_{\rho = c}$ and $s_c$ are $O(1/L)$. We thus we rewrite (3.95) as

$$-2s_c c^2(1 - c) + O(1/L^2).$$

(3.96)

Therefore, by comparing the both sides of (3.82), that is, (3.94) and (3.96), we finally arrive at

$$s_c = \frac{1}{2Lc(1 - c)} + O(1/L^2).$$

(3.97)

### 3.3 Mean-field quantum ferromagnet and the scaling function

For time-series statistics, when the system satisfies the detailed balance condition, the largest eigenvalue problem (3.20) can be symmetrized. This indicates that the mathematical structure behind the largest eigenvalue problem for time-series statistics, and the eigenvalue of problem of the ground state are common. For example, the variational principle (3.21) and the variational principle for the ground state in
quantum systems are equivalent as shown in Appendix 3.5.4. With keeping this correspondence in our mind, here in this section, we apply our finite-size scaling method to a mean-field quantum ferromagnet. Especially, we focus on the quantum phase transition in the model. As a result, we find the same scaling functions as the one for dynamical phase transition. Furthermore, to this system, by applying our formula (3.85), which was used for obtaining the width of the coexistence region of the dynamical phase transition in the previous section, we obtain the same expression of the formula that gives the exponentially small energy gap between the ground state and the first excited state. This is exactly the same as the one that was obtained by Bapst and Semerjian in Ref. [82].

3.3.1 Preliminary

Definition of model

We consider \( L \) interacting 1/2 spins, where the Hilbert space is spanned by the space \( \{|\vec{\sigma}\rangle | \vec{\sigma} = (\sigma_1, \ldots, \sigma_L) \in \{-1, +1\}^L\} \). The Pauli matrices acting on the \( i \)-th spin are denoted by \( \hat{\sigma}_i^x, \hat{\sigma}_i^y, \) and \( \hat{\sigma}_i^z \). They satisfy \( \sigma_i^z |\vec{\sigma}\rangle = \sigma_i |\vec{\sigma}\rangle, \sigma_i^x |\vec{\sigma}\rangle = \sigma_i^{(i)} |\vec{\sigma}\rangle \), where \( \sigma_i^{(i)} \) is the configuration in which the \( i \)-th spin is flipped. We define the transverse magnetisation and the longitudinal magnetisation as

\[
\hat{m}^x = \frac{1}{L} \sum_{i=1}^{L} \hat{\sigma}_i^x, \quad \tag{3.98}
\]

\[
\hat{m}^z = \frac{1}{L} \sum_{i=1}^{L} \hat{\sigma}_i^z. \quad \tag{3.99}
\]

By using these definitions, the Hamiltonian is defined as

\[
\hat{H} = -L(\hat{m}^z)^p - \Gamma L \hat{m}^x. \quad \tag{3.100}
\]

This model is called a mean-field quantum \( p \)-spin ferromagnet. It is known that a quantum phase transition takes place in this model for a special value of \( \Gamma \). We note that for the \( p = 2 \) (quantum Curie-Weiss model), the transition is second-order, whereas for the \( p \geq 3 \) the transition is first-order. See Ref. [82] for the details of the thermodynamic properties of this model. Hereafter, we focus on the case that \( p \geq 3 \).

Mapping from the ground state eigenvalue problem to the formulation in time-series statistics

Here, we show a mapping of the ground state eigenvalue problem to the formulation in time-series statistics. Thanks to it, we will be able to apply the method developed in the previous method to the quantum phase transition in this system.

We denote the ground state of \( \hat{H} \) by \( |\Phi\rangle \) and the ground energy by \( E \):

\[
\hat{H}|\Phi\rangle = E|\Phi\rangle \quad \tag{3.101}
\]
Then, it is known that the ground state of $\hat{H}$ lies in a symmetries subspace, where the interchanges of two spins are permitted:

$$\langle \sigma | \Phi \rangle = \Phi (m^z (\sigma)),$$

(3.102)

with a definition of $m^z (\sigma)$ as $m^z = (1/L) \sum_{i=1}^{L} \sigma_i^z$. See Ref. [82] for the example of the proof. By multiplying (3.101) by $\langle \sigma |$ from the left, we obtain

$$-L (m^z)^p \langle \sigma | \Phi \rangle - \Gamma L \frac{1}{L} \sum_{i=1}^{L} (\sigma^{(i)} | \Phi \rangle = E \langle \sigma | \Phi \rangle.$$

(3.103)

Then, by using (3.102), we rewrite it as

$$- L (m^z)^p \Phi (m^z) - \Gamma L \frac{1}{L} \sum_{i=1}^{L} \left[ \frac{1+\sigma_i^z}{2} \Phi (m^z - 2/L) + \frac{1-\sigma_i^z}{2} \Phi (m^z + 2/L) \right]

= E \Phi (m^z).$$

(3.104)

This means that the eigenvalue equation (3.101) for the ground state is reduced to another eigenvalue equation that has much smaller size $(L + 1)$ than before $(2^L)$:

$$\sum_{m' \in M} H_{m,m'} \Phi (m') = \frac{E}{L} \Phi (m),$$

(3.105)

with $M = \{-1, -1 + 2/L, \cdots, 1 - 2/L, 1\}$ and

$$H_{m,m'} = -(m)^p \delta_{m,m'} - \Gamma \left[ \frac{1+m}{2} \delta_{m-2/L,m'} + \frac{1-m}{2} \delta_{m+2/L,m'} \right].$$

(3.106)

We note that the matrix $H_{m,m'}$ is not symmetric even though the Hamiltonian $\hat{H}$ is Hermitian.

We denote the number of the state by $p(m)$:

$$p(m) \equiv \sum_{\sigma} \delta_{m^z (\sigma), m} = \frac{L!}{((1+m)L/2)!((1-m)L/2)!} \frac{1}{2^L}.$$  

(3.107)

With this function, the expected value of a function $g(\hat{m}^z)$ in the ground state is calculated as

$$\frac{\langle \Phi | g(\hat{m}^z) | \Phi \rangle}{\langle \Phi | \Phi \rangle} = \sum_{m} g(m) p^\Gamma (m),$$

(3.108)

where we define a distribution function $p^\Gamma (m)$ as

$$p^\Gamma (m) = \frac{p(m) |\Phi (m)|^2}{\sum_m p(m) |\Phi (m)|^2}.$$  

(3.109)
As the function $g(\hat{m}^z)$, we especially focus on the expected value and the variance of $\hat{m}^z$, which are denoted by $m(\Gamma)$ and $\sigma(\Gamma)$:

$$m(\Gamma) = \sum_m mp^\Gamma(m),$$  \hspace{1cm} (3.110)

$$\sigma(\Gamma) = L \sum_m (m - m(\Gamma))^2 p^\Gamma(m).$$  \hspace{1cm} (3.111)

It is well known that the ground state of quantum system is characterised by a variational principle:

$$E = \min_{|\Psi\rangle} \frac{\langle \Psi | \hat{H} | \Psi \rangle}{\langle \Psi | \Psi \rangle},$$  \hspace{1cm} (3.112)

where the optimal $|\Psi\rangle$ is reached at the ground state $|\Phi\rangle$. Then, from the same calculation for deriving (3.105), we rewrite (3.112) as

$$\frac{E}{L} = \min_{\tilde{\Phi} > 0} \sum_m \tilde{p}(m) \sum_{m'} \tilde{\Phi}(m)^{-1} H_{m,m'} \tilde{\Phi}(m'),$$  \hspace{1cm} (3.113)

where $\tilde{p}(m)$ is defined as

$$\tilde{p}(m) = \frac{p(m) \tilde{\Phi}(m)^2}{\sum_m p(m) \tilde{\Phi}(m)^2}. $$  \hspace{1cm} (3.114)

We note that the optimal $\tilde{p}$ is equal to the ground state distribution function $p^\Gamma$.

Now, we can see the clear correspondence between this system and the one in the previous section. The eigenvalue equation (3.105) corresponds to (3.20). By using the eigenvector of (3.105), the distribution function (3.109) is defined, which structure corresponds to the distribution function in the biased ensemble (3.34). The transverse field corresponds to the biasing field $s$. The magnetisation and susceptibility directly corresponds to (3.38) and (3.39). Finally, the variational principle (3.113) corresponds to (2.29). The quantum phase transition takes place as the first order phase transition of $m(\Gamma)$ and $\sigma(\Gamma)$ as shown below. Here, we ask if we can apply to this system the same formulation as the one in the previous section.

Some basics about the quantum phase transition

Before going to the finite size scaling, here, we introduce some basics of the quantum phase transition in this model.

In the variational principle (3.113), we assume the large deviation principle of $\tilde{p}(m)$ for the ground state:

$$\tilde{p}(m) \sim e^{-L\tilde{f}(m)}$$  \hspace{1cm} (3.115)

with a large deviation function $\tilde{f}(m)$. Here, we recall that the number of the state $p(m)$ also satisfies the large deviation principle:

$$p(m) \sim \exp \left[ -L \left( \frac{1+m}{2} \log(1+m) + \frac{1-m}{2} \log(1-m) \right) \right],$$  \hspace{1cm} (3.116)
which indicates that $\tilde{\Phi} (m)$ also satisfies the large deviation scaling:

$$\tilde{\Phi} \sim e^{-L\tilde{\phi}(m)/2}$$  \hspace{1cm} (3.117)

with a large deviation function $\tilde{\phi}(m)$ defined as

$$\tilde{\phi}(m) = \tilde{f}(m) - \left[ \frac{1+m}{2} \log(1+m) + \frac{1-m}{2} \log(1-m) \right]. \hspace{1cm} (3.118)$$

The saddle point equation for the sum of $m$ in (3.113) is

$$\frac{\partial \tilde{f}(m)}{\partial m} = 0,$$  \hspace{1cm} (3.119)

which is equivalent to

$$\frac{\partial \tilde{\phi}(m)}{\partial m} = \frac{1}{2} \log \frac{1+m}{1-m}$$  \hspace{1cm} (3.120)

from (3.118). With these relations, by performing the saddle point approximation in the variational principle (3.113), we obtain a simple formula

$$\frac{E}{L} = \min_m \left[ -m^p - \Gamma \sqrt{1 - m^2} \right].$$  \hspace{1cm} (3.121)

This variational formula is a basics for this quantum phase transition and is well-known as shown in Ref. [82], for example. By solving (3.121), we obtain an equation for determining the expected value of the magnetization, which we denote by $m^*$:

$$m^* \Gamma = p (m^*)^{p-1} \sqrt{1 - (m^*)^2}.$$  \hspace{1cm} (3.122)

Since we are considering the system of $p \geq 3$, the system has the first order phase transition as follows. We denote the special value of $\Gamma$ by $\Gamma_c^\infty$, where the phase transition takes place. The phase transition is detected as the two solutions in the variational principle (3.121). Those two solutions correspond to paramagnetic solution and ferromagnetic solution. We thus denote them by $m_{\infty}^{pa} (= 0)$ and $m_{\infty}^{fe}$, respectively. In order to determine $\Gamma_c^\infty$ and $m_{\infty}^{fe}$, we use a condition of first order phase transition:

$$\left. \left[ -m^p - \Gamma_c^\infty \sqrt{1 - m^2} \right] \right|_{m_{\infty}^{pa} = 0} = \left. \left[ -m^p - \Gamma_c^\infty \sqrt{1 - m^2} \right] \right|_{m = m_{\infty}^{fe}}$$  \hspace{1cm} (3.123)

and the relation of $m^*$ and $\Gamma$ as shown in (3.122).

We numerically solve the variational principle (3.121) for $p = 3$, and plot the obtained $E/L$ and $m$ in Fig. 3.13. On the same figure, we also plot the numerical examples of $E/L$, $m(\Gamma)$, and $\sigma(\Gamma)$ obtained from diagonalising the matrix (3.106) for finite-size systems. The first order phase transition is observed around $\Gamma_c^\infty \simeq 1.3$ in the figure. We also observe the finite size correction of $m$ and $\sigma$ in it. In the following section, we approach to this finite size structure, where the problem doesn’t allow us to utilise the naive perturbation approach from the formulation explained here. In order to obtain the finite size correction, we need to use the same formulation developed in the previous section for the KCM.
Fig. 3.13 Numerical examples of the ground state energy $E/L$ (upper figure), the magnetisation $m(\Gamma)$ (middle figure), and the susceptibility $\sigma(\Gamma)$ (lower figure). Blue, red, yellow, and green lines correspond to the system size $L = 50$, $L = 40$, $L = 30$, and $L = 20$, respectively. The black lines are obtained from the variational principle (3.121), which represents the result in $L \to \infty$ limit.
3.3.2 Finite-size scaling

Definition of scaling function

First, we define the transition point for finite-size system $L$, $\Gamma^L_c$, as

$$\Gamma^L_c = \text{Argmax}_\Gamma \sigma(\Gamma).$$

(3.124)

Then, we quantify the width of the first order phase transition point by using the derivative of $m(\Gamma^L_c)$:

$$\kappa \equiv -\partial m(\Gamma^L_c)/\partial \Gamma,$$

(3.125)

which is inversely proportional to the width. With this $\kappa$, we introduce scaling functions by

$$\hat{m}(x) = m(\Gamma^L_c + x\kappa^{-1}),$$

(3.126)

and

$$\hat{\sigma}(x) = \frac{\sigma(\Gamma^L_c + x\kappa^{-1})}{\sigma(\Gamma^L_c)}.$$  

(3.127)

Application of our method to quantum phase transition — Scaling function

Here, to quantum phase transition, we apply our method developed in the previous section (Section 3.2.3). Before applying our method, we divide the distribution function at the coexistence point $p(\Gamma^L_c(m))$ into two regions:

$$p(\Gamma^L_c(m)) = \delta_{m \leq m_c} P_p(m) + \delta_{m > m_c} P_f(m),$$

(3.128)

where $m_c$ is the boundary of these two regions, which is defined as

$$\sum_{m \leq m_c} P_p(m) = \sum_{m > m_c} P_f(m) = 1/2.$$  

(3.129)

The region $m \leq m_c$ corresponds to paramagnet region, whereas, the region $m > m_c$ corresponds to ferromagnet region.

Now, around this coexistence point, we assume that the distribution function is written by using a mixing function $a^*(\Gamma)$:

$$p^\Gamma(m) = (1 + a^*(\Gamma))\delta_{m \leq m_c} P_p(m) + (1 - a^*(\Gamma))\delta_{m > m_c} P_f(m).$$

(3.130)

We note that the normalization condition is satisfied thanks to (3.129). The mixing function $a^*(\Gamma)$ is determined by the variational principle (3.113) as follows. From (3.109) and (3.130), we have $\Phi(m)$ in terms of the mixing function $a^*(\Gamma)$:

$$\Phi(m) \propto \sqrt{(1 + a^*(\Gamma))\frac{P_p(m)}{p(m)}\delta_{m \leq m_c}} + \sqrt{(1 - a^*(\Gamma))\frac{P_f(m)}{p(m)}\delta_{m > m_c}}.$$  

(3.131)

We substitute (3.130) and (3.131) into the variational principle (3.113), and maximise it with respect to $a^*(\Gamma)$. The obtained maximiser is the desired mixing function. Since
the calculation is almost the same as the one in the Section 3.2.3, we don’t repeat it.
We only write down the result here.

\[
a^*(\Gamma) = \frac{x \left[ \langle m \rangle_p - \langle m \rangle_f \right]^{-1}}{\sqrt{1 + 4x^2 \left[ \langle m \rangle_p - \langle m \rangle_f \right]^2}} + O(\kappa^{-1}). \tag{3.132}
\]

with \( x = \kappa(\Gamma - \Gamma_c) \).

Once we obtain the distribution function around the coexistence region, the scaling
function of \( m(\Gamma) \), \( \sigma(\Gamma) \) directly follows. Indeed, \( m(\Gamma) \) and \( \sigma(\Gamma) \) are written in terms
of the distribution function as

\[
m(\Gamma) = \frac{\langle m \rangle_p}{2} [1 + a^*(\Gamma)] + \frac{\langle m \rangle_f}{2} [1 - a^*(\Gamma)], \tag{3.133}
\]

\[
\sigma(\Gamma) = L \left\{ \frac{\langle m^2 \rangle_p}{2} [1 + a^*(\Gamma)] + \frac{\langle m^2 \rangle_f}{2} [1 - a^*(\Gamma)] - m(\Gamma)^2 \right\}, \tag{3.134}
\]

where \( \langle \cdot \rangle_p \) and \( \langle \cdot \rangle_f \) are defined as \( \langle g \rangle_p = 2 \sum_{m \leq m_c} P_p(m) g(m) \) and \( \langle g \rangle_f = 2 \sum_{m > m_c} P_f(m) g(m) \), which corresponds to the expected values in the paramagnetic
phase and the ferromagnetic phase, respectively. Then, from the definition of the
scaling functions (3.126) and (3.127), we obtain

\[
\tilde{m}(x) = \frac{1}{2} \left[ \langle m \rangle_p + \langle m \rangle_f - \frac{2x}{\sqrt{1 + 4x^2 \left[ \langle m \rangle_p - \langle m \rangle_f \right]^2}} \right], \tag{3.135}
\]

and

\[
\tilde{\sigma}(x) = \frac{1}{C} \left[ \langle m^2 \rangle_p + \langle m^2 \rangle_f - \frac{2x \left[ \langle m^2 \rangle_p - \langle m^2 \rangle_f \right] \left[ \langle m \rangle_p - \langle m \rangle_f \right]^{-1}}{\sqrt{1 + 4x^2 \left[ \langle m \rangle_p - \langle m \rangle_f \right]^2}} - 2\tilde{m}(x)^2 \right], \tag{3.136}
\]

where \( C \) is

\[
C = \langle m^2 \rangle_p + \langle m^2 \rangle_f - 2\tilde{m}(0)^2. \tag{3.137}
\]

Finally, by taking \( L \to \infty \) limit and noticing

\[
\lim_{L \to \infty} \langle m \rangle_p = \lim_{L \to \infty} \langle m^2 \rangle_p = 0, \tag{3.138}
\]

\[
\lim_{L \to \infty} \langle m \rangle_f = m_{\infty}^{fe}, \tag{3.139}
\]

and

\[
\lim_{L \to \infty} \langle m^2 \rangle_f = (m_{\infty}^{fe})^2, \tag{3.140}
\]
we arrive at

$$\tilde{m}_\infty(x) = \lim_{L \to \infty} \tilde{m}(x) = \frac{1}{2} \left[ m_\infty^{fe} - \frac{2x}{\sqrt{1 + 4x^2(m_\infty^{fe})^{-2}}} \right], \quad (3.141)$$

$$\tilde{\sigma}_\infty(x) = \lim_{L \to \infty} \tilde{\sigma}(x) = \frac{(m_\infty^{fe})^2}{(m_\infty^{fe})^2 + 4x^2}. \quad (3.142)$$

(3.135), (3.136) have the same form as (3.87), (3.88), and also (3.141), (3.142) have the same as (3.89), (3.90). We numerically check (3.135) and (3.136). For fixed finite $L$, we numerically evaluate $\langle m \rangle_p, \langle m^2 \rangle_p, \langle m \rangle_t,$ and $\langle m^2 \rangle_t$. Then, we plot (3.135) and (3.136) in Fig. 3.14. On the same figure, we also plot the scaling function obtained from solving the largest eigenvalue problem (3.105) for each $s$ with the same system size $L$. We can see the good agreement of them. Finally, for seeing the speed of convergence to the infinite-size scaling functions (3.141) and (3.142), we plot them in Fig. 3.14 with yellow lines. We understand that larger system sizes are required for observing the convergences to them.

Application of our method to quantum phase transition — scaling factor and exponentially small gap

Here, to quantum phase transition, we apply our formula for obtaining the width of the coexistence region. Then, we find that the obtained expression is exactly the same as the one derived by Bapst and Semerjian for giving the exponentially small energy gap between the ground state and the first excited state when the quantum phase transition takes place [82].

We first denote the free energy density for the ground state at the transition point $\Gamma^\infty_c$ by $f_{\Gamma^\infty_c}(m)$:

$$f_{\Gamma^\infty_c}(m) = -\lim_{L \to \infty} \frac{1}{L} \log p_{\Gamma^\infty_c}(m). \quad (3.143)$$

Then, by applying our formulation developed in Section 3.2.3, we obtain the same formula as (3.85). That is,

$$\lim_{L \to \infty} \frac{1}{L} \log \kappa = f_{\Gamma^\infty_c}(m_\infty^c), \quad (3.144)$$

where we denote correcting point between two phases in infinite size limit $m_\infty^c$ by

$$m_\infty^c \equiv \lim_{L \to \infty} m_c. \quad (3.145)$$

Next, we determine the free energy. From (3.105), the eigenvalue equation of ground state at $\Gamma = \Gamma^\infty_c$ is

$$-m^p - \Gamma^\infty_c \left[ \frac{1 + m \Phi(m - 2/L)}{2 \Phi(m)} + \frac{1 - m \Phi(m + 2/L)}{2 \Phi(m)} \right] = \frac{E}{L}. \quad (3.146)$$

In this equation, we assume a large deviation principle in the function $\Phi(m)$:

$$\Phi(m) = e^{-(L/2)g(m)}. \quad (3.147)$$
We evaluate the leading term of (3.146), which becomes

\[ -m^p - \Gamma_{c}^{\infty} \left[ \frac{1 + m}{2} e^{\partial g / \partial m} + \frac{1 - m}{2} e^{-\partial g / \partial m} \right] = e_{c}^{\infty}, \]  

(3.148)

with the definition of \( e_{c}^{\infty} \) as \( \lim_{L \to \infty} E/L|_{\Gamma = \Gamma_{c}^{L}} = e_{c}^{\infty} \). There are two solutions of this
differential equation. We denote them by \( g_\pm(m) \). Those are given as

\[
g_\pm(m) = \int_0^m d\tilde{m} \log \left[-\frac{\tilde{m}^p + \varepsilon_c^\infty}{(1 + \tilde{m})\Gamma_c^\infty} \pm \sqrt{\left(\frac{\tilde{m}^p + \varepsilon_c^\infty}{(1 + \tilde{m})\Gamma_c^\infty}\right)^2 - 1}\right]. \tag{3.149}
\]

We also denote the corresponding free energies to \( g_\pm(m) \) by \( f_\pm(m) \), which are given as

\[
f_\pm(m) \equiv g_\pm(m) + \frac{1 + m}{2} \log(1 + m) + \frac{1 - m}{2} \log(1 - m)
= \int_0^m d\tilde{m} \log \left[-\frac{\tilde{m}^p + \varepsilon_c^\infty}{\sqrt{1 - m^2\Gamma_c^\infty}} \pm \sqrt{\left(\frac{\tilde{m}^p + \varepsilon_c^\infty}{\sqrt{1 - m^2\Gamma_c^\infty}}\right)^2 - 1}\right]. \tag{3.150}
\]

The true free energy \( f_{\Gamma_c^\infty}(m) \) is the combination of \( f_+(m) \) and \( f_-(m) \). For constructing it, we recall

\[
f_{\Gamma_c^\infty}(0) = f_{\Gamma_c^\infty}(m_{c0}^\infty) = 0, \tag{3.151}
\]

\[
\left. \frac{\partial f_+(m)}{\partial m} \right|_{m=0} > 0, \tag{3.152}
\]

and

\[
\left. \frac{\partial f_-(m)}{\partial m} \right|_{m=0} < 0. \tag{3.153}
\]

From these relations and an assumption that there is only one connecting point, the free energy \( f_{\Gamma_c^\infty}(m) \) is uniquely determined as

\[
f_{\Gamma_c^\infty}(m) = f_+(m) \quad \text{for} \quad m \leq m_{c}^\infty, \tag{3.154}
\]

and

\[
f_{\Gamma_c^\infty}(m) = f_-(m) + \text{const.} \quad \text{for} \quad m > m_{c}^\infty, \tag{3.155}
\]

where the constant and \( m_{c}^\infty \) is determined from (3.151) and the continuity condition

\[
\lim_{m \to m_{c}^\infty + 0} f_{\Gamma_c^\infty}(m) = \lim_{m \to m_{c}^\infty - 0} f_{\Gamma_c^\infty}(m). \tag{3.156}
\]

From the obtained free energy with the values of the parameters \( \Gamma_c^\infty, \varepsilon_c^\infty \), and \( m_{c0}^\infty \) determined from (3.121), (3.122) and (3.123), one can calculate the gap given by (3.144) in principle. Here, however, we show that the gap can be expressed as a much simpler form with the aide of a relation

\[
f_+(m) = -f_-(m) + \text{const.,} \tag{3.157}
\]

which is confirmed by the direct substitution. Indeed, from this, we obtain

\[
f_+ (m_{c}^\infty) = \frac{1}{2} f_+ (m_{c0}^\infty), \tag{3.158}
\]
which leads to

\[
\lim_{L \to \infty} \frac{1}{L} \log \kappa = \frac{1}{2} f_+ (m_{1e}^\infty) = \int_0^{m_{1e}^\infty} dm \log \left[ -\frac{m^p + e_{c1}^\infty}{\sqrt{1 - m^2 \Gamma_c^\infty}} + \sqrt{\left( \frac{m^p + e_{c1}^\infty}{\sqrt{1 - m^2 \Gamma_c^\infty}} \right)^2 - 1} \right] = \int_0^{m_{1e}^\infty} dm \cosh^{-1} \left( \frac{m^p + e_{c1}^\infty}{\sqrt{1 - m^2 \Gamma_c^\infty}} \right),
\]

(3.159)

where we used a basic mathematical fact that the following equations are equivalent: \( \cosh x = A \) and \( e^x = A \pm \sqrt{A^2 - 1} \). The expression of this formula is equivalent to the one for determining the exponentially small gap between the ground state energy and the first excited energy at the coexistence region derived by Bapst and Semerjian in Ref. [82]. This indicates that the width of the coexistence region and the energy gap are quantitatively equivalent.

### 3.4 Conclusions

In this chapter, we analysed a mean-field FA model. Especially, we focused on the stationary state corresponding to the biased ensemble (Section 2.2.5). Then, we derived an analytical expression of the static free energy at the transition point. The free energy itself had a singularity in the infinite system size limit, from which the domain of the variable of the system was divided into two regions naturally. Furthermore, we proposed a method to obtain an analytical expression of scaling functions around the phase transition point, where the method was an extension of the one by Borgs and Kotecký for equilibrium ferromagnets [74, 75]. For the extension, we combined the variational formula (2.29) with their methods to fill the gap between equilibrium phase transitions and dynamical phase transitions. Finally, by utilising the mathematical fact that dynamical phase transitions and quantum phase transitions are mathematically equivalent, we also derived the same scaling function in the mean-field p-spin model.

As a future problem, we here mention the application of our method to finite dimensional systems. We expect that our basic idea to derive scaling functions should be applied in any dimension. This basic idea is as follows: For a given distribution function at the coexistence region, we define the distribution function around the coexistence region as the sum of each phase (obtained from the distribution function at each coexistence phase) with multiplying each of them by a special coefficient, which is an unknown function of \( s \). Then, these unknown coefficients are determined by the variational principle (2.29). Since the method by Borgs and Kotecký [74, 75] is generally true even for finite dimensional systems, this expectation is quite legitimate. Indeed, soon after the submission of our work, Campostrini and collaborators presented some results independently about scaling functions of quantum first order phase transition for a finite dimensional case [83]. Interestingly, the scaling functions take the form similar to ours. They derived these results based on an approach with a two-level effective model. Yet, the connection between ours and theirs is not clarified.
Further studies are needed. Apart from the scaling functions, it is also interesting to see the modified free energies at the coexistence region in finite dimensional cases. In the case of mean-field model, the modified free energy itself has a singularity, from which the domain is divided into two regions. The next question may be whether there is a similar structure in finite dimensional cases. Since it is difficult to obtain analytical results in finite dimensional cases in general, we will need to rely on some numerical simulations. Furthermore, it will not be a straightforward problem to know which type of free energy (large deviation function) shows interesting behaviour. However, we believe that it is worth to challenge this research, since, if we success in this research, it may be possible to connect quantitatively the dynamical phase transitions with the origin of glassy features such as dynamical heterogeneities.

3.5 Appendix

3.5.1 Derivation of finite-size corrections to modifying free energy $\Delta f_{s_c}^{(1)}(\rho)$ in (3.55) and (3.56)

In this appendix, we derive the finite-size correction $\Delta f_{s_c}^{(1)}(\rho)$ given in (3.55) and (3.56).

For the region $\rho > \rho_L^c$

We first focus on the region $\rho > \rho_L^c$, which corresponds to (3.56). In this region, from the expression of the leading order of the free energy (3.50), we know that $\phi(n)$ doesn’t satisfy any large deviation principle. We thus define $\tilde{\phi}(\rho) = \phi(\rho L)$ and assume the differentiability of it:

$$
\tilde{\phi}(\rho \pm 1/L) = \tilde{\phi}(\rho) \mp \frac{\partial \tilde{\phi}}{\partial \rho} \frac{1}{L} + O(1/L^2).
$$

(3.160)

By using this scaling property, we rewrite the left-hand side of (3.43). The result is

$$
\tilde{\phi}(\rho) \{ -s_c \rho [c + (1 - 2c)\rho] + c \} + \frac{\partial \tilde{\phi}(\rho)}{\partial \rho} (c - \rho) + O(1/L^2) = 0,
$$

(3.161)

where we defined $s_c \equiv sL$. By solving this differential equation, we obtain the modifying free energy with finite-size correction, which we denote by $-2 \log \tilde{\phi}$, as follows:

$$
-2 \log \tilde{\phi}(\rho)
= -2 \left[ s_c \rho (2c - 1) - \log \rho + (s_c 2c(1 - c) + 1) \log |c - \rho| \right] + \text{const.},
$$

(3.162)

where we used a relation $s_c = 1/(2c(1 - c)) + O(1/L)$ from the second to the third line. Since the leading term to the modifying free energy is constant as shown in
(3.5), we arrive at

\[ \Delta f_{sc}^{(1)}(\rho) = -2 \left( \frac{\rho (2c - 1)}{2c(1 - c)} \log \rho \right) + \text{const.} \quad (3.163) \]

for \( \rho > \rho_c^L \), which corresponds to (3.56).

For the region \( \rho \leq \rho_c^L \)

Next, we focus on the region \( \rho \leq \rho_c^L \), which corresponds to (3.55). In this region, \( \phi(n) \) satisfies a large deviation principle. We thus directly substitute the definition (3.54) with the aide of the result of the leading order give by (3.49) into the eigenvalue equation (3.43). In the calculation, we evaluate \( \phi(n + 1)/\phi(n) \) as

\[ \frac{\phi(n + 1)}{\phi(n)} = e^{\partial f_e/\partial \rho + \frac{1}{2}(2L)\partial^2 f_e/\partial \rho^2 - \frac{1}{12}(2L)\partial \Delta f_e^{(1)}/\partial \rho} \]

\[ = \frac{1 - c}{c(1 - \rho)} e^{(1/(2L\rho(1-\rho)))} e^{-1/(2L)\partial \Delta f_e^{(1)}/\partial \rho}. \]

By using this expression in (3.43), we arrive at a differential equation

\[ \frac{\partial \Delta f_{sc}^{(1)}(\rho)}{\partial \rho} = 2 \frac{c - 1}{\rho} + \frac{(1 - c)\rho + c(1 - \rho)}{-c} \left[ \frac{1}{2\rho(1 - \rho)} - \frac{1}{2c(1 - c)} \right] \]

\[ = -\frac{1}{\rho} + \frac{1}{1 - \rho} - \frac{2}{c - \rho} - \frac{1 - 2c}{c(1 - c)}, \quad (3.164) \]

which leads to

\[ \Delta f_{sc}^{(1)}(\rho) = -\log \frac{\rho(1 - \rho)}{(c - \rho)^2} - \frac{\rho(1 - 2c)}{c(1 - c)} + \text{const.} \quad (3.165) \]

This corresponds to (3.55).

### 3.5.2 Derivation of \( a^*(s) \) given in (3.77)

Here, we derive the expression \( a^*(s) \) given as (3.77) by solving (3.74).

In order to evaluate the variational function \( \Psi(a) \) given in (3.75), we divide the domain of the summation in (3.75) into three parts:

(i). \( n < n_c \)

\[ \Psi_<(a) \equiv \frac{1}{1-L} \sum_{n<n_c} P^*(n) [\bar{r}(n) - r(n)], \quad (3.166) \]

(ii). \( n > n_c + 1 \)

\[ \Psi_>(a) \equiv \frac{1}{1-L} \sum_{n>n_c} P^*(n) [\bar{r}(n) - r(n)], \quad (3.167) \]
(iii). $n \equiv n_c, n_c + 1$

$$\Psi_\pm(a) \equiv (1/L) \sum_{n=n_c, n_c+1} P^s(n) [\tilde{r}(n) - r(n)]. \quad (3.168)$$

The dependence of $a$ in (i) and (ii) is linear because $\tilde{r}(n)$ is an independent function of $a$. For these parts, we define two constants $\Omega_<$ and $\Omega_>$ that don’t depend on $a$:

$$\Omega_< = \frac{1}{2L} \langle \tilde{r}_i e^{-s} - r \rangle_i, \quad (3.169)$$

$$\Omega_> = \frac{1}{2L} \langle \tilde{r}_a e^{-s} - r \rangle_a, \quad (3.170)$$

where $\tilde{r}_i, a(n)$ is defined as

$$\tilde{r}_i, a(n) = n \left(1 - \frac{n}{L}\right) e^{-Lf_i,n(n+1)/L/2} + n(1 - c) \left(\frac{n}{L} - 1\right) e^{-Lf_i,n(n+1)/L/2}.$$

By using these constants, $\Psi_<(a)$ and $\Psi_>(a)$ are written as

$$\Psi_<(a) = (1 + a)\Omega_<, \quad (3.172)$$

$$\Psi_>(a) = (1 - a)\Omega_>. \quad (3.173)$$

On the other hand, the dependence of $a$ in (iii) is more complicated. We first write down $\Psi_\pm(a)$ as

$$\Psi_\pm(a) = \frac{n_c}{L} e^{-(1 - n_c/L) \phi(n_c + 1)/\phi(n_c)} P^s(n_c) e^{-s}$$

$$+ \frac{(n_c + 1)}{L} (1 - c) \frac{n_c}{L} \phi(n_c) \frac{\phi(n_c)}{\phi(n_c + 1)} P^s(n_c + 1) e^{-s} + \cdots, \quad (3.174)$$

where $\cdots$ represents the terms that are proportional to $a$. Since this linear dependence of $a$ is exponentially smaller than the one in $\Psi_<(a)$ and $\Psi_>(a)$, we omit this part hereafter. Next, with a relation between $P^s(n)$ and $\phi(n)$

$$P^s(n + 1) \frac{\phi(n)}{\phi(n + 1)} = P^s(n) \frac{\phi(n + 1) P_{eq}(n + 1)}{\phi(n) P_{eq}(n)}, \quad (3.175)$$

we find that the first term and the second term in the right hand side of (3.174) are equal. Also, by recalling $a$ dependence of $P^s(n)$ and $\phi(n)$, we find that this term is proportional to $\sqrt{1 - a^2}$. Thus, by defining the coefficient of it, $\Omega_\pm(a)$, as

$$\Omega_\pm \equiv 2 \frac{n_c}{L} e^{-(1 - n_c/L) P_i(n_c) P_{eq}(n_c + 1) e^{-Lf_i,n_c(n+1)/L/2} e^{-s}}, \quad (3.176)$$

we arrive at

$$\Psi_\pm(a) = \sqrt{1 - a^2 \Omega_\pm}. \quad (3.177)$$
The non-linear dependence in $\Psi_\pm(a)$ is important. Even though $\Psi_\pm(a)$ is exponentially small compared with the other parts $\Psi_>(a)$, $\Psi_<(a)$, due to the non-linear dependence, we need to consider this term. As seen in the main text, this smallness of $\Psi_\pm(a)$ is the origin of the exponentially small width of the coexistence region.

From (3.172), (3.172), and (3.177), we obtain

$$\Psi(a) = \Omega_\langle + \Omega_\rangle + a(\Omega_\langle - \Omega_\rangle) + \sqrt{1 - a^2}\Omega_\mp.$$  \hspace{1cm} (3.178)

By maximising $\Psi(a)$ with respect to $a$, we finally obtain the expression of $a^*(s)$ as

$$a^*(s) = \frac{A}{\sqrt{1 + A^2}}.$$  \hspace{1cm} (3.179)

with

$$A = (\Omega_\langle - \Omega_\rangle)/\Omega_\mp.$$  \hspace{1cm} (3.180)

This is (3.77).

3.5.3 Analytical expressions of the scaling functions for $\partial G(s)/\partial s$ and $\partial^2 G(s)/\partial s^2$

Here, we derive the scaling function for $\partial G(s)/\partial s$ and $\partial^2 G(s)/\partial s^2$.

We first recall the relation between $\partial G(s)/\partial s$ and the expected values of $\rho = n/L$.

As already introduced in section 3.2.1, we have

$$-\frac{\partial G(s)}{\partial s} = \sum_n \sum_{n'} P^s(n)w(n \rightarrow n') = \sum_n P^s(n)\lambda(n)$$  \hspace{1cm} (3.181)

$$= \rho(s)(Lc + c - 1) + \rho(s)^2L(1 - 2c) + (1 - 2c)\chi(s).$$

Then, by substituting these $\rho(s)$ and $\chi(s)$ by the one in (3.70) and (3.71), changing the variables to $x$, and using (3.77) and (3.86), we rewrite it as

$$-\frac{\partial G(s)}{\partial s} \bigg|_{s=s_c+\kappa^{-1}x} = \frac{1}{2} [\langle \rho \rangle_i + \langle \rho \rangle_a](Lc + c - 1) + \frac{1 - 2c}{2}L \left[ \langle \rho^2 \rangle_i + \langle \rho^2 \rangle_a \right]$$

$$+ \frac{2x [\langle \rho_a \rangle - \langle \rho \rangle_a]^{-1}}{\sqrt{1 + 4x^2 [\langle \rho_a \rangle - \langle \rho \rangle_a]^{-2}}} \left[ \frac{1}{2} [\langle \rho \rangle_i - \langle \rho \rangle_a](Lc + c - 1) + \frac{1 - 2c}{2}L \left[ \langle \rho^2 \rangle_i - \langle \rho^2 \rangle_a \right] \right].$$

Then, by taking $L \rightarrow \infty$, we arrive at

$$-\lim_{L \rightarrow \infty} \frac{1}{L} \frac{\partial G(s)}{\partial s} \bigg|_{s=s_c+\kappa^{-1}x} = c^2(1 - c) \left[ 1 - \frac{2xc^{-1}}{\sqrt{1 + 4x^2c^{-2}}} \right].$$  \hspace{1cm} (3.182)

Since the expression of $\partial G(s)/\partial s$ is determined, we can obtain $\partial^2 G(s)/\partial s^2$ just by taking the derivative of it. By noticing that $\partial^2 G(s)/\partial s^2$ is not directly connected
to the equilibrium distribution function $P^s(n)$ from the definition, this property is suggestive. We thus obtain
\[
\lim_{L\to\infty} \frac{1}{L\kappa} \frac{\partial^2 \tilde{\psi}(s)}{\partial s^2} \bigg|_{s=s_c+\kappa^{-1}x} = 2c(1-c) \frac{1}{(1 + 4x^2e^{-2})^{3/2}}.
\] (3.183)

### 3.5.4 Variational principle to determine the ground state energy in quantum systems

Here, we show that the variational principle (3.21) that gives the cumulant generating function, when the system satisfies detailed balance condition, is reduced to the one for determining the ground energy in quantum systems. The key is a symmetrisation of the matrix $L^s_{n',n}$ in the largest eigenvalue problem (3.20). Thanks to the detailed balance condition, such a symmetrisation is possible. For symmetric matrices, a variational principle for determining the largest (or lowest) eigenvalue problem is well known in quantum mechanics. We apply this variational principle to the system, and show that this formula and (3.21) is equivalent.

The detailed balance condition is given as (3.7). By using this condition, we rewrite $L^s_{n',n}$ as
\[
L^s_{n',n} = w(n \to n')e^{-s} - \delta_{n,n'}\lambda(n)
= P_{eq}(n')w(n' \to n)P_{eq}(n)^{-1}e^{-s} - \delta_{n,n'}\lambda(n)
= P_{eq}(n')^{1/2} \left[ P_{eq}(n')^{1/2}w(n' \to n)P_{eq}(n)^{-1/2}e^{-s} - \delta_{n,n'}\lambda(n) \right] P_{eq}(n)^{-1/2}
= P_{eq}(n')^{1/2} \tilde{L}^s_{n',n} P_{eq}(n)^{-1/2},
\] (3.184)
where we defined
\[
\tilde{L}^s_{n',n} = P_{eq}(n')^{1/2}w(n' \to n)P_{eq}(n)^{-1/2}e^{-s} - \delta_{n,n'}\lambda(n).
\] (3.185)

Here, we note that the matrix $\tilde{L}^s_{n',n}$ is symmetric. Indeed, by using detailed balance condition, we have
\[
\tilde{L}^s_{n',n} = P_{eq}(n')^{1/2}w(n' \to n)P_{eq}(n)^{-1/2}e^{-s} - \delta_{n,n'}\lambda(n)
= P_{eq}(n')^{1/2} \left[ P_{eq}(n)w(n \to n')P_{eq}(n')^{-1} \right] P_{eq}(n)^{-1/2}e^{-s} - \delta_{n,n'}\lambda(n)
= P_{eq}(n)^{1/2}w(n \to n')P_{eq}(n')^{-1/2}e^{-s} - \delta_{n',n}\lambda(n)
= \tilde{L}^s_{n,n'}.
\] (3.186)

Then, we recall a variational principle for symmetric matrices, which is well-known in quantum physics. By applying it to $\tilde{L}^s_{n',n}$, we have
\[
E = \max_{\Phi^0 > 0} \frac{\sum_{n,n'} \Phi^0(n') \tilde{L}^s_{n',n} \Phi^0(n)}{\sum_n \Phi^0(n)^2},
\] (3.187)
where \( E \) is the largest eigenvalue of \( \tilde{L}^s_{n,n'} \). In this variational principle, by introducing a variational function \( \Delta \bar{F}(n) \) by a relation

\[
\Phi^0(n)^2 = P_{eq}(n)e^{-\Delta \bar{F}(n)},
\]

we change the variational parameter from \( \Phi^0(n) \) to \( \Delta \bar{F}(n) \). The variational functional is also rewritten as follows

\[
\frac{\sum_{n,n'} \Phi^0(n') \tilde{L}^s_{n',n} \Phi^0(n)}{\sum_n \Phi^0(n)^2} = \frac{\sum_{n,n'} \Phi^0(n') P_{eq}(n')^{-1/2} L^s_{n',n} P_{eq}(n)^{1/2} \Phi^0(n)}{\sum_n \Phi^0(n)^2} = \frac{\sum_{n,n'} e^{-\Delta \bar{F}(n')/2} L^s_{n',n} P_{eq}(n)e^{-\Delta \bar{F}(n)/2}}{\sum_n P_{eq}(n)e^{-\Delta \bar{F}(n)}} = \sum_n \frac{P_{eq}(n)e^{-\Delta \bar{F}(n)}}{\sum_{n'} P_{eq}(n') e^{-\Delta \bar{F}(n')}} \sum_{n'} e^{-\Delta \bar{F}(n')/2} L^s_{n',n} e^{\Delta \bar{F}(n)/2}.
\]

Thus, by introducing \( \tilde{P}(n) \) as

\[
\tilde{P}(n) = \frac{P_{eq}(n)e^{-\Delta \bar{F}(n)}}{\sum_{n'} P_{eq}(n')e^{-\Delta \bar{F}(n')}};
\]

and by using the explicit expression of the transition rate \( w(n \rightarrow n') \) in the variational functional, we arrive at

\[
\frac{\sum_{n,n'} \Phi^0(n') \tilde{L}^s_{n',n} \Phi^0(n)}{\sum_n \Phi^0(n)^2} = \sum_n \tilde{P}(n) \left[ \tilde{\lambda}(n) - \lambda(n) \right],
\]

where \( \tilde{\lambda}(n) \) is defined as (3.23). This functional is exactly the same expression as the variational functional in (3.21). Therefore, by combining it with (3.187) and noticing the fact that the largest eigenvalue of \( L^s_{n',n} \) and \( \tilde{L}^s_{n',n} \) are the same, we obtain (3.21).
Chapter 4
van Zon-Cohen singularity and negative inverse temperature

4.1 Introduction

A symmetry property of the fluctuation of entropy production was found in 1993. This property was called the fluctuation theorem [25], which took the form of the extension of the linear response theory, as well as the well-known second law of thermodynamics [6, 7, 8, 9, 10]. The property included the higher order fluctuation, so that the experimental verification of the theorem required small size systems described by Stochastic thermodynamics [63]. Wang et al were the first group that verified the fluctuation theorem in a real experiment in 2001 [64]. For this experiment, a Brownian particle dragged by an optical tweezer was studied, and the fluctuation theorem, for the work done by the tweezer, was confirmed. See also Ref. [65] for the detailed analysis of the system that they studied.

When we consider the higher order fluctuation of heat or work, the relationship between these two fundamental quantities are no more trivial. For the expectation value of these quantities are equivalent (in reverse sign). This is the first law of thermodynamics. However, we can no longer rely on this law for higher order moments. In the case of the Brownian particle dragged by an optical tweezer, this relation was explicitly studied by van Zon and Cohen [60, 61]. In this case, the heat corresponded to the energy that was dissipated by the particle. In one hand, they derived the fluctuation theorem for the work, but on the other hand, they derived another fluctuation theorem for the heat. This new fluctuation theorem took a new form that had not been known, and they called this property, an extended fluctuation theorem. After this discovery, several studies to clarify this new symmetry have been done. See Refs. [66, 67, 68, 69, 70, 71, 72, 73], for example.

For explaining the extended fluctuation theorem, we here consider a cumulant generating function,

\[ G(h) = \frac{1}{t} \log \left\langle e^{hQ(t)} \right\rangle, \tag{4.1} \]

and a biased distribution function,

\[ P_h(x, t) = e^{-tG(h)} \left\langle \delta(x(t) - x)e^{hQ(t)} \right\rangle, \tag{4.2} \]
where $x(t)$ is the position of the particle at time $t$, $Q(t)$ is the accumulated heat from
 time $t = 0$ to $t = t$, and the parameter $h$ is a biasing field. Here, $P_h(x, t)$ is the
 expectation value of $\delta(x(t) - x)$ with respect to the path probability density biased by
 an exponential factor $e^{hQ(t) - tG(h)}$. It means that $P_h(x, t)$ is the distribution function
 of $x(t)$ in the exponentially biased ensemble introduced as (2.11). We also mention
 that the rare trajectories characterised by large deviation principle of $Q(t)$ has larger
 weight in this biased ensemble for $h > 0$, and smaller weight for $h < 0$. As reported
 in the original papers [60, 61], the extended fluctuation theorem appears with a
 singularity of the cumulative generating function $G(h)$. More precisely, $G(h)$ becomes
 singular, when we set $|h|$ to be a value larger than a special value $h_c$. Here in this
 chapter, we call this singularity a van Zon-Cohen singularity.

 van Zon-Cohen singularity is related to rare trajectories, since this singularity
 emerges when the biasing field is larger than $h_c$. However, the relationship between
 this singularity and the behavior of the particle in rare trajectories is not clarified yet.
 Recently, the significance of fluctuation in non equilibrium physics has been recognized,
 as explained in the introduction of this thesis. Thus, it is important to study
 this singularity with a systematic method and clarify the relationship between them,
 and furthermore, to seek for the same kind of singularity for the other quantities than
 heat. In this chapter, we tackle this problem.

 We consider a Brownian particle on a moving periodic potential. The model is the
 over-damped version of the one studied by Lebowitz and Spohn [10]. We systematically
 analyse this system by using a boundary layer analysis, and then we calculate
 the cumulative generating function and the corresponding biased ensemble of heat and
 work. We find that the biased distribution function becomes a canonical distribution
 function in which the inverse temperature is modified by $h$, when the period and the
 depth of the potential are both large. Then, since the inverse temperature is modified
 by the parameter, when $|h| > h_c$, the inverse temperature becomes negative and the
 two limiting operations, which are the trapping particle limit and the large observation
 time limit, become non-interchangeable. This non-interchangeability corresponds to
 the van Zon-Cohen singularity. Furthermore, by checking the conditional distribution
 function given $Q(t)/t = q$, we see that how hard to observe the trajectories causing
 the singularity is. These discussions indicate that the similar kind of singularities may
 exist in the other quantities.

 The organization of this chapter is the following. In Section 4.2, we define the model
 we study and have a brief introduction of the biased process. In Section 4.3 and 4.4,
 we explain our main results and then, we derive them. Finally, we make concluding
 remarks in Section 4.5. The Boltzmann constant $k_B$ is set to be 1 throughout this
 chapter.

 4.2 Set up

 4.2.1 Model

 A one-dimensional Brownian particle is considered. We denote the temperature
 of the solvent by $T$ and the position of the particle by $x(t) \in \mathbb{R}$. We exert a force
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\[ -\frac{\partial U(x)}{\partial x} \]
on the particle, where \( U(x) \) is a periodic potential. The period of the potential is denoted by \( 2L \), which means that \( U(x) \) satisfies

\[ U(x) = U(x + 2nL) \]

for \( n = \pm 1, \pm 2, \cdots \). Then, we move the potential toward the negative direction of \( x \) with a constant velocity \( v \). We mention that adding force in this manner in real experiments is possible, using an optical tweezer [84]. In this setting, the motion of the particle is described by the Langevin equation

\[ \dot{x}(t) = -\frac{1}{\gamma} \frac{\partial}{\partial y} U(y) \bigg|_{y=x(t)+vt} + \sqrt{\frac{2T}{\gamma}} \xi(t), \]

where \( \gamma \) is a friction constant, and \( \xi(t) \) is the Gaussian white noise satisfying \( \langle \xi(t) \rangle = 0 \) and \( \langle \xi(t) \xi(s) \rangle = \delta(t-s) \).

For making the analysis easier, we define a new variable \( y(t) \) as the position of the particle measured by the reference frame, which is moving with the periodic potential. In other words, \( y(t) \) is defined as

\[ y(t) \equiv x(t) + vt - 2nL, \]

where \( n \) is an integer determined by

\[ -L \leq x(t) + vt - 2nL < L, \]

Here, we note that \( y(t) \) is confined to \([ -L, L ) \). We also have the Langevin equation for \( y(t) \), which is obtained from (4.4). That is written as

\[ \dot{y}(t) = -\frac{1}{\gamma} \frac{\partial}{\partial y} U(y(t)) + v + \sqrt{\frac{2T}{\gamma}} \xi(t). \]

Recently, this type of systems has been used for experimental tests of several nonequilibrium relations [85, 86, 87].

Then, we specify the condition of the potential that we study. Since we consider the trapped particle limit, we consider \( U(x) \) satisfying the condition

\[ \lim_{L \to \infty} \frac{\partial U(y)}{\partial y} \bigg|_{y=YL} = \infty \]

for \( 0 < |Y| \leq 1 \). For example, the harmonic potential

\[ U_{\text{harmo}}(x) = \frac{1}{2} k(x - 2nL)^2 \]

and the quartic potential

\[ U_{\text{quart}}(x) = \frac{1}{4} k_4(x - 2nL)^4, \]

with an integer \( n \) determined by

\[ -L \leq x - 2nL < L, \]
satisfy this condition (4.7). However, we mention that the linear potential
\[ U_{\text{linear}}(x) = k_1 |x - 2nL| \]  
(4.11)
does not satisfy the condition (4.7). We show the numerical example of the harmonic potential (4.8) in Fig. 4.1.

![Graph](image)

Fig. 4.1 The harmonic potential (4.8) with \( k = 2 \) and \( L = 1 \). This is an example of the potential that satisfies the condition (4.7).

Next, we specify the quantity we consider. The work \( W(t) \) done by the periodic potential and the heat \( Q(t) \) dissipated by the particle are considered. They are calculated from a particle trajectory as follows: Since the periodic potential exerts the force \(-\partial U(y)/\partial y|_{y=x(t)+vt}\) on the particle and it moves with the constant velocity \(-v\), \( \dot{W}(t) \) is calculated as
\[ \dot{W}(t) = (-v) \left[ -\frac{\partial}{\partial y} U(y) \right]_{y=x(t)+vt}. \]  
(4.12)
Also, according to Sekimoto’s argument [63], the rate of the heat dissipation \( \dot{Q}(t) \) is evaluated as
\[ \dot{Q}(t) = \dot{x} \circ \left[ \gamma \dot{x} - \sqrt{2\gamma T} \xi(t) \right], \]  
(4.13)
where the multiplication \( \circ \) represents the Stratonovich interpretation [32]. We note that the first law of thermodynamics is satisfied:
\[ \int_{t_1}^{t_2} dt \left( \dot{W}(t) - \dot{Q}(t) \right) = U(x(t_2) + vt_2) - U(x(t_1) + vt_1), \]  
(4.14)
and that these \( \dot{Q}(t) \) and \( \dot{W}(t) \) can be expressed as the function of \( y(t) \),
\[ \dot{W}(t) = v \frac{\partial}{\partial y} U(y(t)), \]  
(4.15)
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\[ \dot{Q}(t) = \frac{1}{\gamma} \left( \frac{\partial U(y)}{\partial y} \right)^2 - \sqrt{\frac{2T}{\gamma}} \frac{\partial U(y)}{\partial y} \circ \xi(t). \] \quad (4.16)

The expectation value with respect to the realisation of the noise \((\xi(s))_{s=0}^\infty\) with an initial distribution function \(p(y_0) = \langle \delta(y(0) - y_0) \rangle_p\) is denoted by \(\langle \cdot \rangle_p\). With this notation, we define a joint distribution function \(P(y_0, y, t|p)\) as

\[ P(y_0, y, t|p) = \langle \delta(y(0) - y_0)\delta(y(t) - y) \rangle_p. \] \quad (4.17)

4.2.2 Biased process and cumulant generating functions

Here, we briefly introduce a biased process. For the detailed introduction, see the subsection 2.2 in this thesis. We denote by \(f(t)\) a function of time, which depends on the trajectory of the particle \((y(s))_{s=0}^\infty\). We define the expectation value of \(f(t)\) with respect to a biased process as

\[ \langle f(t) \rangle_{p, h_w, h_q} \equiv e^{-tG(h_w, h_q, t|p)} \left\langle f(t) e^{W(t) h_w + Q(t) h_q} \right\rangle_p, \] \quad (4.18)

where \(G(h_w, h_q, t|p)\) is a cumulant generating function

\[ G(h_w, h_q, t|p) = \frac{1}{t} \log \left\langle e^{W(t) h_w + Q(t) h_q} \right\rangle_p. \] \quad (4.19)

The cumulant generating function corresponds to a thermodynamic free energy in terms of thermodynamic formalism [4]. The two parameters \(h_w\) and \(h_q\) are called biasing fields. The biased expectation value \(\langle f(t) \rangle_{p, h_w, h_q}\) becomes back to the original expectation value \(\langle f(t) \rangle_p\) when we set \(h_w = h_q = 0\), and also the cumulant generating function \(G(h_w, h_q, t|p)\) becomes 0 in the same setting \(h_w = h_q = 0\). Finally with (4.18), we define a biased joint distribution function as

\[ P_{h_w, h_q}(y_0, y, t|p) = \langle \delta(y(t) - y)\delta(y(0) - y_0) \rangle_{p, h_w, h_q}. \] \quad (4.20)

Next, we define two functions that help us to analyse the asymptotic behavior of \(G(h_w, h_q, t|p)\) in \(t \to \infty\). The first one is the limiting value of \(G(h_w, h_q, t|p)\) in \(t \to \infty\),

\[ G_{\text{scaled}}(h_w, h_q) = \lim_{t \to \infty} G(h_w, h_q, t|p), \quad (4.21) \]

which is called a scaled cumulant generating function [3]. The second function is the one representing the deviation of \(G(h_w, h_q, t|p)\) from that limiting value,

\[ H_{\text{ex}}(h_w, h_q|p) = \lim_{t \to \infty} t \left[ G(h_w, h_q, t|p) - G_{\text{scaled}}(h_w, h_q) \right], \] \quad (4.22)

which is called an excess quantity of the cumulant generating function. We note that this excess cumulant generating function was used for the calculation of an excess heat in Ref. [88]. We also note that we explicitly indicated the initial distribution function dependence in (4.22) as \(p\), because the excess cumulant generating function
depends on it in general. By using these two functions, we can express $G(h_w, h_q, t|p)$ as
\[ G(h_w, h_q, t|p) \simeq G_{\text{scaled}}(h_w, h_q) + \frac{1}{t} H_{\text{ex}}(h_w, h_q|p). \] (4.23)

We mention that the difference of the left-hand side and the right-hand side of (4.23) is $O(e^{-at})$, where $a$ is a positive constant, as shown (4.67) below.

### 4.2.3 Biased distribution function and conditional distribution function

Here, let us show a useful relationship between the biased distribution function and a conditional distribution function for a fixed heat.

A joint distribution function of $y(0), y(t),$ and $Q(t)/t$, which is defined by
\[ P(y_0, y, q, t|p) \equiv \langle \delta(y(0) - y_0)\delta(y(t) - y)\delta(Q(t)/t - q)|p \rangle, \] (4.24)
is considered. We use this definition in the right-hand side of (4.20). Then, we obtain
\[ \log P_{0, h_q}(y_0, y, t|p) + tG(0, h_q, t|p) = \log \int dq P(y_0, y, q, t|p)e^{tqh_q}. \] (4.25)

Next, we introduce a function $I(y_0, y, q, t|p)$, which corresponds to a large deviation function in $t \to \infty$ limit, as
\[ I(y_0, y, q, t|p) \equiv -\frac{1}{t} \log P(y_0, y, q, t|p). \] (4.26)

Since the large deviation principle is satisfied, we assume the following asymptotic form for $I(y_0, y, q, t|p)$,
\[ I(y_0, y, q, t|p) = I_0(q) + \frac{1}{t} I_1(y_0, y, q|p) + o(1/t) \] (4.27)
for large $t$. Here, $I_0(q)$ is the large deviation function of $Q(t)/t$. We evaluate the right-hand side of (4.25) by using this asymptotic form, with a saddle point method. We then obtain
\[ t \max_q [h_q q - I_0(q)] - I_1(y_0, y, q^*|p) + \frac{1}{1/t} o(1/t), \] (4.28)
where $q^*$ is defined as
\[ q^* \equiv \arg\max_q [h_q q - I_0(q)]. \] (4.29)

From (4.23), (4.25) and (4.28), the scaled cumulant generating function $G_{\text{scaled}}(0, h_q)$ and the excess cumulant generating function $H_{\text{ex}}(0, h_q|p)$ are connected with these quantities,
\[ G_{\text{scaled}}(0, h_q) = \max_q [h_q q - I_0(q)], \] (4.30)
and
\[
\log P_{0,h_q}(y_0, y, t|p) + H_{\text{ex}}(0, h_q|p) = -I_1(y_0, y, q^*|p) + \frac{1}{1/t} o(1/t). \tag{4.31}
\]

Here, we note that (4.30) is a well-known relation between a large deviation function and a scaled cumulant generating function [2, 3]. Finally, by combining (4.31) with (4.27) and using the normalization condition for \( P_{0,h_q}(y_0, y, t|p) \), we arrive at
\[
P_{0,h_q}(y_0, y, t|p) = \frac{P(y_0, y, q^*, t|p)}{P(q^*, t|p)} + \frac{1}{1/t} o(1/t), \tag{4.32}
\]

where \( P(q^*, t|p) \) is a normalization constant defined by
\[
P(q^*, t|p) = \int_{y_0}^{y} dy P(y_0, y, q^*, t|p). \tag{4.33}
\]

This equation means that the biased distribution function is equivalent to the conditional distribution function of \( y(0) \) and \( y(t) \) for given \( Q(t)/t = q^* \).

4.3 Results

In this section, we explain our results. The derivation of them will be developed in the following section.

The stationary distribution function of \( y \) is denoted by \( p_{\text{st}}^{U,v,\beta}(y) \), where the superscripts \( U, v \) and \( \beta \) indicate the shape of the periodic potential, the velocity of the moving potential, and the inverse temperature of the solvent, respectively. We then define a canonical distribution function \( p_{\text{can}}^{U,v,\beta}(y) \) as
\[
p_{\text{can}}^{U,v,\beta}(y) = \frac{1}{Z(v, \beta)} e^{-\beta U(y) + \gamma v \beta y}, \tag{4.34}
\]
where \( Z(v, \beta) \) is a normalization constant determined by
\[
Z(v, \beta) = \int_{-L}^{L} dy e^{-\beta U(y) + \gamma v \beta y}. \tag{4.35}
\]

The first result is about the convergence of the distribution function of \( y \) to this canonical distribution function in \( L \to \infty \). More precisely, this statement is formulated as
\[
p_{\text{st}}^{U,v,\beta}(y) \sim p_{\text{can}}^{U,v,\beta}(y) \tag{4.36}
\]
for \( y = YL \) with \( Y \in \{ Y : -1 < Y < 1 \} \), where the definition of the symbol \( \sim \) is the following: For given two functions \( A(Y) \) and \( B(Y) \), where both of them depend on \( L \), we define \( A(Y) \sim B(Y) \) for \(-1 < Y < 1\) as \( \lim_{L \to \infty} (1/L) \log[A(Y)/B(Y)] = 0 \) for a given \( Y \in \{ Y : -1 < Y < 1 \} \) fixed. We use this symbol \( \sim \) throughout this chapter.
The second result is about the asymptotic form of the scaled cumulant generating function $G_{\text{scaled}}(h_w, h_q)$. This function always converges to a quadratic function in $L \to \infty$ limit,

$$
\lim_{L \to \infty} G_{\text{scaled}}(h_w, h_q) = \gamma v^2 (h_w + h_q) + T \gamma v^2 (h_w + h_q)^2.
$$

(4.37)

Here, we stress that this result is always true whenever the periodic potential satisfies the condition (4.7). We also mention that, from (4.23) and this relation,

$$
\lim_{L \to \infty} \lim_{t \to \infty} G(h_w, h_q, t|p) = \gamma v^2 (h_w + h_q) + T \gamma v^2 (h_w + h_q)^2
$$

(4.38)

is satisfied for any $h_w$ and $h_q$.

The system that we now consider was analyzed by Lebowitz and Spohn in Ref [10]. They proved the fluctuation theorem of the work and the heat in this system. The theorem was written as

$$
G_{\text{scaled}}(h_w, h_q) = G_{\text{scaled}}(-h_w, -\beta - h_q)|_{v \to -v},
$$

(4.39)

where $|v \to -v$ means that the sign of $v$ is reversed. We will re-derive (4.39) in Section 4.4 for the sake of completeness. From (4.39),

$$
\lim_{L \to \infty} \lim_{t \to \infty} G(h_w, h_q, t|p) = \lim_{L \to \infty} \lim_{t \to \infty} G(-h_w, -\beta - h_q, t|p)|_{v \to -v}
$$

(4.40)

is obtained. We note that this equality is consistent with the expression (4.38), which can be checked by a direct substitution.

From now on, we set the initial distribution function $p(y)$ to be the stationary distribution function $p_{\text{st}}^{U, v', \beta'}(y)$, where $\beta'(>0)$ and $v'$ represent an inverse temperature and a velocity in a different system from the original one ($\beta, v$). The third result is about the asymptotic behavior of the biased joint distribution function $P_{h_w, h_q}(y_0, y, t|p_{\text{st}}^{U, v', \beta'})$, when both of $t$ and $L$ are large. The initial part (about $y_0$) and the final part (about $y$) become independent, and the both parts take the canonical distribution function form with different temperatures and velocities:

$$
P_{h_w, h_q}(y_0, y, t|p_{\text{st}}^{U, v', \beta'}) \sim p_{\text{can}}^{U, v_i, \beta_i}(y_0)p_{\text{can}}^{U, v_f, \beta_f}(y) + O(e^{-at})
$$

(4.41)

for $y_0 = Y_0L$, $y = YL$ ($-1 < Y_0, Y < 1$) with

$$
\beta_i = \beta' - h_q,
$$

(4.42)

$$
v_i = \frac{v'\beta' + v(h_q + h_w)}{\beta' - h_q},
$$

(4.43)

$$
\beta_f = \beta + h_q,
$$

(4.44)

$$
v_f = \frac{v(\beta + h_q + h_w)}{\beta + h_q}.
$$

(4.45)
From these canonical distribution forms, we find that the inverse temperatures in the initial and the final time can take negative values. Then below, we show that the excess cumulant generating function has different asymptotic behaviors in $L \to \infty$, depending on the sign of this inverse temperature. This is the fourth result: For large $L$, the excess cumulant generating function $H_{ex}(h_w, h_q|p_{st}^{U,v',\beta'})$ satisfies

$$H_{ex}(h_w, h_q|p_{st}^{U,v',\beta'}) = O(U(L)) \quad (4.46)$$

for $\beta_i < 0$ or $\beta_f < 0$, and

$$H_{ex}(h_w, h_q|p_{st}^{U,v',\beta'}) = O(1) \quad (4.47)$$

for $\beta_i > 0$ and $\beta_f > 0$. Therefore, from (4.23) and these relations, we find

$$\lim_{t \to 1} \lim_{L \to \infty} G(h_w, h_q, t|p) = \infty \quad (4.48)$$

for $\beta_i < 0$ or $\beta_f < 0$, and

$$\lim_{t \to 1} \lim_{L \to \infty} G(h_w, h_q, t|p) = \lim_{L \to \infty} \lim_{t \to 1} G(h_w, h_q, t|p) \quad (4.49)$$

for $\beta_i > 0$ and $\beta_f > 0$. (4.49) means the following things: When $\beta_i$ and $\beta_f$ are both positive, the two limiting operations, which are $L \to \infty$ and $t \to \infty$, are interchangeable, and furthermore, the symmetry property of the fluctuation theorem is satisfied. However, on the other side, when $\beta_i$ or $\beta_f$ is negative, the two limiting operations become non-interchangeable. In other words, if we take $t \to \infty$ first, the cumulant generating function satisfies the fluctuation theorem (4.40). On the other hand, if we take $L \to \infty$ first, the cumulant generating function diverges as shown in (4.48). This divergence corresponds to the van Zon-Cohen singularity [60, 61].

### 4.3.1 Negative inverse temperature and the van Zon-Cohen singularity

Here, we consider this negative inverse temperature in terms of the conditional distribution function that we introduced in subsection 4.2.3.

First, we connect the condition $q^*$ and the biasing field $h_q$, (4.29) and (4.30), in terms of the quadratic form of the cumulant generating function given as (4.37). The result is

$$h_q = \frac{q^* - \gamma v^2}{2T\gamma v^2}. \quad (4.50)$$

By using this relation, we connect the third result stated above, with the conditional distribution function (4.32), as

$$\frac{P(y_0, y, q, t|p_{st}^{U,v',\beta'})}{P(q, t|p_{st}^{U,v',\beta'})} \sim p_{can}^{U,v',\tilde{\beta}_i}(y_0)p_{can}^{U,v',\tilde{\beta}_f}(y) + \frac{1}{1/t} o(1/t) \quad (4.51)$$

for $y_0 = Y_0 L$, $y = Y L$, where $Y, Y_0 \in \{Y, Y_0 : -1 < Y_0, Y < 1\}$, with the parameters defined as

$$\tilde{\beta}_i = \beta' - \frac{q - \gamma v^2}{2T\gamma v^2}, \quad (4.52)$$
\[ \tilde{v}_i = \frac{v'\beta' + (q - \gamma v^2)/(2T\gamma v)}{\beta' - (q - \gamma v^2)/(2T\gamma v^2)}, \]  
(4.53)

\[ \tilde{\beta}_t = \beta + \frac{q - \gamma v^2}{2T\gamma v^2}, \]  
(4.54)

\[ \tilde{v}_t = v. \]  
(4.55)

When we set \( q \) to be larger than \( \gamma v^2(2\beta'/\beta + 1) \), the initial inverse temperature (4.52) becomes negative. This means that, with the condition of \( Q(t)/t > \gamma v^2(2\beta'/\beta + 1) \), the particle tends to climb down the potential at the initial time 0. On the other hand, when we set \( q \) to be smaller than \(-\gamma v^2\), the final inverse temperature (4.54) becomes negative. This means that, with the condition of \( Q(t)/t < -\gamma v^2 \), the particle tends to climb up the potential at the final time \( t \). In the following paragraph, we show the singularity of the cumulant generating function, from these rare trajectories, by using an intuitive argument.

Let us consider the situation that we measure the trajectories of the particle and evaluate \( G(0, h_q, t|p_{st}^{U,v',\beta'}) \) from them. We set \( t \) to be sufficiently large. Then, the trajectories needed for the calculation of \( G(0, h_q, t|p_{st}^{U,v',\beta'}) \) have to satisfy \( Q(t)/t = q^* \) due to (4.30), where \( q^* \) is connected to \( h_q \) through (4.50). Now, we consider the case that \( \beta_t \) takes negative value. This indicates that the trajectories needed for the calculation of \( G(0, h_q, t|p_{st}^{U,v',\beta'}) \) satisfy \( y(t) = L \) in a high probability. Here, by using Jensen’s inequality in \( G(h_w, h_q, t|p_{st}^{U,v',\beta'}) \), we obtain

\[
G(h_w, h_q, t|p_{st}^{U,v',\beta'}) \geq \frac{1}{t} \int_0^t dt \left[ h_q \left< Q(t) \right>_{p_{st}^{U,v',\beta'}} + h_w \left< \dot{W}(t) \right>_{p_{st}^{U,v',\beta'}} \right] = -\frac{h_q}{t} (U(y(t)) - U(y(0)))_{p_{st}^{U,v',\beta'}} + h_w + \frac{h_q}{t} \int_0^t dt \left< \dot{W}(t) \right>_{p_{st}^{U,v',\beta'}},
\]  
(4.56)

where (4.14) is used at the final line. In the right-hand side of this expression, we use the trajectories discussed above. With these trajectories (that satisfy \( y(t) = L \)), we approximate the first term of (4.56) as \( -h_q U(L)/t \), where we used the fact that \( U(y(0)) = O(1) \). We then neglect the second term as well by assuming that the particle moves around the bottom of the potential most of the time, then suddenly climbs up the potential before the time \( t \) and finally reaches the top of the potential at the time \( t \). We therefore have

\[ G(h_w, h_q, t|p) \gtrsim -\frac{h_q}{t} U(L), \]  
(4.57)

which leads to (4.48).

For the case that \( \beta_t \) is negative, we can also discuss by following the same argument as the one for \( \beta_t < 0 \). In this case, the difference is that the particle climbs down the potential from the top, instead of climbing up it from the bottom. From these arguments, we understand how hardly measurable trajectories can cause the van Zon-Cohen singularity.
4.4 Derivation of the results

Here in this subsection, we derive the results stated above. In subsection 4.4.1, we show how to analyze the system for a given finite \( L \). Then, in subsection 4.4.2, we perform a boundary layer analysis by considering the limit \( L \to \infty \) in the framework that we developed in subsection 4.4.1. Finally in subsection 4.4.3, we derive the main results of this chapter by using the result of the boundary layer analysis.

4.4.1 The method of the largest eigenvalue problem and the Cole-Hopf transformation

First, we define an operator \( L^{(y)}_{h_w, h_q} \) as

\[
L^{(y)}_{h_w, h_q} \cdot \varphi = -\frac{\partial}{\partial y} \left[ \left( -\frac{1}{\gamma} \frac{\partial}{\partial y} U(y) + v \right) \varphi \right] + h_w v \left( \frac{\partial}{\partial y} U(y) \right) \varphi \\
+ h_q \left[ \frac{1}{\gamma} \left( \frac{\partial U(y)}{\partial y} \right)^2 - \frac{T}{\gamma} \frac{\partial^2}{\partial y^2} U(y) \right] \varphi + \frac{T}{\gamma} \frac{\partial^2}{\partial y^2} \varphi \tag{4.58}
\]

We then denote the eigenfunctions of this operator by \( \psi_n \) \((n = 0, 1, 2, \ldots)\) and the corresponding eigenvalues to them by \( \mu_n \) \((n = 0, 1, 2, \ldots)\). Here we note that the eigenvalues are labeled with a descending order with the label \( n \) ascending: \( \text{Re}(\mu_n) \geq \text{Re}(\mu_m) \) for \( n > m \), where \( \text{Re}(a) \) is the real part of \( a \). We also consider the adjoint operator of \( L^{(y)}_{h_w, h_q} \) given as

\[
L^{(y)\dagger}_{h_w, h_q} \cdot \varphi = \left( -\frac{1}{\gamma} \frac{\partial}{\partial y} U(y) + v \right) \frac{\partial}{\partial y} \varphi + h_w v \left( \frac{\partial}{\partial y} U(y) \right) \varphi \\
+ h_q \left[ \frac{1}{\gamma} \left( \frac{\partial U(y)}{\partial y} \right)^2 - \frac{T}{\gamma} \frac{\partial^2}{\partial y^2} U(y) \right] \varphi + \frac{T}{\gamma} \frac{\partial^2}{\partial y^2} \varphi \tag{4.59}
\]

Again, the eigenfunctions of \( L^{(y)\dagger}_{h_w, h_q} \) are denoted by \( \phi_n \) \((n = 0, 1, 2, \ldots)\) and the corresponding eigenvalues to them are denoted by \( \nu_n \) \((n = 0, 1, 2, \ldots)\). Here, we can set

\[
\nu_n = (\mu_n)^* \tag{4.60}
\]

without loss of generality. By using the Perron-Frobenius theory, following theorems are satisfied: The largest eigenvalues of \( L^{(y)\dagger}_{h_w, h_q} \) and \( L^{(y)}_{h_w, h_q} \) are real and do not degenerate, which indicates

\[
\nu_0 = \mu_0. \tag{4.61}
\]
Furthermore, the eigenfunctions corresponding to the largest eigenvalue are real. See the Appendix B of Ref. [28] for the derivation. The orthonormal conditions for these eigenfunctions are written as

$$\int_{-L}^{L} dy (\phi_n(y))^* \psi_m(y) = \delta_{n,m} \quad (4.62)$$

$$(n, m = 0, 1, 2, \ldots)$$, where $\delta_{n,m}$ is the Kronecker $\delta$.

Now, we define $q_{h,\eta}(y_0, y, t|p)$ as

$$q_{h,\eta}(y_0, y, t|p) = e^{tG(h,\eta,t|p)} P_{h,\eta}(y_0, y, t|p). \quad (4.63)$$

As shown in Appendix 4.6.1, $L_{h,\eta}^{(y)}$ is the time evolution operator of $q_{h,\eta}(y_0, y, t|p)$, which means

$$\frac{\partial}{\partial t} q_{h,\eta}(y_0, y, t|p) = L_{h,\eta}^{(y)} \cdot q_{h,\eta}(y_0, y, t|p). \quad (4.64)$$

Then, we expand $q_{h,\eta}(y_0, y, t|p)$ in terms of the eigenfunctions $(\psi_n(y))_{n=0}^{\infty}$ and substitute it into this time evolution equation. By solving it, we determine the time-dependence of the expansion coefficients in $q_{h,\eta}(y_0, y, t|p)$ with an initial condition $q_{h,\eta}(y_0, y, 0|p) = p(y_0) \delta(y - y_0)$. The result is

$$q_{h,\eta}(y_0, y, t|p) = p(y_0) \sum_{n=0}^{\infty} (\phi_n(y_0))^* \psi_n(y) e^{\mu_n t}. \quad (4.65)$$

Here, we consider the behaviour of this function when $t$ is large. Since the exponential term $e^{\mu_n t}$ in (4.65) determines the time-dependency of $q_{h,\eta}(y_0, y, t|p)$, we find that the $n = 0$ term (largest eigenvalue term) gives a dominant contribution. Thus, with (4.63), we obtain

$$P_{h,\eta}(y_0, y, t|p) = e^{(\mu_0 - G(h,\eta,t|p))t} \left[ p(y_0) \phi_0(y_0) \psi_0(y) + O \left( e^{-(\mu_0 - \text{Re}(\mu_1))t} \right) \right]. \quad (4.66)$$

This is the asymptotic form of the biased distribution. Then, the expression of the cumulant generating function is derived from the integration of this asymptotic form with respect to $y_0$ and $y$,

$$G(h,\eta,t|p) = \mu_0 + \frac{1}{t} \log c_0 \tilde{c}_0 + O \left( e^{-(\mu_0 - \text{Re}(\mu_1))t} \right), \quad (4.67)$$

where $c_0$ and $\tilde{c}_0$ are defined as

$$c_0 = \int_{-L}^{L} dy \phi_0(y)p(y), \quad (4.68)$$

$$\tilde{c}_0 = \int_{-L}^{L} dy \psi_0(y). \quad (4.69)$$
Finally, by comparing (4.23) with (4.67), we arrive at the expression of the scaled and excess cumulant generating functions,

\[ G_{\text{scaled}}(h_w, h_q) = \mu_0, \]  

\[ H_{\text{ex}}(h_w, h_q|p) = \log c_0 \tilde{c}_0. \]  

(4.70)  

Here, (4.70) is well-known. See [2, 3] for example. (4.70) has been used in many applications, such as the analysis of the fluctuation theorem [10], for example. Also the result (4.71) was used for the calculation of an excess heat in Ref. [88] recently. We note that the expression (4.66) leads to an expression of the biased joint distribution, such as

\[ q_{h_w, h_q}(y_0, y, t|p) \sim p(y_0)\phi_0(y_0)\psi_0(y)e^{-H_{\text{ex}}(h_w, h_q|p)} \]  

when \( t \) is large, due to (4.70) and (4.71). We also note that essentially the same result was discussed in Ref. [26].

Next, by using the specific property of Langevin equation, we write down the formula to obtain \( \phi_0 \) and \( \psi_0 \) appeared above. Especially, we apply the Cole-Hopf transformation to the largest eigenvalue problems \( \mathcal{L}^{(y)}_{h_w, h_q} \) and \( \mathcal{L}^{(y)^\dagger}_{h_w, h_q} \), then we rewrite them as a non-linear eigenvalue problem. The details of the derivation is developed in Appendix 4.6.2. Here we show only the results. We define a non-linear operator \( \mathcal{M}_{h,v} \) as

\[ \mathcal{M}_{h,v} \cdot \varphi = 2Thv \frac{\partial U}{\partial y} + \frac{1}{2\gamma} \varphi^2 + \left( -\frac{1}{\gamma} \frac{\partial U}{\partial y} + v \right) \varphi + \frac{T}{\gamma} \frac{\partial}{\partial y} \varphi. \]  

(4.73)

Then, with this operator, we define a non-linear eigenvalue problem

\[ \mathcal{M}_{h,v} \cdot w_{h,v} = K_{h,v}, \]  

(4.74)

where the constant \( K_{h,v} \) and the periodic function (eigenfunction) \( w_{h,v}(y) \) are simultaneously determined from the boundary condition \( w_{h,v}(-L) = w_{h,v}(L) \) and the normalisation condition

\[ \int_{-L}^{L} dy w_{h,v}(y) = 0. \]  

(4.75)

From this eigenvalue problem, we define a function \( w_{h,v} \). This is connected to \( \phi_0 \) and \( \psi_0 \) as follows: First, we introduce a potential function of \( w_{h,v}(y) \) by

\[ V_{h,v}(y) = -\int_{0}^{y} dz w_{h,v}(z) + \text{const}. \]  

(4.76)

Then, we can derive the following relations

\[ \phi_0(y) = \frac{1}{C} \exp \left[ h_q U(y) - \frac{V_{h_q + h_w, v}(y)}{2T} \right], \]  

(4.77)

\[ \psi_0(y) = \frac{1}{C} \exp \left[ -(h_q + \beta) U(y) - \frac{V_{\beta - h_q - h_w, -v}(y)}{2T} \right], \]  

(4.78)
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\[ G_{\text{scaled}}(h_w, h_q) = \frac{K_{h_q + h_w, v}}{2T}, \quad (4.79) \]

where the coefficients \((C) = \tilde{C}\) are the normalisation constant \((4.62)\). See Appendix 4.6.2 for the details of the derivation of these relations. We mention that similar arguments were presented in Refs. [27, 28].

4.4.2 Boundary layer analysis in large \(L \) limit

Here, we evaluate the asymptotic behaviour of \(w_{h, v}(y)\) and \(K_{h, v}\) when \(L\) is large. We especially use the boundary layer analysis technique \([89]^1\).

First, we define scaled \(w_{h, v}\) function, \(\tilde{w}_{h, v}(Y)\), as

\[ \tilde{w}_{h, v}(Y) \equiv w_{h, v}(LY), \quad (4.80) \]

where \(-1 \leq Y \leq 1\). With this scaled function, we rewrite the left-hand side of \((4.74)\) as

\[ 2Thv \frac{\partial U(YL)}{\partial y} + \frac{1}{2\gamma} (\tilde{w}_{h,v})^2 + \left( -\frac{1}{\gamma} \frac{\partial U(YL)}{\partial y} + v \right) \tilde{w}_{h,v} + \frac{1}{L} \frac{\partial}{\partial Y} \tilde{w}_{h,v}. \quad (4.81) \]

Now, we regard \(L^{-1}\) as a perturbation parameter. In this equation, we find that the coefficient of \(\partial \tilde{w}_{h,v}/\partial Y\) is \(O(L^{-1})\). We thus expect that there is a domain of \(Y\), \(I_b\), where \(\partial \tilde{w}_{h,v}/\partial Y\) becomes large, (or in other words, \(\tilde{w}_{h,v}(Y)\) changes rapidly), due to the reason that the periodic boundary condition and the normalisation condition of this nonlinear eigenvalue problem have to be satisfied. This is written as

\[ \left| \frac{\partial \tilde{w}_{h,v}(Y)}{\partial Y} \right| \gg |\tilde{w}_{h,v}(Y)| \quad (4.82) \]

for \(Y \in I_b\). It is a convention to call this region a boundary layer, when the width of the region \(I_b\) becomes 0 in \(L \to \infty\) limit. We assume the existence of a boundary layer in this problem, and use a well-known basic strategy to solve this problem. It is, (i) constructing the solution inside the boundary layer that is called inner solution, (ii) constructing the solution outside the boundary layer that is called outer solution, and (iii) matching those solutions asymptotically with keeping the continuity and the boundary conditions satisfied. See Ref. [89] for the details of this boundary layer analysis. In this chapter, we consider only the outer solution and obtain the leading order of \(\tilde{w}_{h,v}(Y)\) by using a few assumptions. We show the results here. The derivation is developed in Appendix 4.6.3.

By using the condition \((4.7)\), we obtain an asymptotic form in \(L \to \infty\) as

\[ \tilde{w}_{h,v}(Y) = \begin{cases} 2Thv \\ 2\gamma [-v(1 + Th) + (1/\gamma)\partial U(YL)/\partial y] \end{cases} \quad -1 \leq Y \leq a_- \quad a_- \leq Y \leq 1 \quad (4.83) \]

*1 In this calculation, we use the condition \((4.7)\).
4.4 Derivation of the results

for \( hv \leq 0 \) and

\[
\tilde{w}_{h,v}(Y) = \begin{cases} 
2\gamma \left[-v(1 + Th) + (1/\gamma)\partial U(YL)/\partial y\right] & -1 \leq Y \leq a_+ \\
2T\gamma hv & a_+ \leq Y \leq 1
\end{cases}
\] (4.84)

for \( hv \geq 0 \), where the coefficients \( a_+ \) and \( a_- \) are determined from the normalisation condition (4.75):

\[
\gamma va_+ (1 + 2Th) - \gamma v - \frac{U(L) - U(a_-L)}{L} = 0
\] (4.85)

and

\[
\gamma va_+ (1 + 2Th) + \gamma v - \frac{U(La_+) - U(-L)}{L} = 0.
\] (4.86)

We plot these functions for the case of \( U_{\text{harmo}} \) and \( U_{\text{quart}} \) in Fig. 4.2 as green dashed lines and purple dotted lines. In the same figure, we also plot the numerical results of \( \tilde{w}_{h,v}(Y) \) obtained from the method used in Ref. [28]. These lines are plotted as red solid lines. The figure shows the coincidence between these analytical and numerical results.

Fig. 4.2 Numerical and analytical results of \( \tilde{w}_{h,v}(Y) \) for the harmonic and quartic potentials \( U_{\text{harmo}}(y) = (k/2)y^2 \) (left) and \( U_{\text{quart}}(y) = (k_4/4)y^4 \) (right). Quantities are converted to dimensionless forms with setting \( k = T = v = 1 \). We set \( k = 1, \ k_4 = 1 \) and \( h = -8 \), and also, we set \( L = 18 \) for \( U_{\text{harmo}}(y) \) and \( L = 3 \) for \( U_{\text{quart}}(y) \). The green dashed lines and purple dotted lines corresponds to the analytical results (4.83). These lines are \( 14 + 36Y \) and \( -16 \) for \( U_{\text{harmo}}(y) \) and \( 14 + 54Y^3 \) and \( -16 \) for \( U_{\text{quart}}(y) \). The red solid lines are numerical results.

Next, by substituting an expression of \( \tilde{w}_{h,v}(Y) = 2T\gamma hv \) into the eigenvalue equation (4.74), we find that \( K_{h,v} \) is

\[
K_{h,v} = 2T \left( \gamma v^2 h + T\gamma v^2 h^2 \right),
\] (4.87)

which leads to

\[
G_{\text{scaled}}(h_w, h_q) = \gamma v^2 (h_w + h_q) + T\gamma v^2 (h_w + h_q)^2.
\] (4.88)
We check this result in Fig 4.3, by comparing it with numerical ones. We stress that (4.88) is always satisfied for any periodic potentials, as long as the potential satisfies the condition (4.7).

Fig. 4.3 The eigenvalue $K_{h,v}/(2T)$ for a harmonic potential $U_{\text{harmo}}(y) = (k/2)y^2$ (left), a quartic potential $U_{\text{quart}}(y) = (k_4/4)y^4$ (center), and a harmonic potential $U_{\text{linear}}(y) = k_1|y|$ (right). Quantities are converted to dimensionless forms by setting $\gamma = T = v = 1$. We set $k = 1$, $k_4 = 1$ and $k_1 = 1$, and $K_{h,v}/(2T)$ is numerically evaluated. For $U_{\text{harmo}}$, dashed dotted line (aqua blue), dotted line (purple) and dashed line (green) correspond to $L = 6$, $L = 12$ and $L = 18$, respectively. For $U_{\text{quart}}$, these lines correspond to $L = 6$, $L = 12$ and $L = 18$, and for $U_{\text{linear}}$, these lines correspond to $L = 5$, $L = 25$ and $L = 50$. In all figure, we also plot red solid lines. This corresponds to $h + h^2$, which is an analytical result predicted by (4.87). We can see that $K_{h,v}$ approaches $h + h^2$ for $U_{\text{harmo}}$ and $U_{\text{quart}}$, as $L$ becomes larger. However, this convergence does not occur for $U_{\text{linear}}$. This is due to the condition (4.7): $U_{\text{harmo}}$ and $U_{\text{quart}}$ satisfy it, but $U_{\text{linear}}$ does not.

4.4.3 Derivation of the main results

Finally, we derive the main results of this chapter, which was explained in subsection 4.3.

First, from (4.85) and (4.86), we find

$$\lim_{L \to \infty} a_\pm = \mp 1,$$

(4.89)
which indicates
\[
\lim_{L \to \infty} \tilde{w}_{h,v}(Y) = 2T\gamma hv \tag{4.90}
\]
for fixed \(Y (-1 < Y < 1)\). From this relation, we evaluate the limiting value of \(V_{h_q + h_w,v}(y)\) and \(V_{-\beta - h_q - h_w,-v}(y)\) in \(L \to \infty\), as
\[
\lim_{L \to \infty} V_{h_q + h_w,v}(YL)/L = -\lim_{L \to \infty} \frac{1}{L} \left[ \int_{0}^{YL} dw_{h_q + h_w,v}(z) + \text{const.} \right] \tag{4.91}
\]
\[
= -2T\gamma v(h_q + h_w)Y + \text{const.}
\]
for fixed \(Y (-1 < Y < 1)\) and
\[
\lim_{L \to \infty} V_{-\beta - h_q - h_w,-v}(y)/L = -\lim_{L \to \infty} \frac{1}{L} \left[ \int_{0}^{YL} dw_{-\beta - h_q - h_w,-v}(z) + \text{const.} \right] \tag{4.92}
\]
\[
= -2T\gamma v(\beta + h_q + h_w)Y + \text{const.}
\]
for fixed \(Y (-1 < Y < 1)\). We thus obtain \(p(y_0)\phi_0(y_0)\) and \(\psi_0(y)\) from these expressions by combining them with (4.77) and (4.78). The results are
\[
p(y_0)\phi_0(y_0) \sim \frac{1}{C'} \exp \left[ h_q U(y_0) + \log p(y_0) + \gamma v (h_q + h_w) y_0 \right] \tag{4.93}
\]
for \(y_0 = Y_0L (-1 < Y_0 < 1)\) and
\[
\psi_0(y) \sim \frac{1}{\tilde{C}'} \exp \left[ -(\beta + h_q) U(y) + \gamma v(\beta + h_q + h_w)y \right] \tag{4.94}
\]
for \(y = YL (-1 < Y < 1)\), where \(C'\) and \(\tilde{C}'\) are normalisation constants determined from (4.62).

Now, we derive the main results in this chapter. First we derive (4.36). Since this is the result about the unbiased system \((h_w = h_q = 0)\), we set \(h_w = h_q = 0\) in (4.94). Then, we use the obtained expression of the biased distribution function (4.66), which leads to (4.36). This means that the stationary distribution function \(p_{st}^{U,v,\beta}(y)\) in \(L \to \infty\) is the canonical distribution function.

Then, we notice that the asymptotic form of the scaled cumulant generating function (4.37), which is the second result, is nothing but (4.88). Furthermore, by looking at the expression of \(\phi_0(y)\) and \(\psi_0(y)\) in terms of the potential function \(V_{h,v}(y)\), which are (4.77) and (4.78), we find
\[
\phi_0(y) = \psi_0(y)\big|_{(h_w,h_q,v)\rightarrow(-h_w,-\beta-h_q,-v)}.
\tag{4.95}
\]
From this relation with (4.61) and (4.70), the fluctuation theorem for the scaled cumulant generating function is obtained as
\[
G_{\text{scaled}}(h_w,h_q) = G_{\text{scaled}}(-h_w,-\beta - h_q)|_{v \rightarrow -v}, \tag{4.96}
\]
which is (4.39).
Next, we set the initial distribution function to be the stationary distribution function \( p_{st}^{U,v',\beta'}(y) \). Then, we obtain (4.41), which is the third result, by substituting (4.93) and (4.94) into (4.66).

Finally, we derive (4.46) and (4.47). We substitute the expression of \( \phi_0(y) \) and \( \psi_0(y) \), which are (4.77) and (4.78), into (4.71). Then, by noticing the normalization condition (4.62), we obtain

\[
H_{ex}(h_w, h_q|p) = \log \int_{-L}^{L} dy \exp \left[ h_q U(y) + \log p(y) - \frac{V_{h_q+h_w,v}(y)}{2T} \right] \\
+ \log \int_{-L}^{L} dy \exp \left[ -(h_q + \beta) U(y) - \frac{V_{-\beta-h_q-h_w,-v}(y)}{2T} \right] \\
- \log \int_{-L}^{L} dy \exp \left[ -\beta U(y) - \frac{1}{2T} (V_{h_q+h_w,v}(y) + V_{-\beta-h_q-h_w,-v}(y)) \right].
\]

We substitute the potential functions \( V_{h,v}(y) \) appearing in these expressions, by the asymptotic forms shown in (4.91) and (4.92). After this substitution, by defining

\[
H \equiv \log \int_{-L}^{L} dy \exp [h_q U(y) + \log p(y) + \gamma v(h_q + h_w)y],
\]

\[
\tilde{H} \equiv \log \int_{-L}^{L} dy \exp [-(h_q + \beta) U(y) + \gamma v(\beta + h_q + h_w)y]
\]

and

\[
Z \equiv -\log \int_{-L}^{L} dy \exp [-\beta U(y) + \gamma v(\beta + 2h_q + 2h_w)y],
\]

we write down the excess cumulant generating function as

\[
H_{ex}(h_w, h_q|p) \simeq H + \tilde{H} + Z.
\]

Now we consider the dependence of \( L \) in each terms of this expression. First, \( Z \) is always \( O(1) \):

\[
Z = O(1).
\]

The other terms, \( H \) and \( \tilde{H} \), depend on the parameter \( h_q \). \( \tilde{H} \) depends on the sign of \( h_q + \beta \). It becomes \( O(1) \) for \( h_q + \beta > 0 \), but \( O(U(L)) \) for \( h_q + \beta < 0 \),

\[
\tilde{H} = \begin{cases} 
O(1) & h_q > -\beta \\
O(U(L)) & h_q < -\beta.
\end{cases}
\]

\( H \) depends on the initial distribution function \( p(y) \) as well. For seeing this dependence, we define a parameter \( \beta_p \) as

\[
\beta_p \equiv \lim_{L \to \infty} -\frac{\log p(L)}{U(L)},
\]
which takes a value from 0 to $\infty$. This parameter represents an effective temperature of the initial distribution function. By using this effective temperature $\beta_p$, we obtain

$$H = \begin{cases} O(U(L)) & h_q > \beta_p \\ O(1) & h_q < \beta_p. \end{cases}$$  \hspace{1cm} (4.105)$$

Then, from these $L$-dependencies (4.102), (4.103) and (4.105), we arrive at the dependence of $L$ for the excess cumulant generating function $H_{ex}(h_w, h_q | p)$,

$$H_{ex}(h_w, h_q | p) = \begin{cases} O(U(L)) & h_q < -\beta \\ O(1) & -\beta < h_q < \beta_p \\ O(U(L)) & h_q > \beta_p. \end{cases}$$  \hspace{1cm} (4.106)$$

In this expression, by setting $p = p_{st}^{U', \psi', \beta'}(y)$, we obtain (4.46) and (4.47).

### 4.5 Conclusions

In this chapter, the fluctuation of the work and the heat of a Brownian particle on a moving periodic potential was studied. Especially the special limit, where the particle was trapped by the periodic potential, was considered in order to study the van Zon-Cohen singularity for an extended fluctuation theorem. As a result, we discovered that the conditional distribution function, given the heat dissipation rate $Q(t)/t = q$, became a canonical distribution function. Also, we discovered that, when $q$ was larger (or smaller) than a special value, the inverse temperature of the conditional distribution function became negative. This meant that the particle tended to climb up (climb down) the potential, where this tendency led to the van Zon-Cohen singularity.

Before ending this chapter, we briefly discuss the possibility of observing the singularity, taking place not only in the heat but also in other quantities. We found that the singularity occurred due to the non-interchangeability of two types of limits. The first one was the large observation time limit, and the second one was the trapped particle limit. We showed that these two limits became non-interchangeable, which leads to the van Zon-Cohen singularity. This indicates that we may find another system by looking for the one that has the same limit-structure as the one studied in this chapter. In other words, we look for the system re-defined in a limit from another system, where this limit is non-interchangeable with the large observation time limit, in order to find another example of van Zon-Cohen singularity. We would like to explore such a system for a deeper understanding of fluctuation in nonequilibrium physics.
4.6 Appendix

4.6.1 Derivation of (4.64)

Here, we derive (4.64). We consider a joint distribution function of $y(0), y(t), W(t)$ and $Q(t)$ defined as

$$P(y_0, y, W, Q, t | p) = p(y_0) \langle \delta(y(t) - y) \delta(W(t) - W) \delta(Q(t) - Q) \rangle_{y_0}. \quad (4.107)$$

By using the Langevin equations (4.6), (4.15), and (4.16), we derive the Fokker-Planck equation for $P(y_0, y, W, Q, t | p)$ as

$$\frac{\partial P}{\partial t} = L_{FP}^{(y, W, Q)} \cdot P \quad (4.108)$$

with the Fokker-Planck operator $L_{FP}^{(y, W, Q)}$ given as

$$L_{FP}^{(y, W, Q)} \cdot \varphi = -\frac{\partial}{\partial y} \left[ \left( -\frac{1}{\gamma} \frac{\partial}{\partial y} U(y) + v \right) \varphi \right] - v \left( \frac{\partial}{\partial y} U(y) \right) \frac{\partial}{\partial W} \varphi - \left[ \frac{1}{\gamma} \left( \frac{\partial U(y)}{\partial y} \right)^2 - 2T \frac{\partial^2}{\partial y^2} U(y) \right] \frac{\partial}{\partial Q} \varphi + \frac{T}{\gamma} \frac{\partial^2}{\partial y^2} \varphi + \frac{T}{\gamma} \frac{\partial^2}{\partial y^2} \left[ \frac{\partial U(y)}{\partial y} \right] \varphi. \quad (4.109)$$

We multiply (4.109) by $e^{Wh_w + Qh_q}$ and integrate it with respect to $W$ and $Q$. Finally by noticing the definitions of the biased distribution function $P_{h_w, h_q}$ and $q_{h_w, h_q}$ given as (4.20) and (4.63), we obtain (4.64).

4.6.2 Derivation of (4.77), (4.78), and (4.79) with the Cole-Hopf transformation

Here, (4.77), (4.78) and (4.79) are derived from the largest eigenvalue problems of $L_{h_w, h_q}^{(y)}$ and $L_{h_w, h_q}^{(y)\dagger}$. We note that Similar calculations were seen in Refs. [27, 28], for example.

We first consider the largest eigenvalue problem of $L_{h_w, h_q}^{(y)\dagger}$,

$$L_{h_w, h_q}^{(y)\dagger} \cdot \phi_0 = \nu \phi_0. \quad (4.110)$$

We divide this equation by $\phi_0$ and simplify the obtained expression. The result is

$$\nu = (h_q + h_w)v \frac{\partial U}{\partial y} + \frac{T}{\gamma} \left[ \frac{\partial}{\partial y} \left( \log \phi_0 - h_q U \right) \right]^2 + \left( -\frac{1}{\gamma} \frac{\partial}{\partial y} U + v \right) \frac{\partial}{\partial y} \left( \log \phi_0 - h_q U \right) + \frac{T}{\gamma} \frac{\partial}{\partial y} \left[ \frac{\partial}{\partial y} \left( \log \phi_0 - h_q U \right) \right]. \quad (4.111)$$
We then introduce a potential function $V_0(y)$ as

$$V_0(y) = -2T \left[ \log \phi_0(y) - h_q U(y) \right]. \quad (4.112)$$

This means we change the function we consider, $\phi_0(y)$, to the new one $V_0(y)$. This changing (or transformation) is called the Cole-Hopf transformation. We substitute this potential function (4.112) into (4.111), and we combine it with (4.61) and (4.70). This leads to

$$\mathcal{M}_{h_w + h_q, v} \cdot \left( -\frac{\partial V_0}{\partial y} \right) = 2T G_{\text{scaled}}(h_w, h_q), \quad (4.113)$$

Next, the largest eigenvalue problem of $\mathcal{L}^{(y)}_{h_w, h_q}$,

$$\mathcal{L}^{(y)}_{h_w, h_q} \cdot \psi_0 = \mu_0 \psi_0 \quad (4.114)$$

is considered. By dividing this equation by $\psi_0$ and simplifying it, we obtain

$$\mu_0 = - \left( \frac{1}{T} + h_q + h_w \right) (-v) \frac{\partial U}{\partial y} + \frac{T}{\gamma} \left[ \frac{\partial}{\partial y} \left( \log \psi_0 + \left( h_q + \frac{1}{T} \right) U \right) \right]^2$$

$$+ \left( -\frac{1}{\gamma} \frac{\partial U}{\partial y} - v \right) \frac{\partial}{\partial y} \left[ \log \psi_0 + \left( h_q + \frac{1}{T} \right) U \right] + \frac{T}{\gamma} \frac{\partial}{\partial y} \left[ \frac{\partial}{\partial y} \left( \log \psi_0 + \left( h_q + \frac{1}{T} \right) U \right) \right]. \quad (4.115)$$

We then define

$$\tilde{V}_0(y) = -2T \left[ \log \psi_0(y) + \left( h_q + \frac{1}{T} \right) U(y) \right] \quad (4.116)$$

and substitute it into (4.115). Finally, by combining it with (4.70), we arrive at

$$\mathcal{M}_{-\beta - h_w - h_q, -v} \cdot \left( -\frac{\partial \tilde{V}_0}{\partial y} \right) = 2T G_{\text{scaled}}(h_w, h_q). \quad (4.117)$$

We note that the sign of the velocity in the left-hand side of (4.117) is reversed, which represents a reversed protocol of moving the periodic potential.

From these results (4.112), (4.113), (4.116) and (4.117), we obtain (4.77), (4.78) and (4.79). Here, we mention that the uniqueness of the solution of the non-linear eigenvalue problem (4.74) is guaranteed from the Perron-Frobenius theory, since (4.74) can be rewritten as the same form as (4.110), by following the (reversed) calculation, from (4.113) to (4.110).

### 4.6.3 Derivation of (4.83) and (4.84) with boundary layer analysis

Here, we derive (4.83) and (4.84), by using boundary layer analysis. First, the outer solution of (4.74), $\tilde{w}_0^{\alpha}(Y)$, is considered, which satisfies

$$\left| \frac{\partial \tilde{w}_0^{\alpha}(Y)}{\partial Y} \right| \approx \left| \tilde{w}_0^{\alpha}(Y) \right|, \quad (4.118)$$
where $\approx$ means that the left-hand side and the right-hand side are the same order of magnitude with respect to $L$. We then solve (4.74) for $\tilde{w}_{h,v}(Y)$, which can be easily done, because this is just a quadratic equation of $\tilde{w}_{h,v}(Y)$. The result is

$$
\tilde{w}_{h,v}(Y) = \frac{1}{\gamma} \left[ -v + \frac{1}{\gamma} \frac{\partial U(YL)}{\partial y} \pm \sqrt{1 + R(Y)} \right], 
$$

where $R(Y)$ is defined as

$$
R(Y) = \frac{-v^2 4Th(1 + Th) + 2K_{h,v}/\gamma}{[v(1 + 2Th) - (1/\gamma)\partial U(YL)/\partial y]^2} + \frac{-2T/(\gamma^2 L)\partial \tilde{w}_{h,v}/\partial Y}{[v(1 + 2Th) - (1/\gamma)\partial U(YL)/\partial y]^2}.
$$

Now, we set $\tilde{w}_{h,v}(Y) = \tilde{w}_{h,v}^0(Y)$ in the right-hand side of this $R(Y)$. Then, according to the following argument, we find that $R(Y)$ is negligible: By using (4.118) and (4.7), we neglect the second term of $R(Y)$. We then assume that $K_{h,v} = O(1)$, where $K_{h,v}$ is equal to $2TG_{\text{scaled}}(h_w, h_q)|_{h_w + h_q = \delta_2}$. By using this assumption and (4.7), we also neglect the first term of $R(Y)$. Therefore, we omit $R(Y)$ in $\tilde{w}_{h,v}$. The result leads to an expression of the outer solution $\tilde{w}_{h,v}^0(Y)$ as

$$
\tilde{w}_{h,v}^0(Y) = \begin{cases} 
2T\gamma hv \\
2\gamma [-v(1 + Th) + (1/\gamma)\partial U(YL)/\partial y] \end{cases}.
$$

Finally, we connect these two expressions in $\tilde{w}_{h,v}^0(Y)$. For this purpose, we assume the following things: Firstly, the number of the connecting points is minimized. Secondly, the one of the connecting points is located as the one where the potential has a discontinuity. Especially, in the case of $U = U_{\text{harmo}}$ and $U = U_{\text{quart}}$, the derivatives of the potentials have discontinuities at $Y = \pm 1^3$. By combining these two assumptions with the normalization condition (4.75), we uniquely determine the solution $\tilde{w}_{h,v}(Y)$ as (4.83) and (4.84).

---

*2 At least, we can check that this assumption is self-consistent, because we can see that $G_{\text{scaled}} = O(1)$ as shown in (4.37), which is confirmed numerically.

*3 This assumption is also confirmed numerically.
Chapter 5

Conclusions and future perspectives

In this thesis, we have studied phenomenological structure for large deviation principle in time-series statistics. For equilibrium statistical mechanics, an exponentially biased ensemble was directly connected to the distribution function in another equilibrium system. We called this structure the phenomenological structure for large deviation principle, and then we sought for another example of large deviation statistics that also possesses this structure. We focused on time-series statistics and set three problems. One was about a rare event sampling method discussed in Chapter 2. The second one was about dynamical phase transitions in KCMs for understanding glassy features, in Chapter 3. The last one was about the application of this structure to van Zon-Cohen extended fluctuation theorem, in Chapter 4. For all of these works, we discussed several future problems, in the conclusion of each chapter. Here in the final conclusion, beyond each subject, we discuss general possibility of large deviation statistics in time-series statistics.

The fluctuation theorem found in 1993 was a turning point in non-equilibrium physics [5]. One of the astonishing point was that the theorem could be regarded as an extension of several important results in statistical physics: The second law of thermodynamics is well-known as a basis of thermodynamics, which gives a bound to the expected value of entropy production $\langle \Delta S \rangle$ in total systems, such as $\langle \Delta S \rangle > 0$. The fluctuation theorem states that there is an equality behind this inequality. That equality includes the higher order moments of $\Delta S$, and written as a simple form as $\langle e^{-\Delta S} \rangle = 1$. (The second law of thermodynamics directly follows this equality.) Furthermore, by considering linear response regime in a non-equilibrium condition, one can derive the linear response formula [90] from this theorem. As expected from the form of this theorem, this relation is expressed as a formula of large deviation functions [10]. Due to the finding of this fluctuation theorem, formal studies in non-equilibrium physics have been enhanced. Also, related to this fluctuation theorem, some exact solutions in mathematical models were found. These findings are important, but there is a tendency that theory proceeds real physics. For breaking this trend, it is a good opportunity now to apply these obtained results and techniques to interesting physical systems, where some rare fluctuations play an important role. Below, as an example of it, we introduce a fully developed turbulence.

The studies of fully developed turbulence are old but still there are several interesting questions remained [91]. In the study using numerical simulations such as solving
Navier-Stokes equation, we need to give up to follow each realisation of this equation for a detailed prediction, because this dynamical equation has chaoticity. But instead of the detail of each realisation, we can discuss statistical properties originated from the randomness of this chaoticity. There were several studies that focus on the difference between this randomness with the randomness originated from equilibrium thermal reservoirs. The examples of the comparisons are the diffusion coefficient of the Brownian particle immersed in the turbulent flow and thermal reservoirs, entropy production of these particles to ask if the fluctuation theorem holds in fully developed turbulence, and so on. One of the famous statistical properties of fully developed turbulence is Kolmogorov law, which was found in 1941 [91]. In homogeneous isotropic fully developed turbulence, the velocity difference between two points is denoted by \( dv(r) \), where \( r \) is the distance between them. Then, Kolmogorov derived a scaling law with an assumption that the turbulence is scale invariant. The relation is written as \( \langle dv(r)^n \rangle \sim E r^{n/3} \), where \( E \) is the energy injection to the system. This law was confirmed in both of real experiments and numerical simulations for small \( n \). However, it was also observed that there was a deviation from this law for large \( n \) (higher order moments) [91]. This deviation is believed to be related to the intermittency of the turbulence. The main obstacle here is that the observation of higher order moments becomes harder as \( n \) becomes larger.

Even though it is believed that the deviation of Kolmogorov law is related to the higher order moments, namely, rare fluctuations, there has been no research to connect this deviation and the large deviation property in time-series statistics. (with the large deviation property in with scale variables, we say “yes”. See Ref. [91] for example.) This is mainly due to the fact that it seems difficult, at first glance, to find the connection between the large deviation property (the rare fluctuation of time-averaged quantity) and instantaneous higher order fluctuation. However, it is possibly true that the intermittency is related to rare trajectories somehow, because the assembly of those intermittent trajectories make one long-time trajectory, which is characterized by the large deviation principle of time-averaged quantity. If one succeeds to make a map from the problem to the one in large deviation statistics, there is an important benefit from it. That is, one can utilize several techniques developed in non-equilibrium physics to them.

As the beginning of this research, we start with a simple toy model that shows the Kolmogorov law and its deviation. As an example of such a model, we consider the shell model [92]. This is an effective dynamical model that describes the Fourier components of the velocity fields in turbulence. With introducing a scaled wave number and the corresponding variables (shell variables), the number of the variables are incredibly reduced compared with the one in the direct simulation of Navier-Stokes equation. Indeed, around 20 variables, we can observe the Kolmogorov law for small \( n \), and the deviation of Kolmogorov law for large \( n \), which appears in the same way as the one observed in real turbulence (observed in Navier-Stokes equation or real experiments) [92]. To this system, we apply the population dynamics method to calculate the large deviation function, which was proposed by Giardina et al in [39, 40]. We will calculate several large deviation functions, and investigate which time-averaged quantity is related to the deviation of Kolmogorov law. The examples of the time-averaged quantities may be time-averaged energy, time-averaged energy
current between two adjacent scales, the largest Lyapnov exponent, and so on. Since the intermittency is related to the deviation of Kolmogorov law, by controlling the intermittency with the population dynamics, it is certainly possible that we will find the connection between the deviation of Kolmogorov law and the large deviation properties of time-averaged quantities.

After we understand the relation between large deviation functions and the deviation of Kolmogorov law, we next apply our phenomenological method developed in Chapter 2 to this turbulent system. We seek for the corresponding steady state to the biased ensemble that shows, on which the deviation of Kolmogorov law is controlled. Since the proof of our method was done on the system described by Markov dynamics, the application is not straightforward. Also, we expect that we need to find an effective description introduced in Chapter 2. But, if we succeed in the application of our method and if the effective description is simple enough to be implemented in real experiments, we can propose to experimentalists the method to observe the deviation of Kolmogorov law in operational manner, meaning that, in the way that we change the settings of the experiment, the deviation of Kolmogorov law is observed as a typical property of its new stationary state.

This is one of the challenging goals of our research: Rare events are hardly observed, but they are important in physics. Due to the lack of the method to accelerate the observation of rare evens, approaching these problems with experiments is difficult. The rare event sampling method for real experiments proposed in Chapter 2 is applied to them and such experimental approaches take place. After these successes, further studies follow. Finally, a new field called rare-event samplings in real experiments appears. We believe that this thesis might be the first step of such an attempt.
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