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Scope and abstract

P
ower electronics field is adapting rapidly to the needs of the new era

of power systems which include smart-grid applications, renewable re-

sources and so on. It is important for the consumer to be provided with

different types of energy as for example alternate current or direct current

ones. Therefore, energy conversion is one of the fundamental functions power

system needs and it is mostly succeeded with the help of power transform-

ers. The latter ones are mainly constituted by passive elements which are

generally oversized but also inactive materials, therefore they can’t provide

active information for a better regulation. On the other hand, converters

use power semiconductors which are controllable devices and as a result they

can regulate voltage and current in a more efficient way. The major part of

the power systems is controlled by AC voltage and so are the transformers

throughout them. The motivation of this work is the replacement of these

transformers by power electronics converters which are called AC/AC con-

verters. As a result, we would like to show the potential and the advantages

of these apparatuses for the future power systems through dynamic analysis,

simulations, experiments, and prototype applications. Nonlinear techniques

are also going to be used in our analysis in order to explain the benefits of

operating in the edge of stability. An insight look at the contents of this

dissertation follows.

Chapter 1 gives a small introduction about the main ideas that are going

to be analyzed in this dissertation, those are AC/AC conversion, nonlinear

dynamics, and power routers. Power router is a prototype device which can

distribute on-demand power from the desired source to the desired load. By

this way, we can achieve maximum operation of the renewable resources,

constant power supply of the critical loads, and control localisation.

In the following Chapter 2, the fundamentals of a 1-phase buck type
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AC/AC converter are analyzed. An open-loop control is confirmed both in

simulations and experiments. One key factor of the converter operation is

the switching frequency and one of the most important issues covered in this

chapter would be the advantage of switching frequency. More specifically,

operating in higher switching frequency makes the passive components be

smaller in size. In addition, the harmonics tend to have smaller amplitudes

so that it is easier to attenuate them. Moreover, during transient response

the higher the switching frequency is the faster the decay time becomes and

also there exist smaller in amplitude overshoots.

Closed-loop feedback control is considered in Chapter 3 by deriving a

discrete time iterative map. The novelty lies on the applications of nonlin-

ear dynamics through this model and the results cover a whole range of new

operation regimes, which include period doubling operation and chaotic os-

cillations besides the conventional steady state. By this way, the switching

harmonics are not gathering into high peaks as in the conventional steady

state but instead, they are distributed into a wider area with smaller am-

plitudes (as the electromagnetic regulations also recommend). As a result,

their elimination is an easy task. It will be shown that even during the

chaotic operation the fundamental harmonic is maintained and it is the

main responsible one for the power flow. The performance improvement of

the converter operation is discussed again with simulated and experimental

approach.

Three phase power systems are widespread and quite well established in

the real world of power systems. Therefore, we were motivated to continue

our research with a 3-phase AC/AC converter in Chapter 4. A matrix con-

verter is chosen because it is quite a new converter but it is very promising

for the actual realisation since it is a very compact device, with low har-

monic content, without DC link since the direct topology is used and so

on. Some fundamental control modulations are presented in the beginning

and of course a dynamic model of it, too. The experimental and simulation

results have good agreement and show the advantages of its operation. Effi-

ciency can be increased if we exploit the resonances that are proven through

the dynamic model. Transient behavior is also tested showing how the con-

verter can respond to sudden scenarios such as voltage sags and frequency

changes. Some drawbacks are also presented such as the inability of the con-

trol to reach the ideal voltage ratio limits. Finally, the switching frequency
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has undesired effect on the efficiency since as the former is increasing the

latter one is decreasing. These topics are left for future research since the

final scope of this work is to present a possible application of the matrix

converter.

Chapter 5 presents this application mentioned before. It is the combi-

nation of a matrix converter with a power router attached to its output.

Different switching scenarios are tested and the experimental results show

good agreement with the simulation ones. The purpose of this application is

to show that there is great potential in the smart on-demand power supply

by switching on and off the equivalent power sources according to the power

the loads require.

Chapter 6 concludes this dissertation by summarizing the major points

and achievements but also highlighting the future work and obstacles that

should generate the motivation for further research.
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au: voltage angle in dq0 reference frame

ai: current angle in dq0 reference frame

as: output voltage angle

ap: input voltage angle

d: instantaneous duty ratio

D: steady state duty ratio
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İ , V̇ : phasors for equivalent currents and voltages

Isp: space vector for current

k: feedback gain

n: natural positive integers

N+: set of all positive natural numbers

p, s: index refering to the primary (secondary) side

q: voltage ratio

s: switching variable

t: continuous time

Ts: switching period

uin: input voltage

uim: amplitude of input voltage

u1: voltage before output filter

uo: output voltage, capacitance voltage, voltage after the output filter

uL: voltage across the inductance

u, i, d: state variables for nonlinear model

Vref : reference voltage

VA,B,C : idealistic input voltages

Va,b,c: idealistic output voltages
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Z: total impedance
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Zo: combined impedance of capacitance and load

Λ: Park transformation

φ: power factor
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ωs: angular switching frequency
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1

Introduction� >Agewmàtrhto
 mhdeÈ
 eÊs�tw — Let no one destitute of geometry

enter my doors ’

– Plato (427 B.C. – 347 B.C.)

1.1 AC/AC conversion

Power electronics [1] is a field of electrical engineering which specializes in

power conversion, control and reliability issues. This field combines control

methods with power in order to achieve better power management and ac-

tive control in the power-grid. The latter can undoubtedly be considered as

one of the most complex systems humanity has ever created. Historically

the first power device which could be controlled was the mercury-arc device

[2] in the 30s, but the much more efficient thyristor appeared later on 60s

[3]. The importance of power electronics wasn’t very obvious; even three

decades ago [4] the significance of power electronics was kept on emphasiz-

ing.

After the decade of 60s much research was done in the field of power

electronics for DC and AC applications. Famous converters cover DC/DC

[5, 6, 7], AC/AC [8, 9, 10], DC/AC [11, 12, 13], and AC/DC [14, 15, 16]

conversion. In this work, AC conversion is studied both in 1-phase and 3-

phase systems.

During the last decade, research on power electronics have been shifted

towards high frequency switching [17]. Power electronics request high perfor-

mance power devices as active switches. Nowadays, as Silicon has reached

1



2 1. INTRODUCTION

Figure 1.1: Roadmap of power density as presented in [18].

its theoretical limits, new wide-band gap semiconductors are strongly ex-

pected in the application phase. These new semiconductors bring attributes

such as increased switching frequency, reliability, efficiency and so on. Sil-

icon Carbide (SiC) MOSFET and JFET are such promising devices. An

output power density roadmap for various power electronics converters is

summarized in Fig. 1.1 as presented in [18]. It is obvious that the new

power converters implemented with SiC devices will outdate the older ones

by introducing new higher levels of power density.

As is often the case, several discussions have been made to compare

the pros and cons of SiC devices, as in [19]. Up to now, extensive re-

search has been made where the superiority of SiC has been variously proved

[20, 21, 22]. Except of theoretical work, applications have been reported, as

for example in [23] where it was shown that the inverter efficiency could be

increased and still it would be cost-beneficial.

Increasing switching frequency will bring advantages as easy harmonic

cancellation, decrease of the passive element volume, and smaller perturba-

tion in output current. In addition, it will bring faster response in transient

effects. On the other hand, the main disadvantage is that the device losses

increase at high frequency. This is one of the reasons why SiC is introduced

[20, 24, 25]. The advantages of SiC are plenty. Due to fast rise and fall

times during switching and low on resistance, there is improved efficiency

and inherent capability of high switching frequency. Lower capacitances and

smaller packages are the results of high current density chips and smaller
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die sizes. Large band gap energy improves radiation hardness, thermal con-

ductivity, high temperature operation, and heat-sink miniaturization [26].

Advantages such as low chemical inertness, thermal stability, and ease of

adaptation to hostile environments strengthen the opinion that SiC will ac-

tively contribute to the future low and medium voltage applications and will

probably bring a new dimension to power conversion.

Disadvantages of SiC devices are also presented in [27] such as the base

material costs which are more than 10 times bigger compared to Si ones.

This fact results to higher chip costs at a given on-resistance. The compat-

ibility is also limited in the chip manufacturing processes as far the wafer

diameter and high temperature furnace are concerned.

This dissertation deals with AC/AC conversion and in particular with

a 1-phase buck type converter as well as with a 3-phase direct matrix con-

verter. The 1-phase converter is also known as PWM AC voltage converter

and it is already known that this type of converter has superior characteris-

tics compared to the lower quality phase-controlled one [28]. It can be used

in static AC switches, soft starters, wind-turbine systems, lighting control,

industrial heating systems, compensation of unbalanced supplies, and so on.

From the view point of applications, it is obvious that its research field be-

comes wider and hasn’t yet been fully investigated. Therefore, the dynamic

model of this converter will be derived and the impact of high switching

frequency will be investigated. To that end, SiC devices will be used in

the equivalent experimental apparatus. Moreover, new operation regimes

will be analyzed based on the nonlinear theory and the advantages such an

operation could bring will be discussed.

On the other hand, more practical systems are the 3-phase ones. There-

fore, the author considers the investigation of a 3-phase system is necessary.

Such system should be the so called matrix converter. The basic configu-

rations of a matrix converter are the direct and indirect one [29, 30]. The

former will be investigated in this work because this configuration has no

DC link making the overall system more simple and compact [29]. More-

over, a matrix converter can utilize four-quadrant bidirectional switches fact

that allows high-frequency operation and bidirectional power flow. Opera-

tion with unity power factor for any load and energy regeneration is also

possible. It can produce sinusoidal input/output currents and it can have a

controllable power factor.
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The literature topics around this converter are endless from the time it

was introduced by M. Venturini and A. Alesina [31] until nowadays in appli-

cations for smart-grids [32] and photovoltaic power systems in remote areas

[33] for better performance and lower harmonic distortion. Other research

sides of this converter such as stability analysis [34], control design [35] and

other issues [36, 37] have also been discussed. In this converter the superi-

ority of SiC semiconductors makes also these converters to outperform the

Si-based ones such as Silicon Carbide FET-based matrix converter [38] or

Gallium Nitride-based one [39].

1.2 Nonlinear dynamics

Nonlinear phenomena exist all around us and they are actually the most

predominant in the real world [40]. “In a chaotic system, using the laws of

physics to make precise long-term predictions is impossible, even in theory.

Making long-term predictions to any degree of precision at all would require

giving the initial conditions to infinite precision” is characteristically men-

tioned in [41]. Nonlinear theory deals with such problems where uncertainty

exists to an extent that the prediction of the trajectory is a difficult or im-

possible task. Quantitative and qualitative tools can be used instead for the

description and partial solutions of these problems.

Nonlinear studies have already been done such as in simple RLC cir-

cuits with a nonlinear inductor whose core displays hysteresis and saturation

[42, 43], sub-harmonic generation in a driven an-harmonic oscillator [44], of

course in DC/DC converters [45, 46, 47, 48], in Chua’s nonlinear circuit

[49, 50] and other experimental or numerical investigations [51, 52, 53].

Power electronics is also a field rich in nonlinear dynamics [54]. For many

years researchers have also dealt with the problem of harmonic elimination

as for example in [55, 56, 57, 58]. When designing a converter, the switching

frequency, semiconductor choice, and control design must be well adjusted

[35, 59, 60, 61]. All these parameters are creating nonlinear phenomena

and they have to be taken into consideration, otherwise they may lead to

fatal errors in the converter operation. Such phenomena are analyzed for

various converters such as bifurcations in buck converters [62], nonlinear

inductor modeling [63], and different applications during chaotic operation

[64]. Complexity and diversity of the different regimes is outstanding in
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this field of dynamics. Such complexity appears in strange attractors and

Poincaré sections as in the DC/DC buck type converter analyzed in [54].

In the last decades the wide-spread frequency spectrums have been ex-

plored at specific operational regimes of system with switching, for example

when it operates chaotically [65]. The power converter also has a possi-

bility of the noise reduction by this method. Such behavior brings results

with better EMC (Electro-Magnetic Compatibility) and improved agility

[64, 66]. The EMC regulations request wide-band noise than narrow-band.

Therefore it is of great importance if, for example, the switching harmon-

ics could be spread in a wide frequency range with small amplitudes rather

than having distinctive high peaks. By deriving discrete time models we are

exploiting the advantages of this method in order to show the behavior of

switching dynamics for AC/AC converters. Moreover, all the nonlinearities

such as period doubling and chaotic operation are described through bifur-

cation diagrams and Lyapunov exponents. In other words, the qualitative

and quantitative description of the nonlinear dynamics of the converter will

help us explore and understand all these new operation regimes.

1.3 Power router

Nowadays, the target of power control tends to be decentralized [67, 68] and

that is why we will consider a localized area where various power routers

can be installed in every house or industry [69]. The main layout for a

smart-grid community is shown in Fig. 1.2. The utility-grid is linked with

the smart-grid through the point of common coupling (PCC). Various loads

and decentralized power generators (DPG) are distributed throughout the

smart-grid. Localized power management is desired and the introduction

of power routers can succeed this smart-grid partitioning into smaller seg-

ments which will be named micro-grids. The red blocks represent these

power routers which are scattered throughout the smart-grid. These power

routers can distribute electrical power from the desired sources to the de-

sired loads according to the power demand.

The initial stage of a power router has already been developed for DC

applications [70] where the power is transferred on-demand from the desired

source to the desired load. This is now expanded to include AC applications

[67, 69] with circuit switching of two power lines and multiple routers in
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both parallel and series configurations, i.e. an AC power routing network

system can be created. The purpose of this project is to create a power

network that can be readily adapted to the existing one, and can ultimately

provide better regulation, distribution, and transmission of power. Power

packet dispatching systems [71] and intelligent power switches [72, 73] have

also been investigated for the purpose of improved power delivery. The fea-

sibility of the power router requires further testing for practical applications;

however, this study is aimed at demonstrating the feasibility of power router

switching in 3-phase systems. Such a system is investigated in this work be-

cause 3-phase systems are commonly used in most of the power-grids.

The PCC is conventionally one bulk transformer which can transform

Figure 1.2: Power routers are distributed throughout the smart-grid (red
blocks) partitioning it into smaller parts called micro-grids. The connection
with the utility-grid is achieved in the point of common coupling (PCC). The
conventional PCC (bulk transformer) will be replaced by power electronic
transformer (PET) which is smaller and more effective than the conventional
one. DPG refers to decentralized power generators and they can be wind
generators, solar cells, batteries, electric vehicles etc.
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the medium level voltage into low level one. This way is outdated since the

introduction of power electronic transformer (PET) [74, 75]. PET can con-

tribute to better regulation and control of bidirectional power flow between

the utility and smart-grid. In particular, a possible PET assembly is two

AC/AC matrix converters which create a high frequency link between them,

where a compact electronic transformer is installed.

Matrix converter has the potential to be an essential part of the PET

[76, 77]. One of the “great challenges” of the power systems as mentioned in

[68] is the coordination between centralized and decentralized control. PET

has the possibility of achieving this challenge since it implements power

electronics devices that can easily function under control. Other great ad-

vantages of PET include reduction of the overall size and cost [78] by im-

plementing high frequency operation.

1.4 Purpose and outline

Power electronics field is adapting rapidly to the needs of the new era of

power systems which include smart-grid applications, renewable resources

and so on. It is important for the consumer to be provided with differ-

ent types of energy as for example alternate current or direct current ones.

Therefore, energy conversion is one of the fundamental functions power sys-

tem needs and it is mostly succeeded with the help of power transformers.

The latter ones are mainly constituted by passive elements which are gener-

ally oversized but also inactive materials, therefore they can’t provide active

information for a better regulation. On the other hand, converters use power

semiconductors which are controllable devices and as a result they can regu-

late voltage and current in a more efficient way. The major part of the power

systems is controlled by AC voltage and so are the transformers throughout

them. The motivation of this work is the replacement of these transform-

ers by power electronics converters which are called AC/AC converters. As

a result, we would like to show the potential and the advantages of these

apparatuses for the future power systems through dynamical analysis, simu-

lations, experiments, and prototype applications. Nonlinear techniques are

also going to be used in our analysis in order to explain the benefits of

operating in the edge of stability. An insight look at the contents of this

dissertation follows.
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Chapter 1 gave a small introduction about the main ideas that are going

to be analyzed in this dissertation, those are AC/AC conversion, nonlinear

dynamics, and power routers. Power router is a prototype device which can

distribute on-demand power from the desired source to the desired load. By

this way, we can achieve maximum operation of the renewable resources,

constant power supply of the critical loads, and control localisation.

In the following Chapter 2, the fundamentals of a 1-phase buck type

AC/AC converter are analyzed. An open-loop control is confirmed both in

simulations and experiments. One key factor of the converter operation is

the switching frequency and one of the most important issues covered in this

chapter would be the advantage of switching frequency. More specifically,

operating in higher switching frequency makes the passive components be

smaller in size. In addition, the harmonics tend to have smaller amplitudes

so that it is easier to attenuate them. Moreover, during transient response

the higher the switching frequency is the faster the decay time becomes and

also there exist smaller in amplitude overshoots.

Closed-loop feedback control is considered in Chapter 3 by deriving a

discrete time iterative map. The novelty lies on the applications of nonlin-

ear dynamics through this model and the results cover a whole range of new

operation regimes, which include period doubling operation and chaotic os-

cillations besides the conventional steady state. By this way, the switching

harmonics are not gathering into high peaks as in the conventional steady

state but instead, they are distributed into a wider area with smaller am-

plitudes (as the electromagnetic regulations also recommend). As a result,

their elimination is an easy task. It will be shown that even during the

chaotic operation the fundamental harmonic is maintained and it is the

main responsible one for the power flow. The performance improvement of

the converter operation is discussed again with simulated and experimental

approach.

Three phase power systems are widespread and quite well established in

the real world of power systems. Therefore, we were motivated to continue

our research with a 3-phase AC/AC converter in Chapter 4. A matrix con-

verter is chosen because it is quite a new converter but it is very promising

for the actual realisation since it is a very compact device, with low har-

monic content, without DC link since the direct topology is used and so

on. Some fundamental control modulations are presented in the beginning
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and of course a dynamic model of it, too. The experimental and simulation

results have good agreement and show the advantages of its operation. Effi-

ciency can be increased if we exploit the resonances that are proven through

the dynamic model. Transient behavior is also tested showing how the con-

verter can respond to sudden scenarios such as voltage sags and frequency

changes. Some drawbacks are also presented such as the inability of the con-

trol to reach the ideal voltage ratio limits. Finally, the switching frequency

has undesired effect on the efficiency since as the former is increasing the

latter one is decreasing. These topics are left for future research since the

final scope of this work is to present a possible application of the matrix

converter.

Chapter 5 presents this application mentioned before. It is the combi-

nation of a matrix converter with a power router attached to its output.

Different switching scenarios are tested and the experimental results show

good agreement with the simulation ones. The purpose of this application is

to show that there is great potential in the smart on-demand power supply

by switching on and off the equivalent power sources according to the power

the loads require.

Chapter 6 concludes this dissertation by summarizing the major points

and achievements but also highlighting the future work and obstacles that

should generate the motivation for further research.





2

1-φ AC/AC Converter -

Open Loop Control� VEn oÚda íti oÎdàn oÚda — What I do not know I do not think I

know ’

– Socrates (470 B.C. – 399 B.C.)

2.1 Prologue

Open-loop control and the fundamentals of a 1-phase AC/AC converter will

give us the primary knowledge and motivations for further research in this

dissertation. Simulation and experimental results will validate its operation

and one of the most important parameters, the switching frequency, will

be analyzed. The advantages and the converter potential will be discussed

based on the results and a small conclusion will be given in the end of this

chapter.

2.2 Fundamentals

In this section the fundamentals of the open-loop control 1-φ converter will

be covered such as the control topology, bidirectional switch, equivalent

circuit, harmonics, and phasor analysis.

11
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Figure 2.1: Bidirectional switch topology: (a) diode bridge topology, (b)
common drain topology, (c) common source topology. The common source
topology will be used due to its superiority to the other two ones.

2.2.1 Open-loop control

First of all, a bidirectional switch realisation is necessary in order to pro-

ceed with the converter construction. In simulations ideal switches are used;

these switches can allow current to flow in both directions. On the other

hand, the combination of more than one device can make a practical bidi-

rectional switch. In Fig. 2.1 three typical types of such a switch are shown.

Fig. 2.1 (a) shows the diode bridge bidirectional switch in which the over-

all device losses are relatively high since at every moment there are three

conducting semiconductors. In Fig. 2.1 (b), the common drain topology

is presented. Here, the problem is that two independent auxiliary power

sources are necessary but in contrary Fig. 2.1 (c), shows the common source

topology which requires just one auxiliary power source as it is confirmed in

[79].

Since we are using the Fig. 2.1 (c) switch topology, the converter layout

is shown in Fig. 2.2. It is a buck type converter with an LC filter in the

output and an RL load. The input source Vin is a sinusoidal voltage source.

The first bidirectional switch (BDS1) is used to allow the power flow to the

load and vice versa in case our load is regenerative. BDS2 is responsible

for the freewheeling current. A four-step switching strategy will be used as

presented in [79] and is summarized in Table 2.1. The difference with the

literature is that the output current detection is not needed but only the in-

put voltage detection. That means, the switching sequence can be deduced
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Figure 2.2: 1-phase AC/AC buck type converter topology. It consists of an
ideal voltage source, two bidirectional switches, second order LC filter, and
a generalized RL load.

only by the sign of input voltage. In each mode of the table, it is assumed

that BDS2 is OFF and BDS1 is ON and opposite commutation is desired.

When Vin > 0 it is assumed that the sign of the input voltage is positive

and when Vin < 0 that it is negative.

By this switching sequence a safe commutation between the two switches

can be succeeded. The triggering pulses lag each other by a minimum time

difference ∆t. This ∆t has to be as minimum as possible in order to maxi-

mize the switching frequency but on the other hand it has to be long enough

so to avoid overlapping which fact leads to short circuit effects and unde-

sirable results. SiC MOSFET has almost perfect characteristics during its

turn-off transient but during turn-on a high peak current transient effect

takes place because of the diode reverse recovery. In order to avoid this high

peak current and overlapping in general after examining the rising and fall

times given by the manufacturer the worst case transient during the turn-on

requires almost 90 nsec. Therefore, a ∆t value at 90nsec can be considered

commutation safe. Because of this fact, switching frequencies up to MHz

range can be theoretically used.

There are several ways to realise such a control sequence. A simple fun-

damental method is by analogue circuits. Fig. 2.3 presents such an analogue

way. By comparing triangular with step voltages and with the appropriate

logic design the sequences for triggering the switches are generated. Due
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Table 2.1: Switching sequence for safe commutation by measuring the sign
of input voltage.

Switching
sequence

Mode Vin > 0 Mode Vin < 0

Positive or
negative
current

Turn on BDS2b
Turn off BDS1a
Turn on BDS2a
Turn off BDS1b

Turn on BDS2a
Turn off BDS1b
Turn on BDS2b
Turn off BDS1a

In the next
switching
cycle

Turn on BDS1b
Turn off BDS2a
Turn on BDS1a
Turn off BDS2b

Turn on BDS1a
Turn off BDS2b
Turn on BDS1b
Turn off BDS2a

Figure 2.3: Pulses generation with analogue circuit. The triangular voltages
can set the switching frequency as well as the duty cycle of the pulses.

to the fact that SiC MOSFET has a minimum ∆t necessary for switching,

increasing the frequency of the triangular voltage can increase the switching

frequency of the two bidirectional switches. As a result, passive components

energy storage requirement is getting reduced and the size of them, too. It

should be noted that the converter is working as a classic buck type one.

The output voltage will always be inferior to the input one. In this topol-

ogy, a triangular voltage is compared with a step voltage and according to

the offset of the triangular the duty cycle of the pulses is changing and the

output voltage can be regulated, respectively.
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Figure 2.4: Simulation result for pulses based on Table 2.1. The sign of the
input voltage is also shown at the moment it changes value.

Such an analogue approach is easy to be implemented in simulations but

in the experiment is quite cumbersome. For that reason, digital methods

are going to be implemented as we will see in later sections. The simulation

result for the pulses can be shown in Fig. 2.4. The switching sequence of

Table 2.1 can be confirmed.

2.2.2 Equivalent circuit and harmonics

We can assume the input voltage governed by Eq. (2.1) with uim the maxi-

mum amplitude of the oscillation, and ω the input angular frequency. Right

before the output filter the voltage, u1, takes the form of Eq. (2.2). Here

it is considered that, when one bidirectional switch is ON, the other one is

OFF and vice versa. If a switching pattern of the switches s is considered

with duty ratio D and switching period Ts governed by Eq. (2.3), its Fourier

transformation will have the form of Eq. (2.4), n ∈ N+. Therefore the final

result of u1 will have the fundamental frequency and the upper sideband

harmonics in multiples of switching frequency as in Eq. (2.5). ωs refers

to the angular switching frequency. In other words, it is proved that the

harmonics exist on the switching frequency region and multiples of it. In

Sec. 2.4 we will prove more advantages of high switching frequency.

uin = uim sin(ωt) (2.1)
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u1 =







uin, BDS1 is ON

0, BDS1 is OFF
(2.2)

s(t) =







1, nTs < t < (n + D)Ts

0, (n+ D)Ts < t < (n + 1)Ts

(2.3)

s(t) = D +
∞

∑

n=1

2 sin(nDπ)

nπ
cos(nωst) (2.4)

u1 = s(t)uin(t) = Duim sin(ωt) +

∞
∑

n=1

uim sin(nDπ)

nπ
sin(nωs ± ω)t (2.5)

If we consider high switching frequency then it can be assumed that

the inductance voltage uL is constant in every switching cycle. In fact, it is

either uin−uo for nTs < t < (n+D)Ts or −uo for (n+D)Ts < t < (n+1)Ts,

where uo is the output voltage. Eq. (2.6) expresses the average equation of

the inductance voltage. Also Eqs. (2.7) and (2.8) exist where ii is the input

current. Thus Eq. (2.9) which describes the equivalent circuit of Fig. 2.5

can be deduced. Żo is the parallel combination of the output load and filter

capacitance. If we consider Z = Zo + jωL then İL = DU̇in/Ż.

uL = D(uin − uo) − (1 − D)uo = Duin − uo (2.6)

uL = L
d

dt
iL(t) (2.7)

ii = DiL (2.8)

u1 = Duin
(2.6)
= uL + uo

(2.7)
= L

d

dt
iL + uo (2.9)
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Figure 2.5: Equivalent circuit of AC/AC converter.

2.2.3 Phasor analysis

Phasor analysis will help us calculate the values of the passive elements.

The input power factor can be calculated in Eq. (2.10) and also the output

power factor by the Eq. (2.11). In Eq. (2.12) the angle of output voltage

can be found if we assume as reference the input voltage. In our analysis

we have assumed that there is no output capacitor in the beginning. This

means that Żo consists only of R and Lo (assuming RL load) and Ż is found

by adding the L of the filer. From the vector diagram we can find the output

current angle with respect to the output voltage, output voltage angle with

respect to input voltage and by assuming input power factor unity we can

add the appropriate capacitance current. If we take as reference the angle

of input voltage without harming the generality of the problem the vector

diagram of Fig. 2.6 can be derived.

φİin
= tan−1 İin

V̇in

= tan−1 Dİ1
İ1Ż
D

= tan−1 D2

Ż
(2.10)

İo

V̇o

=
1

R + sLo
⇒ φİo

= − tan−1 ω
Lo

R
(2.11)

V̇o

V̇in

=
DV̇o

DV̇in

⇐⇒ DV̇o

V̇L + ŻoİL
=

D(R + sLo)

R + s(L + Lo)

⇒ φV̇o
= tan−1 ω

Lo

R
− tan−1 ω

L + Lo

R

(2.12)



18 2. 1-φ AC/AC CONVERTER - OPEN LOOP CONTROL

�
�

�
��

�
��

�
�

�
�

φ
��

φ
��

Figure 2.6: Phasor diagram. Capacitance value can be found from the
phasor diagram and the equivalent power factors.

İin is the sum of İC and İo. But the inductance current is also governed

by Eq. (2.8) which means there is a direct relation with the input current.

By examining the phasors, C is found by current İC which is the sum of two

imaginary smaller currents; there are two imaginary capacitances connected

in parallel. In other words, by choosing the appropriate İC unity input

power factor can be achieved. If the converter consumes active power P, the

capacitance can be found as in Eq. (2.13). In addition, the inductance of

the filter is derived by the desired ∆IL and Eq. (2.14).

C =
P(tan(φIo) + tan(φVo))

ωV2
o

(2.13)

L =
(Vin − Vo)DTs

2∆IL
(2.14)

(a) Choosing the parameters :

If we are given a load of active power P and cosφ is also known, R and
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L can be found by the following substitutions:

R =
V2

o cosφ

P

Lo =
Rtanφ

2π50
.

(2.15)

As for the inductance of the filter it can be found assuming switching period

Ts and desired ∆IL as in Eq. (2.14). The next step would be to calculate

the φV̇o
from Eq. (2.12) and finally the capacitance C from Eq. (2.13).

(b) Numerical example :

Let’s have a load 100 W with lagging power factor 0.9 which need out-

put voltage 90 V at 50 Hz. The input voltage is 100 V and the switching

frequency is 25 kHz:

From Eq. (2.15) R= 72.9 Ω and Lo= 112 mH.

From Eq. (2.14) it can be found that L= 18 mH.

Then from Eq. (2.12) the angle φV̇o
= −0.7◦, and finally Eq. (2.13) gives

C= 118 µF.

In this example the load is 100 W with lagging power factor 0.9 at 90 V.

The input voltage is 100 V so D= 0.9. That means that the load current is

equal to 1.23 A. This current will pass through the bidirectional switch which

consists of two semiconductors connected in series. Thus, semiconductors

should withstand at least three times the values of input voltage and output

currents, respectively. In other words, semiconductors with nominal values

at 300 V and 4.5 A will fit for this converter. As far the dissipation power

is concerned, the semiconductor should have more than 100 W in order not

to require oversized heat-sinks since as it is already known oversized heat-

sinks may cause radiation emission and act like a patch antenna [80]. Such

issues about equivalent circuits and power factor analysis are also discussed

in previous literature as in [81, 82]. In this section the fundamental analysis

for the basic understanding of the AC/AC converter was covered.

2.3 Simulation and experimental results

The simulation results are shown in Fig. 2.7. The voltages and currents

before and after the output filter are presented. It is obvious that the filter

is necessary for the voltage harmonic elimination. On the other hand, the

current is almost sinusoidal even before the filter. This is achieved by using
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Figure 2.7: Simulation result for voltages and currents before and after the
output filter.

high switching frequency as it will also be explained later.

As it was previously mentioned, the presented analogue approach is out-

dated and also cumbersome for the experimental realisation. Therefore,

digital control with Field Programmable Gate Array (FPGA) is used. In

the beginning, an isolation transformer is implemented in order to isolate

the input voltage from the control part. Then the sign of the input voltage

can be acquired through a voltage comparator (Appendix A). This signal

with the appropriate voltage divider can produce the input signal for the

FPGA. FPGA uses its internal clock to produce the four pulses for the Si

N-MOSFETs (STW13NK100Z). But the output voltage levels of the FPGA

are relatively low compared to the levels the semiconductors need. There-

fore, drive circuits have to be used. ADuM1233 and Si8235 can make such

operations (Appendix A).

The LC low pass filter has values of 0.45 mH and 33 µF with a cutoff

frequency at around 1.3 kHz. The load resistance is 100 W, 103 Ω. Two 20

mH, 5 A inductors connected in series have been used for a total inductance

at 40 mH. The inductors were measured with the impedance analyzer and

the result is that the total inductance varies from 40-80 mH. This variation

is due to the magnetic flux saturation characteristics of the inductor core

material [83]. Fig. 2.8 shows the equivalent result for the voltages before

and after the output filter in the experiment. There is good agreement with

the simulation results. Fig. 2.9 presents the output voltage measured only

in the output resistance and in the whole RL, respectively. The lag because
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Figure 2.8: The voltage before the output filter contains several harmonics
as it is also confirmed in this experimental measurement.
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Figure 2.9: Experimental result for voltage measured only in R and in full RL
load. When measured in full load the angle displacement is obvious as well
as the harmonics due to the impedance fluctuation of the filter inductors.

of the inductance is obvious. It should be mentioned that the voltage in

the whole RL carries some spikes and disturbance because the inductance

has fluctuating value as it was previously noted. From these data the phase

delay can be calculated between the two signals. The result is equal to 12.1◦.

We also can confirm this angle from Eq. (2.15). The equivalent result which
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Figure 2.10: Four experimental pulses during negative sign of the input
voltage. The sequence of Table 2.1 is obvious.
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Figure 2.11: Detail of Fig. 2.10 commutation. The rise and fall times the
semiconductors require for switching are also obvious in this time scale.

also shows good agreement with the experimental one is equal to 12.3◦.

The experimental pulses of Fig. 2.10 are taken when the sign of the

input voltage is negative. They follow the rules of Table 2.1 and they are in

agreement with those of Fig. 2.4. The duty cycle in this particular test is

0.7. At every moment of switching every pulse lags from each other 1.6 µsec

which is set easily by the FPGA VHDL code. A detail of the moment of

switching is obvious on the following Fig. 2.11. This detail is during positive
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Figure 2.12: Switching harmonics are getting of smaller amplitude as switch-
ing frequency increases. Both experiment and simulation measurements
show good agreement. The former ones are up to 250 kHz due to experi-
mental limitations.

sign of the input voltage.

2.4 Switching frequency on transient response

The purpose of this section is to show how important the role of switching

frequency is in the operation of the AC/AC converter during steady state

but also in transient state. It is going to be proved that the elimination of

harmonics is an easier task when operate in high switching frequency.

The overall result for the steady state is shown in Fig. 2.12. The vertical

axis is the ratio of the biggest switching harmonic over the fundamental one.

It is obvious that under this kind of operation the low switching frequencies

offer big amplitude harmonics. Therefore, it will be of great importance if

these harmonics could be spread to higher wide-band frequencies with lower

amplitudes as we will see in the next chapter. It is worth mentioning here,

that in the experimental results for switching frequencies higher of 80 kHz

prototype Silicon Carbide T-MOSFETs are used since Silicon devices aren’t

capable to operate in these higher frequency regions.

Here, the case where the converter is without the LC filter is considered.

This will make the calculations easier for this section but also it will show

clearly the advantage of switching frequency. In this case the voltages and
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currents before and after the output filter are the same. So we will refer

only to the output voltage and current in this section. The voltage equation

doesn’t change and has the form of Eq. (2.5). If the dynamics of the circuit

are considered we can easily find out that the output current is governed

by Eq. (2.16). Solving for g1(t) will give the dominant harmonic in the line

frequency. The solution g2(t) is the current harmonics which have the form

of Eq. (2.17).

d

dt
io +

R

Lo
=

Duim sin(ωt)

Lo
+

∞
∑

n=1

uim sin(nDπ)

nπLo
sin(nωs ± ω)t = g1(t) + g2(t)

(2.16)

io||g2(t) =

∫

{

e
R
Lo

t
{

∑∞
n=1

uim sin(nDπ)
nπLo

sin(nωs ± ω)t
}}

dt

e
R
Lo

t
(2.17)

io||g2(t) =

∞
∑

n=1

uim sin nβ

nαγ

sin(nδ ± ǫ)t+ 1
α

cos(nδ ± ǫ)t

1 + (nδ±ǫ)2

α2

(2.18)

If the following substitutions are performed: α = R/Lo, β = Dπ, γ = πL,

δ = ωs, and ǫ = ω, the solution of Eq. (2.17) is Eq. (2.18). The amplitude

of those signals is of the form uim sin(nβ)α
nγ(α2+(nδ)2)

which requires the assumption

nδ >> ǫ since the switching frequency is supposed to be much higher than

the power line frequency. All the values are in a predictable value range

since α and γ depend on the passive elements, β on the duty cycle, and

δ on the switching frequency. Even by taking worst case scenarios for the

RL load it is clear that as the switching frequency increases (ωs = δ) the

amplitude of the harmonic content is almost nullified. This is the theoretical

proof of Fig. 2.12.

Figure 2.13 shows the simulation of a transient. The AC source has been

replaced with an LC discharge and there is no output filter. In Fig. 2.14 the

results for the output current are depicted for various switching frequencies.

The red graph is for 20 kHz switching frequency while the blue one for 40 kHz

and the black one for 80 kHz, respectively. It is clear that the transient decay

time is much faster as the switching frequency increases. In the experimental

approach, it is difficult to acquire two transients at the very same time in

order to be compared to each other. Theoretically, we know that if these two

transients happen at the same moment the one with the greater switching
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Figure 2.13: Transient topology. Instead of an AC source there is an LC
discharge. The result of interest is the decay time of the measuring output
current.

Figure 2.14: Transient response of LC discharge. As the switching frequency
increases the decay time becomes smaller.

frequency would decay faster. In the experiment, the output current will

be measured during the starting of the AC/AC converter. By this way,

the transient response during the beginning of the converter operation will

be investigated. An output filter has been used for the protection of the

experimental parts. The current right before the output filter is measured.

In Fig. 2.15 this current result is for 20 kHz and 10 kHz, respectively. The

envelopes of the two transients are shown in the next Fig. 2.16. The two

envelopes contain the impact of the sinus wave in them. But the transient of

the lower switching frequency happens on a steeper region of the main sinus

wave than the transient of the higher one. That means that the transient

of the lower switching frequency contains already greater decay because of

the sinus wave presence. But the two envelopes have almost the same decay.

As a result it is obvious that the transient of the higher switching frequency

would have succeeded greater decay if the two transients were at the same

time.
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Figure 2.15: Experimental current measurement during transient of con-
verter start-up.
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Figure 2.16: Envelopes of the two transients.

2.5 Summary

In this chapter the fundamentals about 1-phase AC/AC converter were cov-

ered. The open-loop control was explained both in simulations and experi-

ments. The switching frequency was found to be one of the most important

parameters including advantages as it increases such as faster transients,

smaller in amplitude harmonics etc. Silicon devices on the other hand were

unable to perform in high frequency regions because of their slow switching

time capability. Therefore, Silicon Carbide devices were implemented. The
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small-signal model of the AC/AC buck converter was found critically stable

when it operates under open-loop control [84]. This was the motivation for

us to proceed to a closed-loop control. In addition, the help of nonlinear

dynamics will introduce new operation regimes in which the switching fre-

quency harmonics can be spread into a wide range with lower amplitudes.

That means, the novelty and the second motivation is how the harmonics

could be decreased with the help of nonlinear dynamics, especially when

these harmonics are of substantial amplitude as in the low frequency area

of Fig. 2.12. All of the above will be analyzed in detail in the following

chapter.
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1-φ AC/AC Converter -

Closed Loop Control� T¨
 paide�a
 aÉ màn û�zai pikra�, oÉ dè karpo� glukeØ
 — The roots

of education are bitter, but its fruits are sweet ’

– Isocrates (436 B.C. – 338 B.C.)

3.1 Prologue

A nonlinear discrete time model of the AC/AC converter will be derived in

this chapter. In order to achieve this goal, closed-loop feedback control must

be implemented and in particular the output voltage will be monitored for

the correct calculation of duty cycle. Through the numerical and experi-

mental consideration the converter can operate in a chaotic motion and the

advantages of the performance improvement are also discussed. Finally, a

small summary will be given.

3.2 Output voltage feedback control

Closed-loop control is essential for a more stabilized converter operation.

Fig. 3.1 presents again the topology of the converter with some additional

simplifications. Instead of an RL load, a resistive one is going to be used.

Moreover, the sequence of Table 2.1 is not going to be implemented but in-

stead the same pulse will reach both the semiconductors of the bidirectional

switches in every switching period. This is done for simplification purposes

29
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Figure 3.1: Converter topology with ideal bidirectional switches. The dif-
ference from the previous chapter is that here there is purely resistive load
and dead-time has been implemented instead of the commutation of Table
2.1.

since attention should be paid to the feedback control. On the other hand,

some dead-time has been added between the pulses for safety reasons and

the equivalent circuit can be found in the Appendix B. We will refer only to

the capacitance voltage, inductance current, and input voltage source which

have the equivalent symbols (u, i, E).

The configuration of the proportional feedback control is illustrated at

Fig. 3.2. D denotes the steady state duty cycle, k the feedback gain, Vref

the reference voltage and d the (instant) duty cycle. The output voltage

is compared with the reference voltage and along with the feedback gain

and steady state duty cycle, the instantaneous value of duty cycle can be

decided. Then, this value should be limited between [0, 1] so that the PWM

pulses can be created which will be driven to the switches. Two experimental

approaches have been tested, the analogue one and the dSpace-based one.

These topologies are illustrated in Appendix C but they both follow the

general rules of Fig. 3.2. Analogue approach is simple for implementation

but not as flexible as the dSpace one. DSpace is an instrument that utilizes

digital methods and cooperates with Matlab-Simulink models. Therefore,

control modifications are faster and more precise. But since this method

has frequency limitations due to its restricted internal clock the analogue

approach is preferred.

In the next section, a discrete time iterative map is derived for the con-

verter under investigation. This is an algebraically demanding process but
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Figure 3.2: Control configuration of feedback regulator. The controllable
parameters are the gain k and steady state duty cycle D.

the final iterative formula describes the cyclic operation between the dif-

ferent structural topologies of the converter (the on and off states of the

switches create these different topologies) according to the equivalent duty

cycle as described before. This repetition of the different circuit topologies

is the main responsible factor that destroys the smoothness of the dynam-

ics and causes nonlinear phenomena [85]. In other words, this structural

change is the source of nonlinearity. Interesting phenomena and new oper-

ation regimes are discovered in the following but one section.

3.3 Nonlinear dynamic model

The converter presented in Fig. 3.1 obeys the unified differential equation

system of Eq. (3.1). The state variables of the problem are the inductance

current and capacitance voltage. The switching variable s represents the on-

state at s = 1 and off-state at s = 0, respectively. The on-state represents

the time duration when the source is feeding the load with power and the

off-state when the freewheeling current flows through SW2. Based on the

iterative map, the behavior from one to the next switching cycle will be

described.










L
di

dt
= sE-u

C
du

dt
= i − u

R

(3.1)

A complete switching period Ts happens every (tn, tn+1), where n ∈ N
+.

Let tn′ be the arbitrary moment the switching happens. Assume without

harming the generality of the problem that SW1 is off and SW2 is on for tn ≤
t < tn′ and vice versa for the rest of the switching period (tn′ ≤ t < tn+1).

This equation system will be solved separately for both of the prementioned

time intervals.
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3.3.1 Off-state interval

• s = 0, tn ≤ t < tn′ :

This is called off-state. During this state, SW1 is off and SW2 is on. After

solving the system of equations, for the [tn, tn′) interval, the result for the

current and voltage will be:

{

i1(t) = f1(u(tn), i(tn), (t− tn))

u1(t) = f2(u(tn), i(tn), (t− tn))
(3.2)

Now we set in the above equations:

t = tn′ & tn′ − tn = (1 − d)Ts

and the result becomes:

{

i1(tn′) = f1(u(tn), i(tn), ((1 − d)Ts))

u1(tn′) = f2(u(tn), i(tn), ((1 − d)Ts))
(3.3)

The full equations for Eqs. (3.2) and (3.3) are presented analytically in the

Appendix D.

3.3.2 On-state interval

• s = 1, tn′ ≤ t < tn+1:

This is called on-state. During this state, SW1 is on and SW2 is off. The

system of equations, for the [tn′ , tn+1) interval, results in:

{

i2(t) = g1(u(tn′), i(tn′), (t − tn′))

u2(t) = g2(u(tn′), i(tn′), (t− tn′))
(3.4)

Now we set in the above equations:

t = tn+1 & tn+1 − tn′ = dTs

and the result becomes:

{

i2(tn+1) = g1(u(tn′), i(tn′), (dTs))

u2(tn+1) = g2(u(tn′), i(tn′), (dTs))
(3.5)

The full equations for Eqs. (3.4) and (3.5) are presented analytically in the

Appendix D.
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The arbitrary switching time tn′ is undesirable. Therefore, using Eq.

(3.3) tn′ can be eliminated in Eq. (3.5) and as a result the difference equation

of the iterative map is created:

{

i(tn+1) = q1(u(tn), i(tn),d)

u(tn+1) = q2(u(tn), i(tn),d)
(3.6)

The final iterative map is almost derived. In Eq. (3.6) the values of the

next moment (tn+1) are described according to the values of the previous

moment (tn) and the duty cycle d. The last equation needed is the one for

the duty cycle itself and it is presented in Eq. 3.7 which can be derived

directly from Fig. 3.2. In other words, dn is not just a parameter but

the third state of our problem. In the results section the change of the

controllable parameters and what is their influence on the state variables of

the problem will be discussed.

dn = D − k(un − Vref) (3.7)

3.4 Results and discussion

As mentioned in the beginning, switching frequency is an important factor

for every converter. Figure 3.3 shows the result of inductor’s current in

the steady state. The switching harmonics are multiples of the switching

frequency with decaying amplitude as the order of switching frequency har-

monic increases. The same behavior is observed in the experiment, too. It

is also observed that, as the switching frequency increases, the current har-

monics become smaller in amplitude. They can be easily attenuated since

high frequency harmonics require smaller filters. But on the other hand, it

would be of great importance if these harmonics could be spread to higher

wide-band frequencies with lower amplitudes instead of using filters.

In addition, the duty cycle of the converter (d) follows the steady state

duty cycle (D) with more accuracy when the switching frequency increases.

In Fig. 3.4 the duty cycle is presented for two switching frequencies in the

simulation and the experiment. It is clear that the deviation from the steady

state duty cycle becomes smaller as the switching frequency increases. In

detail, the steady state duty cycle was set to D= 0.6. The figure shows that

at the lower switching frequency the duty cycle d follows D with greater
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Figure 3.3: Current in steady state (a) and its frequency spectrum (b).
Current contains the fundamental, switching harmonics and switching noise.
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Figure 3.4: Duty cycle (d) follows more accurately the steady state duty
cycle (D) in higher switching frequencies. Blue graph is for 15 kHz and the
red one is for 50 kHz.

fluctuation. The two switching frequencies that were compared are 15 kHz

and 50 kHz. They are denoted with the blue and red graph, respectively.

As the feedback of the converter is increasing interesting nonlinear phe-

nomena appear. This operation is called chaotic operation and from now

on it is going to be proved with qualitative and quantitative methods. This

operation is desired in order to make sure that the output signal will follow

the reference signal as precisely as possible [86]. It has already been proven

[86] that high feedback operation brings advantages such as stability and

performance agility. In this section, the particular points of high feedback

operation in AC/AC conversion are going to be highlighted.

Figure 3.5 shows the dependence of one state variable versus the con-

trollable parameter, which is the gain of the feedback control. Suppose that

the steady state signal oscillates with the fundamental frequency within the

interval [−1, 1]. A gain sweep is performed in order to make a bifurcation
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Figure 3.5: The dependence on the controllable parameter is qualitatively
described by its bifurcation diagram. The complexity of dynamics is obvious
in high gain regions.

diagram. In particular, each measurement in the bifurcation diagram is

taken for every gain value from the equivalent time series around a very

small time interval in the n+ 1 switching cycle when the transient response

remains until the nth cycle. In this data acquisition this small time inter-

val corresponds to the condition that the signal has the maximum negative

value −1. For each gain value we gather the data at the peak. In the steady

state all the data are almost near to −1. This can be seen in the bifur-

cation diagram for the low gain values. As the diagram shows, increasing

the gain value brings a period-1 solution until gain k ≈ 1.53e-1. Then a

series of period doubling bifurcations undergoes until gain reaches the value

of around 2e-1 where 4 chaotic bands exist which are merging into two and

finally into one chaotic band bounded to the maximum limits. In fact, these

bifurcations happen because of the topological sequence change in the con-

verter. In every switching converter boundaries exist between continuous

and discontinuous modes of operation as mentioned in [87]. In other words

these non-smooth border-collision bifurcations occur because of the circuit

structural alteration in every switching cycle. The gain sweep was selected

between the region [0.1, 0.3] because that is where the edge of stability ex-

ists. In low gain values, period-1 oscillation exists and at very high gain

values instability occurs as it was expected.

Moreover, some windows of period-3 and period-4 periodicity are obvi-

ous. Some bifurcation veils are also visible declaring the regions where the
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(a) (b)

(c)

Figure 3.6: Bifurcation diagram details of Fig. 3.5. (a) is the detail from
period-1 to period-2 oscillation. (b) is the period-3 window and (c) is the
detail of its third branch. It is obvious that period doubling process takes
place again here.

orbits are most probable. In other words, these solutions are more likely to

happen during these particular operations. In Fig. 3.6 some details of Fig.

3.5 are presented. In Fig. 3.6 (a), the moment of change from period-1 to

period-2 solution is zoomed. A quick small in amplitude turbulence is obvi-

ous during the transition between the two periodical orbits. Figure 3.6 (b)

depicts the detail of the period-3 window of Fig. 3.5. One of the branches

has been zoomed in order to depict the period doubling process better as in

Fig. 3.6 (c). A bifurcation diagram if the gain is constant and the duty cycle

(D) is changing is shown in Fig. 3.7. It is obvious that steady state period-1

oscillation appears periodically between the chaotic attractors as the duty

cycle parameter is changing. By these diagrams, the mechanism that drives

the operation of the converter from period-1 to multiple period operation

to chaotic operation is isolated and described. In other words, here, the dy-
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Figure 3.7: Bifurcation diagram for the other controllable parameter, steady
state duty cycle (D).

Figure 3.8: Iterative plots for current and voltage during the chaotic opera-
tion. The predominant frequencies form distinctive lines among the chaotic
data.

namic system’s dependence on the controllable parameters is qualitatively

demonstrated. It should be mentioned that the RLC parameters used for

the simulations are 50 Ω, 0.45 mH, and 33 µF respectively. The qualitative

description will not be enough when chaos has to be proven. Quantitative

methods such as Lyapunov exponents and initial conditions tests have to be

also performed as it will be shown in a few paragraphs.

In Fig. 3.8 the iterative plots of current and voltage are shown during

these chaotic oscillations. The iterative plots cover all the area because of

the random oscillations. They are unable to be connected into an orbit that
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Figure 3.9: Responsible frequency for the power flow is mainly the fun-
damental one. Even the following biggest harmonic has five times smaller
amplitude than the fundamental. Thus, it can be proved that even during
the chaotic operation, a successful power flow can be possible.

closes itself but because of the predominant frequencies specific lines can be

distinguished through these graphs. Despite the interesting demonstration

of the iterative plots, they can’t actually provide us with useful information

about the converter operation. These lines of the iterative plots are formed

mainly because of the fundamental frequency and this is proven by the power

spectrum at Fig. 3.9. This spectrum is based on current and voltage of the

prementioned iterative plots. It is clear that the level of wide-band noise is

minimum compared to the fundamental and even the biggest harmonic is

around five times smaller than the fundamental. Thus, an operation during

which the fundamental frequency is responsible for the power flow is suc-

ceeded.

Steady state duty cycle (D) is also a controllable parameter which gov-

erns the change of steady state. Converters usually change their duty cycle

when load is changing, some transient effect takes place etc. In Fig. 3.10 the

different dynamical modes of the operation are geometrically plotted in the

parameter space D and k. The “nonlinearity density” is presented via the

coloring. It starts from the blue area which denotes the stable period-1 solu-

tion and goes until the brown one which is the chaotic region. The number

of possible states is depicted via the discrete color-map. The middle stages,

the period doubling process, aren’t very clear since, as we described before,

this is just a qualitative separation of the nonlinear regions. In detail, for

every pair of (D, k) the simulation result is saved. Then, the higher number

of periods the signal contains the closer to the brown color the equivalent

area will be. Therefore, the most chaotic regions will have the brown color
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Figure 3.10: Nonlinearity effect into the parameter space. The most blue
area is period-1 solution while the brown one is chaotic. Even at high gains,
period-1 solution can be succeeded by fine-tuning D. These areas form stable
period-1 “rivers” between the “islands” of chaotic operation.

and the period-1 solution will have the blue one. As a result this “nonlinear-

ity density” can be determined. As it was expected in the low gain regions

there are stable period operations and at high gains the complexity of the

operation is increased dramatically. Another interesting observation is that

although the high gain causes chaotic operation there are certain areas, let’s

call them here “rivers”, where stable period operation can be succeeded.

Even if the gain has to remain in high values, there is still possibility of

stable operation along these “rivers”, meaning by fine adjustment of the

steady state duty cycle. In addition, the period-3 window of Fig. 3.5 at

gain k ≈ 0.24 is also happening almost throughout the equivalent region of

the parameter space. Figure 3.10 is a conspicuous description of the com-

plex impact nonlinear dynamics can generate.

Fast and accurate control can switch appropriately to the optimised op-

eration by moving along into the parameter space. This will bring tremen-

dously great changes of the power converter concept. On one hand, moving

along into the parameter space can bring a huge variety of operation regimes.

On the other hand, even during the chaotic operation, the possibility to ac-

quire the desired frequency exists within the chaotic data since the chaotic

band contains a wide range of frequencies. This topic will be again discussed

in the following paragraphs of this section.

One other test is the sensitiveness to the initial conditions. In Fig. 3.11

two time series are plotted together. The blue one is for zero initial condi-
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Figure 3.11: Voltage time series for two very close to each other initial
conditions. After a short period of time the two trajectories are completely
different.

(a) divergence (b) LLE

Figure 3.12: Left the exponential divergence from two initial conditions and
right the calculation for the largest Lyapunov exponent. It can be found
from the slope in the beginning of the figure.

tions and the red one is for slightly bigger ones (1e-7). The horizontal axis

has a logarithmic scale in order to show the behavior more clearly. In the

beginning, the two trajectories follow exactly the same path, soon one of

them seems to lag the other. Finally, it is obvious that the trajectories are

completely different, always bounded to the limits of the oscillation. This

fact means that our system is sensitive to small differences of the initial

conditions. This extreme “sensitivity to initial conditions” mathematically

presented in various systems [41] has come to be called dynamical instabil-

ity, or simply chaos. In Fig. 3.12 the divergence growth between those two

trajectories is depicted on the left part of the figure. It can be noticed that
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Figure 3.13: Experimental setup of 1-phase AC/AC converter.

the difference between the two orbits never converges to minimum again.

The two time series, even bounded to the same limits, they are completely

different to each other. The right part of Fig. 3.12 is the calculation of

the largest Lyapunov exponent (LLE) of these chaotic time series. The first

method to calculate the LLE is the Rosenstein algorithm [88] which is based

on the reconstruction of the attractor dynamics from a single time series

by embedding this time series into its embedded dimensional phase space,

lagging a specific amount of time units. Only from the first few points we

can take the LLE estimation since as the algorithm continues the data re-

converge and the slope falls to zero. If the calculated slope is estimated in

a least square sense the result for the LLE is 0.547. In order to verify more

whether the result is chaotic or not the TISEAN [89] toolbox is used as well,

giving a result of the LLE at 0.576. Although the two numbers are not ex-

actly the same since different algorithms and procedures were implemented,

it is verified that the LLE is a positive number giving the quantitative char-

acteristics of our chaotic time series.

The practical side of all the above is that a converter can work in this

chaotic region. With the proper control it will have a stable state and also

the power flow will be concentrated to the fundamental frequency. In other

words, the harmonic content will be at minimum levels. This will bring

great advantages especially when the switching frequency should remain at

low levels since according to Fig. 2.12 with the classical approach, the low
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Figure 3.14: Experimental phase portraits. Steady state is observed in
(a) with the main circle representing the base line frequency and the curly
behavior because of the switching frequency. Period-2 solution at (b) and
period-3 at (c). (d) shows clearly the period-3 by plotting the current versus
its derivative. Period-3 has higher order harmonics and reduced overall
amplitude than period-2.

switching frequencies bring great amount of harmonics. Instead, chaotic

operation along with suitable control could fix the prementioned problem.

Therefore, a wider range of operation arises for fast-response and more agile

power AC/AC converters.

Figure 3.13 shows a photograph of the experimental setup. In this topol-

ogy the isolation transformer is shown which is used for the measurement

of input voltage in Chapter 1. In this chapter it is replaced by the mea-

surement of output voltage. In Fig. 3.14 experimental phase portraits are

presented. In Fig. 3.14(a) the circle depicts the base frequency (funda-

mental) and the curly behavior is caused by the switching impact. RLC

parameters are the same as in simulations. The data have been averaged

in order to have a better view but there is a small loss of amplitude infor-

mation. The feedback gain was set at 0.1. In Fig. 3.14(b) there is a small

extra circle in the phase portrait when the gain was increased at 0.13. From

the data analysis it is found that there is also the 2nd harmonic except for

the fundamental and switching harmonics. Thus, the converter is driven to
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Figure 3.15: Semi-periodic random oscillations in experiment. The right one
is called unilateral semi-periodic solution because the randomness happens
in one side of the main circle path when the gain k was set at 0.25. The
left one is called bilateral (or multilateral) because the extra periods are all
over the fundamental circle (k= 0.3).

a period-2 operation. Moreover at k= 0.17 a period-3 operation appears as

it is shown in Fig. 3.14(c). The graph for the current against the derivative

of the current is also plotted in Fig. 3.14(d) in order to show more clearly

this operation. The analogue control approach as described in Appendix C

was implemented. There is a small discrepancy with the simulation results

which may be due to the fact that in the simulations parasitic effects and re-

sistances from the semiconductors haven’t been taken under consideration.

Two important phase portraits are shown in Fig. 3.15. They were suc-

ceeded in higher gain regions and it was noticed that semi-periodic random

oscillations occurred. The left subfigure presents bilateral random oscilla-

tions in unexpected moments while in the right one there is a specific time

in every cycle during which there is a different period every time and there-

fore it makes a unilateral semi-periodicity. This might happen because of

grazing phenomena [86] driving the operation to a multi-period solution.

It is worth noting that in the bilateral solution, duty cycle saturation was

noticed fact that origins from nonlinearity. This duty cycle saturating non-

linearity was observed in the simulations, too. This fact ensures the border

collision case since such kind of nonlinearity is also one of the basic causes

for border collision bifurcations. The example of duty cycle saturation is

shown in Fig. 3.16. The duty cycle has a wide range of values and also

it oscillates randomly at some moments. The steady state duty cycle (D)

is different between the numerical (Fig. 3.16 (a)) and experimental (Fig.
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Figure 3.16: Duty cycle saturation for experiment and numerical trials.
Duty cycle oscillates randomly and it also takes a wide range of values.

Table 3.1: Harmonics amplitudes during period-2 and 3 (% of the fundamen-
tal). Higher order semi-periodic solutions were also observed (unilateral and
bilateral). At higher periods, shifting to higher harmonic orders and lower
amplitudes is expected. The semi-periodic random solutions have smaller
harmonic amplitudes except the third harmonic in the bilateral solution.

Period No. 2nd 3rd 4th 5th
2 52.7% 14.7% 11.6% 7.6%
3 0% 43% 0% 10%

unilateral 13.4% 11.1% 9.1% 8.1%
bilateral 9% 65.5% 11.1% 8.7%

3.16 (b)) results but the inability to keep a normal operation as well as the

saturation can be confirmed in both trials.

At period-2 and 3 operations it is the lower harmonics that cause this

behavior. In the chaotic oscillations of the numerical results there is a broad-

band spectrum. In other words there are many frequencies contained in the

signal. In [64] there is a comparison of a comb-like spectrum and a broad-

band chaotic spectrum. It was concluded that the broadband spectrum

brought a significant reduction of harmonics in the converter operation.

In our work, period-2 operation contains the 2nd harmonic with 52.7%

the amplitude of the fundamental, 3rd one with 14.7%, 4th one with 11.6%

and 5th one with 7.6%. These numbers along with period-3 orbit and the

semi-periodic oscillations are summarized in Table 3.1. In just one higher
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Figure 3.17: (a) Unilateral solution spectrum and (b) bilateral solution spec-
trum. In the bilateral solution there is a more wide and without spikes
spectrum. Every harmonic greater than 1% of the fundamental amplitude
is shown.

order of period-n operation, an amplitude reduction of the harmonics is

achieved and also the main harmonics are shifted to higher orders. If the in-

verses of harmonic orders are used as weights a 64.22% harmonic reduction is

estimated between period-2 and 3 operations. The unilateral semi-periodic

solution appears a reduction of harmonics at 68.69% and the bilateral semi-

periodic one is at 32.44% compared with period-2 solution. The double-sided

semi-periodic one has an evenly distributed harmonic spectrum and only the

third harmonic has quite increased amplitude. If this main harmonic is not

considered, like in 3-phase circuits which will be discussed in the next chap-

ter, the sum of all the others is estimated less than 10% of harmonic con-

tribution compared always with the period-2 solution. Therefore, there is a

tendency of suppressing the low order and switching harmonics into a wide

frequency area. Another approach to understand more the semi-periodic

solutions is the frequency spectrums presented in Fig. 3.17. Figure 3.17 (a)

is for the unilateral solution and (b) for the bilateral one. The limits for the

vertical axis have been set in such a way that only the greater harmonics of

1% of fundamental amplitude are shown. It is obvious that in the bilateral

solution spectrum there is a much more broadband spectrum than the uni-

lateral one and it is smoother, too. A final remark of the random oscillations

is about their total harmonic distortion (THD). The unilateral solution has

a THD equal to 4.9% while the bilateral’s one is 4.3% without taking under

consideration the third harmonic. These values meet the overall standards
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set by IEEE std. 519 − 1992. Applications and simple examples of these

standards can be found in [90].

The problems of analogue approach made the period doubling operation

data acquisition more difficult. Extreme caution must be paid also to the

controllable parameters since as it was described in the previous section, the

outcome varies significantly with minor parameter changes. For example,

digital control allows accurate and high precision parameter choice, therefore

moving along the various modes of Fig. 3.10, which are neighboring close to

each other, will be an easier task. Nonlinear phenomena in AC/AC conver-

sion are quite a new research area. Chaos and other instabilities especially

in matrix converters can also be found in [91, 92].

3.5 Summary

In this chapter, a nonlinear model of the AC/AC converter was analyzed.

By deriving this model we are exploiting the advantages of discrete time

methods in order to show the behavior of switching dynamics. The novelty

lies on the fact that new operation regimes are discovered including period

doubling oscillations and chaotic behavior. Moreover, these nonlinearities

are described through bifurcation diagrams and Lyapunov exponents. Last

but not least, the experimental approach and a discussion about it sup-

ported the validity of the mathematical model and will show the potential

for application realisation. This kind of converter hasn’t thoroughly been

studied from the literature, especially from the nonlinear dynamics aspect,

fact that motivated us to proceed with investigation. On the other hand, 3-

phase systems are worldwide applied in the field of power systems, therefore

from the next chapter a 3-phase AC/AC converter also known as matrix

converter will be investigated.
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3-φ Matrix Converter� P�nte
 �njrwpoi toÜ eÊdènai ærègontai fÔsei — All men naturally

desire knowledge ’

– Aristotle (384 B.C. – 322 B.C.)

4.1 Prologue

In this chapter AC/AC conversion in the 3-phase systems will be studied.

The particular converter under investigation is a 3-phase direct AC/AC

matrix converter. In the beginning the basic control modulations will be

described such as the Venturini modulation and Space Vector Modulation

(SVM). A dynamic model will be derived which will be compared with the

simulations and experimental apparatus. Finally, a small summary will be

given.

4.2 Control modulations

Figure 4.1 shows the matrix converter topology. It consists of a 3-phase

voltage source, input/output filters, line resistances and a resistive load. p

and s refer to the primary and secondary sides of the converter, respectively.

In the dynamic model and experiment results sections more description will

be given about the circuit topology. The core of the converter is its switches

as shown in Fig. 4.2. From this detailed layout it is obvious that 9 bidirec-

tional switches are needed. This topology is called direct matrix converter

and it differs from the indirect one mainly because it has no passive elements

47
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Figure 4.1: Matrix converter circuit topology.

and in particular there is no DC link. As far as the control is concerned,

the basic constraints are that at any time there must be a path which con-

nects each output phase with any input phase (to avoid open circuits) and

also in every output phase there must always be only one input phase con-

nected (to avoid short circuits). Other issues related to control, switching

commutation, overvoltage protection etc. are discussed in [37].

4.2.1 Venturini modulation

The same notation as in Fig. 4.1 will not be used in the control descriptions

because they refer to ideal situations. If a system of balanced input voltage

sources is assumed with values VA,B,C and target output voltages Va,b,c then

Eq. (4.1) describes the relationship between these voltages. The purpose of

every modulation is to find a pattern for these duty cycles. The equivalent

relationship for the currents is given at Eq. (4.2). T refers to the transpose

matrix operation.
[

Va

Vb

Vc

]

=

[

daAdaBdaC

dbAdbBdbC

dcAdcBdcC

] [

VA

VB

VC

]

(4.1)

[

IA
IB
IC

]

=

[

daAdaBdaC

dbAdbBdbC

dcAdcBdcC

]T [

Ia
Ib
Ic

]

(4.2)

The Venturini modulation [31] is described in Eq. (4.3). It compares the

input voltage (subscript i) with the target output voltages (subscript j) and

produces the equivalent duty cycle (d) for every switch, respectively. It is

a fundamental control modulation which can achieve theoretically voltage

ratios up to 0.5. Voltage ratio (q) is the ratio between the output voltage

and the input voltage.
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Figure 4.2: Matrix converter nine bidirectional switch topology. 18 semicon-
ductors combined by 2 are needed for the experiment. The common source
topology is again used for this converter switches.

dij =
1

3
(1 +

2

V2
pmax

uiuj) (4.3)

4.2.2 Space vector modulation

The SVM [93] is a more complex control modulation for matrix converters

than the Venturini one. Let’s start by supposing that the 3-phase input

source has line to ground voltages as presented in Eq. (4.4). That means

that the line to line voltages have the form of Eq. (4.5). V is the amplitude

of the line to ground voltage and ωi the angular velocity of the signal. Using

the Clarke transformation the abc coordinates can be transferred into the

dq0-plane obeying the following Eq. (4.6). V0 is zero since a balanced

3-phase sinusoidal voltage source is considered.











VA = V cos(ωit)

VB = V cos(ωit − 2π
3 )

VC = V cos(ωit + 2π
3 )

(4.4)











VAB =
√

3V cos(ωit + π
6 )

VBC =
√

3V cos(ωit − π
2 )

VCA =
√

3V cos(ωit + 5π
6 )

(4.5)

[

Vd

Vq

V0

]

=
2

3





VAB − 1
2VBC − 1

2VCA
√

3
2 VBC −

√
3

2 VCA

0



 (4.6)
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Figure 4.3: Output voltage and input current space vectors. Example for
switching times when the voltage vector lies on sixth sector while the current
vector lies on the first one.

The voltage angle in dq0-plane is au
dq0 = tan−1 |vq|

|vd| . The subscript dq0

will be omitted from now on and the terms au and ai will be used. The

equivalent equations are derived for the input current, too. Nine switches

result in 512 switching combinations but there are certain restraints that

have to be considered as we mentioned in the previous sections. These

restraints lead to 27 possible states but 6 out of them are not going to be used

since they create a rotating space vector which is not able to establish the

reference vector. These rotating space vectors depend on angle frequencies

ω, therefore there are not static in the vector space and as a result they are

unable to be used as stationary references. Therefore, 18 active space vectors

and 3 zero ones are going to be used. The basic 18 switching states are

summarized in Table 4.1. The first 3 columns show which input is connected

in every output each time. The dq quantities are also shown based on Eq.

(4.6). According to the angle of the space vector, the 2π radian range is

segmented into six sextants as in Fig. 4.3. Every active space vector takes

as label a number for easier understanding and manipulation in further

analysis. The zero states represent the states when all the three output

phases are connected to a single input and have state names AAA, BBB,

CCC or just 0 since they have no amplitude in the space vector diagram. In

other words, they are all gathered in the origin of the vector space.

The next step should be the determination of switching sequence. In
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Table 4.1: Basic 18 switching states and dq-plane quantities. Capital letters abc imply input and the lower case imply output
signals.

a b c Vab Vbc Vca Vd Vq |Vdq| au
dq

IA IB IC Id Iq |Idq| ai
dq

state name

A A B 0 VAB −VAB 0 2
√

3
VAB

2
√

3
VAB

π
2

−Ic Ic 0 −Ic
1

√

3
Ic

2
√

3
Ic

5π
6

-7 AAB

A A C 0 −VCA VCA 0 − 2
√

3
VCA

2
√

3
VCA −π

2
−Ic 0 Ic −Ic − 1

√

3
Ic

2
√

3
Ic

7π
6

+9 AAC

B B A 0 −VAB VAB 0 − 2
√

3
VAB

2
√

3
VAB −π

2
Ic −Ic 0 Ic − 1

√

3
Ic

2
√

3
Ic − π

6
+7 BBA

B B C 0 VBC −VBC 0 2
√

3
VBC

2
√

3
VBC

π
2

0 −Ic Ic 0 − 2
√

3
Ic

2
√

3
Ic − π

2
-8 BBC

C C A 0 VCA −VCA 0 2
√

3
VCA

2
√

3
VCA

π
2

Ic 0 −Ic Ic
1

√

3
Ic

2
√

3
Ic

π
6

-9 CCA

C C B 0 −VBC VBC 0 − 2
√

3
VBC

2
√

3
VBC −π

2
0 Ic −Ic 0 2

√

3
Ic

2
√

3
Ic

π
2

+8 CCB

B A A −VAB 0 VAB −VAB − 1
√

3
VAB

2
√

3
VAB

7π
6

−Ia Ia 0 −Ia
1

√

3
Ia

2
√

3
Ia

5π
6

-1 BAA

C A A VCA 0 −VCA VCA
1

√

3
VCA

2
√

3
VCA

π
6

−Ia 0 Ia −Ia − 1
√

3
Ia

2
√

3
Ia

7π
6

+3 CAA

A B B VAB 0 −VAB VAB
1

√

3
VAB

2
√

3
VAB

π
6

Ia −Ia 0 Ia − 1
√

3
Ia

2
√

3
Ia − π

6
+1 ABB

C B B −VBC 0 VBC −VBC − 1
√

3
VBC

2
√

3
VBC

7π
6

0 −Ia Ia 0 − 2
√

3
Ia

2
√

3
Ia − π

2
-2 CBB

A C C −VCA 0 VCA −VCA − 1
√

3
VCA

2
√

3
VCA

7π
6

Ia 0 −Ia Ia
1

√

3
Ia

2
√

3
Ia

π
6

-3 ACC

B C C VBC 0 −VBC VBC
1

√

3
VBC

2
√

3
VBC

π
6

0 Ia −Ia 0 2
√

3
Ia

2
√

3
Ia

π
2

+2 BCC

A B A VAB −VAB 0 VAB − 1
√

3
VAB

2
√

3
VAB −π

6
−Ib Ib 0 −Ib

1
√

3
Ib

2
√

3
Ib

5π
6

-4 ABA

A C A −VCA VCA 0 −VCA
1

√

3
VCA

2
√

3
VCA

5π
6

−Ib 0 Ib −Ib − 1
√

3
Ib

2
√

3
Ib

7π
6

+6 ACA

B A B −VAB VAB 0 −VAB
1

√

3
VAB

2
√

3
VAB

5π
6

Ib −Ib 0 Ib − 1
√

3
Ib

2
√

3
Ib − π

6
+4 BAB

B C B VBC −VBC 0 VBC − 1
√

3
VBC

2
√

3
VBC −π

6
0 −Ib Ib 0 − 2

√

3
Ib

2
√

3
Ib − π

2
-5 BCB

C A C VCA −VCA 0 VCA − 1
√

3
VCA

2
√

3
VCA −π

6
Ib 0 −Ib Ib

1
√

3
Ib

2
√

3
Ib

π
6

-6 CAC

C B C −VBC VBC 0 −VBC
1

√

3
VBC

2
√

3
VBC

5π
6

0 Ib −Ib 0 2
√

3
Ib

2
√

3
Ib

π
2

+5 CBC
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Table 4.2: Switching sequences for SVM. Zero states are declared simply as 0 but there actually exist three of them (AAA,
BBB, CCC). The one with the lower switchings is selected in each occasion.

V ⇒ S1, I ⇒ S1 or V ⇒ S4, I ⇒ S4 V ⇒ S2, I ⇒ S1 or V ⇒ S5, I ⇒ S4 V ⇒ S3, I ⇒ S1 or V ⇒ S6, I ⇒ S4

±1 ± 3 ± 7 ± 9 ⇒ (−3 + 9 − 7 + 1) ±4 ± 6 ± 7 ± 9 ⇒ (−6 + 9 − 7 + 4) ±1 ± 3 ± 4 ± 6 ⇒ (−3 + 6 − 4 + 1)

0
**T

T

T

CAA AAC
$$

J

J

BBA ABB
%%

J

J

0
$$J

J

ACA AAC
$$

J

J

BBA BAB
%%

J

J

0
$$J

J

CAA ACA
$$

J

J

BAB ABB
%%

J

J

ACC

77

CCA 0 // AAB

77

BAA 0 CAC

77

CCA 0 // AAB

77

ABA 0 ACC

77

CAC 0 // ABA

77

BAA 0

V ⇒ S1, I ⇒ S2 or V ⇒ S4, I ⇒ S5 V ⇒ S2, I ⇒ S2 or V ⇒ S5, I ⇒ S5 V ⇒ S3, I ⇒ S2 or V ⇒ S6, I ⇒ S5

±2 ± 3 ± 8 ± 9 ⇒ (−8 + 2 − 3 + 9) ±5 ± 6 ± 8 ± 9 ⇒ (−8 + 5 − 6 + 9) ±2 ± 3 ± 5 ± 6 ⇒ (−2 + 5 − 6 + 3)

0
**T

T

CCB BCC
%%

J

J

CAA AAC
$$

J

J

0
%%

J

J

CCB CBC
%%

J

J

ACA AAC
$$

J

J

0
%%

J

J

BCC CBC
%%

J

J

ACA CAA
$$

J

J

BBC

77

CBB 0 // ACC

77

CCA 0 BBC

77

BCB 0 // CAC

77

CCA 0 CBB

77

BCB 0 // CAC

77

ACC 0

V ⇒ S1, I ⇒ S3 or V ⇒ S4, I ⇒ S6 V ⇒ S2, I ⇒ S3 or V ⇒ S5, I ⇒ S6 V ⇒ S3, I ⇒ S3 or V ⇒ S6, I ⇒ S6

±1 ± 2 ± 7 ± 8 ⇒ (−1 + 7 − 8 + 2) ±4 ± 5 ± 7 ± 8 ⇒ (−4 + 7 − 8 + 5) ±1 ± 2 ± 4 ± 5 ⇒ (−1 + 4 − 5 + 2)

0
**T

T

T

ABB BBA
%%J

J

CCB BCC

%%
J

J

0
%%

J

J

BAB BBA
%%J

J

CCB CBC

%%
J

J

0
%%

J

J
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Figure 4.4: The 18 switching states unified in a single three-dimensional
figure. Actually it is about a four dimensional figure but the projection of
one plane loses one of its dimensions.

every moment the measured current and voltage will create a space vector

which will be rotating in the vector space. Thus, the optimal switching

combination should be decided according to which sextants the equivalent

space vectors lie on. There are 36 possible switching combinations since there

are 6 sextants for the voltage and another 6 for the current. The fact that

every sector has another one vertically opposite to it makes the switching

sequences half the amount. These 18 switching sequences are shown in Table

4.2. Let’s explain this by giving an example when the voltage vector lies on

the sixth sector and the current vector on the first one. There has to be 4

common states in both current and voltage sectors that could help on the

partial structure of the space vectors from the reference ones. These states

are ±1,±3,±4,±6 by observing Fig. 4.3. Among these four double states

the pattern that gives us minimum switching transition is −6,+3,−1,+4.

The final result will be the algebraic sum of the equivalent vectors. There

are also 3 zero states that complete the pattern. Every time the zero pattern

is the state that also minimizes the switchings. In this example the three

zero states are CCC, AAA, BBB so that the complete switching sequence

will be CCC, CAC, CAA, AAA, BAA, BAB, BBB. Notice that in every

switching only one letter is changing, fact that means minimum switching.

These 18 possible states can be unified into a single Fig. 4.4. The horizontal

six states are the same of the voltage space vector diagram. Once that is

decided, we are moving perpendicular to the horizontal plane to find the
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Figure 4.5: Typical switching pattern. All input phases occupy some of the
switching period time.

Table 4.3: 21 switching states. Each state is described by which switches is
on.

S1 S2 S3 S4 S5 S6 S7 S8 S9 index
AAB 1 1 1 -7
AAC 1 1 1 +9
BBA 1 1 1 +7
BBC 1 1 1 -8
CCA 1 1 1 -9
CCB 1 1 1 +8
BAA 1 1 1 -1
CAA 1 1 1 +3
ABB 1 1 1 +1
CBB 1 1 1 -2
ACC 1 1 1 -3
BCC 1 1 1 +2
ABA 1 1 1 -4
ACA 1 1 1 +6
BAB 1 1 1 +4
BCB 1 1 1 -5
CAC 1 1 1 -6
CBC 1 1 1 +5
AAA 1 1 1
BBB 1 1 1
CCC 1 1 1

equivalent current space vector and also the final switching state. More

about that issue is covered in Appendix E.

As for the switching times, again from our example, the sinus law gives

Eq. (4.7) based on Fig. 4.3. In this figure the measured space vectors for

the instantaneous values of current and voltage are shown with the subscript

sp. Each one is decomposed in the neighboring static space vectors (V 1,2
sp

and I1,2
sp ). In this equation V 1

sp = V+3 + V−1 = 2√
3
VCAd+3 + 2√

3
VABd−1,

I1
sp = 2√

3
Iad+3, and I2

sp = 2√
3
Iad−1, respectively. From the system of Eq.

(4.7) we can solve for d+3 and d−1 the result of which is shown in Eq. (4.8).
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Accordingly, from V 2
sp and the two other combinations the times for d+4 and

d−6 can be derived. The zero states share a third of the remaining time

(d0 = 1 − d−1 − d+3 − d+4 − d−6). In our previous example, the times will

be [d0
3 ,d−6,d+3,

d0
3 ,d−1,d+4,

d0
3 ]. There are many patterns for the switching

sequences, especially how the zero states can be distributed with different

result in operation and harmonics as in [93]. The one-third pattern was

chosen here for its simplicity and low harmonic result. A typical switching

pattern is presented in Fig. 4.5. Notice that in every output phase all the

input phases occupy some of the time of the switching period. In addition,

the switching between the phases shouldn’t happen at the same time to

avoid short circuits and components damage. Control strategies and such

switching patterns are compared at [94]. The 18 switching states along with

the three zero states are presented in Table 4.3 where it is also shown which

switches are on at each time. In addition, a graphical representation of

the decision of the switching patterns of Tables 4.1 and 4.2 is shown at the

Appendix E.
{

V 1
sp sin(2π

3 ) = Vsp sin(π
6 + αu)

I1
sp sin(π

6 − αi) = I2
sp sin(π

6 + αi)
(4.7)



























d+3 =
sin(π

6 + αu)q

sin(π
6 − αi)VAB

sin(π
6 + αi)

+ VCA

d−1 =
d+3 sin(π

6 − αi)

sin(π
6 + αi)

(4.8)

4.3 Dynamic model

In this section the dynamic model of the matrix converter is derived. It

is assumed that uabcp (or just up) are the input voltage sources for phases

a, b, and c respectively. The subscript p refers to the primary side of the

converter and s to the secondary one. An averaged model will be used

based on the low frequency transfer matrix D [95] as also shown in Eq.

(4.9). The low frequency transfer matrix is composed partially by two other

matrices (D1,2) each one participating in the final result by a percentage

given by µ ∈ [0, 1]. These matrices are given in Eqs. (4.10) and (4.11) where,

x1(t) = ωpt − ωst − αs and x2(t) = ωpt + ωst + αs. In the aforementioned

equations ωp,s represent the angular velocities of the primary and secondary

sides of the matrix converter, αs is the output voltage angle if the input
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one is considered as reference (αp = 0), and q is the voltage ratio between

the amplitudes of input voltage (uabcpmax) and output voltage (uabcsmax). In

fact, D1 gives the same angle displacement between input and output, while

D2 gives an input angle displacement same in amplitude but opposite in

sign to that of the output. By controlling µ the input angle displacement

can be adjusted and also can be unity (µ = 0.5) as it is proven in [95] and

[96].

D =
1

3
(µ(1 +D1) + (1 − µ)(1 +D2)) (4.9)

D1 =





2q cos(x1(t)) 2q cos(x1(t) − 2π
3 ) 2q cos(x1(t) + 2π

3 )
2q cos(x1(t) + 2π

3 ) 2q cos(x1(t)) 2q cos(x1(t) − 2π
3 )

2q cos(x1(t) − 2π
3 ) 2q cos(x1(t) + 2π

3 ) 2q cos(x1(t))



 (4.10)

D2 =





2q cos(x2(t)) 2q cos(x2(t) − 2π
3 ) 2q cos(x2(t) + 2π

3 )
2q cos(x2(t) − 2π

3 ) 2q cos(x2(t) + 2π
3 ) 2q cos(x2(t))

2q cos(x2(t) + 2π
3 ) 2q cos(x2(t)) 2q cos(x2(t) − 2π

3 )



 (4.11)

Analysis based on one phase can be performed, since the system is a bal-

anced one. There are four state variables in this problem, i.e. input/output

filter inductance currents and input/output filter capacitance voltages. Let

ip and iss be the primary and secondary inductance currents and upp and

us the primary and secondary capacitance voltages. These suffixes are sum-

marized in Table 4.4. The complete system is shown in Eq. (4.12). Rp,s,os

denote the primary line resistance, secondary line resistance, and output

load resistance, respectively. The multiplication with D helps to represent a

state variable from the primary side in terms of the secondary side and the

opposite as showing in Eq. (4.13). This equation has already been adopted

in Eq. (4.12) in order to show the dynamic model in terms of the four state

variables.










































Lp
d

dt
(ip) = up − Rpip − upp

Cp
d

dt
(upp) = ip − DTiss

Ls
d

dt
(iss) = Dupp − Rsiss − us

Cs
d

dt
(us) = iss −

1

Ros
us

(4.12)
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Table 4.4: Suffixes description for the derivation of the matrix converter
dynamic model.

Suffixes Description

p Primary values before the input filter

pp Primary values after the input filter

s Secondary values after the output filter

ss Secondary values before the output filter

{

uss = Dupp

ipp = DT iss
(4.13)

Using Park transformation the analysis can be facilitated since the abc-

coordinates can be transformed into the dq0-reference frame using the trans-

formation matrix Λ shown in Eq. (4.14). Moreover, all the state variables

should be transferred into one side of the converter and the secondary side

is selected in this analysis. This is succeeded by using the transfer matrix

D and Eq. (4.13). It can be easily noticed from Eq. (4.12) that the vari-

ables which have to be transferred into the secondary side are the ip, up,

and upp. Using the transfer matrix D the following substitutions iDp = Dip,

uD
p = Duip, and uss = Dupp can be derived. The superscript D denotes that

the variable is referred to the secondary side of the converter. Therefore, by

using these substitutions and the formula ψabc = Λ−1ψdq0, Eq. (4.12) can

be represented as in Eq. (4.15).

Λ =
2

3





cos(ωst) cos(ωst− 2π
3 ) cos(ωst+ 2π

3 )
sin(ωst) sin(ωst− 2π

3 ) sin(ωst+ 2π
3 )

1
2

1
2

1
2



 , (4.14)

d

dt
~x = A~x +B~u, (4.15)

where,

~x =
[

iDqp iDdp uqss udss iqss idss uqs uds

]T
,



58 4. 3-φ MATRIX CONVERTER

A =





























0 0 −Rp

Lp
− p1 −p2 − 1

Lp
0 0 0

0 0 −p3 −Rp

Lp
− p4 0 − 1

Lp
0 0

− r1
Cp

− r2
Cp

1
Cp

0 −p1 −p2 0 0

− r3
Cp

− r4
Cp

0 1
Cp

−p3 −p4 0 0

−Rs
Ls

−ωs 0 0 1
Ls

0 − 1
Ls

0

ωs −Rs
Ls

0 0 0 1
Ls

0 − 1
Ls

1
Cs

0 0 0 0 0 − 1
RosCs

−ωs

0 1
Cs

0 0 0 0 ωs − 1
RosCs





























,

B =

[

1
Lp

0 0 0 0 0 0 0

0 1
Lp

0 0 0 0 0 0

]T

,

p1 =
(ωp − ωs)[−µ sin(2αs)(µ− 1)]

(2µ− 1)
= −p4,

p2 =
(ωp − ωs)[µ(µ+ cos(2αs) − µ cos(2αs))]

(2µ− 1)
,

p3 =
(ωp − ωs)[−µ(µ− cos(2αs) + µ cos(2αs))]

(2µ− 1)
,

r1 = q2[(µ− 1)2 + µ2 − 2µ cos(2αs)(µ− 1)],

r2 = 2µq2 sin(2αs)(µ− 1) = r3,

and,

r4 = q2[(µ− 1)2 + µ2 + 2µ cos(2αs)(µ− 1)].

Finally the vector ~u = [uD
qp uD

dp]
T consists of the input voltage dq quanti-

ties. Since the system is balanced, the third dq0-component is always zero.

T represents the transpose operation and matrix algebraic simplifications

are performed with Matlab toolbox. Finally similar dynamic models have

also been studied in [96, 97, 98].
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4.4 Results and discussion

Both steady and transient state should be studied for a normal matrix con-

verter operation. For the dynamic model of Fig. 4.1 the parameters are

set as Rp,s = 6 Ω, Cp,s = 330 µF, Lp,s = 47 mH, and Ros = 12 Ω. More-

over, a balanced 3-phase sinusoidal voltage source is assumed with amplitude

Vabcpmax = 100 V and the desired voltage ratio q is set at 0.25. The signals

for the input and output voltages are shown in Fig. 4.6. After the start-up

transient, steady state operation is clear. There is saturation in the voltage

ratio and it is due to power losses in filter lines and efficiency reduction be-

cause of the control inability to maintain the efficiency in high voltage ratio

levels as it is proven in Fig. 4.7. In this figure the comparison is also shown

between the dynamic and Simulink model. The control modulations set a

voltage ratio in the horizontal axis and the actual voltage ratio is measured

from the outcome. Ideally these two values should be equal. But in reality,

they both deviate from the ideal values. In fact due to higher harmonics

the Simulink model has inferior results from the dynamic model. In addi-

tion, the Simulink model takes under consideration the switching frequency

impact. For example, in Fig. 4.8 the envelope of one output phase of the

matrix converter is shown. We can see the contribution of all the three input

phases in this single output phase signal. The result for the output phase

will be deducted by filtering out from this envelope its fundamental har-

monic. On the other hand, the averaging dynamic model doesn’t consider

such issues but instead it exemplifies them. In the particular case of Fig.
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Figure 4.6: Input and output voltages during converter start-up when the
ideal voltage ratio is set at 0.25. The measured voltage ratio is found to be
lower than this value due to the voltage ratio limitations.
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Figure 4.8: Output voltage envelope of matrix converter in the Simulink
model. The contribution of all the three input phase are visible as well as
the switching frequency impact.

4.6 the voltage ratio happens to be smaller than 0.25 as it is also confirmed

by Fig. 4.7. The complete simulation results of the voltage ratio limitations

will be compared with the experimental ones in the next paragraphs.

Efficiency is presented according to the change of voltage ratio in Fig.

4.9 for the dynamic model. In voltage ratios higher than 85% efficiency

drops down to 73%. Interesting phenomena appear in the following Fig.

4.10. In this simulation, the input (output) frequency is kept constant at 50

Hz while the efficiency result is saved for various output (input) frequency

values. The result is shown with the dashed (solid) line when the input (out-
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Figure 4.9: Efficiency drops as the voltage ratio increases.

put) frequency is constant. The desired voltage ratio is always set at 0.75.

Both simulations express similar behavior as frequency increases. Efficiency

decreases in higher frequency range and as a result the converter operation

has increased power losses. However, a resonance appears at 165 Hz result-

ing in efficiency values that are unacceptable for the practical point of view.

In other words, this operation should be strictly prohibited for actual reali-

sation since it may result in instability or damage of the apparatus. Many

fuses have been burned actually during experiments for high line frequen-

cies tests showing this potential hazard. On the other hand, if the operation

could be restricted to the sides of the resonance hill, then efficiency can reach

better values at higher frequencies, too. By this way, both higher operating

frequency and efficiency can be achieved.

The next step is to explain the origin of this resonance. The quality fac-

tor that RLC parameters create is responsible for any frequency resonances

in the frequency response. Indeed, the resonance can be moved to higher

frequencies by changing the parameters of the passive elements. In that

case, the problem would be how far in the frequency axis can this resonance

be placed and the solution lies on Fig. 4.11. In this figure, x-axis is the log-

arithmic value of the fraction between the secondary and primary operating

frequencies. As this value increases, i.e. output frequency is higher than the

input one, voltage ratio q starts decreasing fast around the value of 3 which
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quency is held constant. In the high frequency range efficiency dramatically
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Figure 4.11: When the difference between fp and fs increases, the voltage
ratio decreases, hence the optimum operating frequency can be decided.

means the output frequency is around 1000 times bigger than the input one.

As a result, by inspecting Fig. 4.11, maximum frequency can be decided

and if the RLC parameter restraints are also permitting (depending on the

circuit design) then the decision of the resonance in Fig. 4.10 can be made.

Some transients are going to be examined in the following before the

experimental results. In the beginning, a voltage sag occurred in the in-

put voltage source is presented. Voltage sags are one of the most severe

power quality problems appeared in the power-grid [99]. A voltage sag can

be caused due to motor starting or even short circuits on the grid. The

transient behavior is examined in the two-dimensional phase plane between

active and reactive power as in Fig. 4.12. The operation converges in the
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the voltage sag operation.
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Figure 4.13: Frequency increases 10% and the result of active and reactive
power is shown in the equivalent times series; minor changes occur.

initial steady state at around 200 W (red star). Voltage drops 50% at a cer-

tain moment and eventually the operation reconverges to the second steady

state at around 50 W (green triangle). When the voltage is restored to

the nominal values, the trajectory reconverges almost from the same path,

back to the initial steady state. Thus, matrix converter coped satisfactorily

enough with the voltage sag.

Another crucial problem of power-grids is the maintenance of the op-

erating frequency. Figure 4.13 presents a frequency transient in the time

domain. At approximately 0.05sec and for about one cycle the frequency is
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Figure 4.14: FPGA and A/D converters are used for the experimental pulses.
Blue graph represents the required duty cycle as an analogue electrical signal
and the black graph is the actual pulse of the FPGA output for one of the
nine bidirectional switches.

increased by 10%. It is clear that minimal change takes place during this

transient since an overshoot less than 1% appears. The nominal levels are

restored once the frequency gets its normal value.

An experimental matrix converter is realised to confirm the operation.

The dynamic model used in the simulation is an averaged model. Therefore

it is unable to explain phenomena that switching frequency can create. As

for the 3-phase input voltage source, two power amplifiers connected in se-

ries providing the third input voltage source by their common connection are

used. That is exactly the reason how the balance is lost in the experiment.

However, the 3-phase input source is created and for the purpose of this

work is sufficient since we are aiming at the practical side of the matrix con-

verter operation. In addition the bidirectional switches were implemented

with SiC D-MOSFETs to cope with high switching frequencies. Moreover,

the derivation of the switching times directly from Eqs. (4.10) and (4.11)

is not an easy task for the experimental realisation so the duty cycles are

found from Eq. (4.3) as described in [37]. The target output voltages are

created and along with the measurement of the input ones, the duty cycles

are created with the help also of FPGA. An example is given at Fig. 4.14.

The blue graph is the signal that represents the duty cycle of one of the nine

switches. This signal is manipulated according to FPGA and A/D converter

so that the final result will be the rectangular pulse with the black color.

It is clear that the duty cycle is increasing in high values of the equivalent
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Figure 4.15: Ideal voltage ratio versus measured one. The experimental
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Figure 4.16: An important factor of the efficiency reduction is the switching
frequency.

signal. This pulse is only 3.3 V amplitude which means that it is the output

of the FPGA itself. This pulse is driven to the equivalent drive circuit to

bring the voltage amplitude to the required values. A detailed diagram and

explanation of the control is presented also at the Appendix F.

Figure 4.15 shows the voltage ratio limitations. The horizontal axis is

the ideal q which is set by the control and the vertical axis is the actual
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q measured between the input and output voltages. The dynamic model

results have already been presented in Fig. 4.7 with the Simulink model

and now the comparison between the former ones with the experimental

ones is discussed. Both graphs almost coincide to each other and equally

decline from the ideal trajectory in which the measured q is supposed to be

equal with the ideal one. The modulation cannot provide correct results at

the borders of voltage ratio (q ∈ (0, 0.5)) since the phase synchronization

between the phases is difficult to be achieved. In particular, in low voltage

ratios, signal processing is unable to make correct balanced 3-phase sinu-

soidal signals. On the other hand, in high voltage ratios, the current sensors

are unable to measure higher current values, so that the result is incorrect.

In Fig. 4.16 the impact of switching frequency on efficiency is presented.

Power loss happens in high switching frequency but it is worth mentioning

that the converter has no snubber circuits for further switching frequency

loss reduction. Switching frequencies almost up to 200 kHz were tested.

4.5 Summary

Matrix converter pros and cons were analyzed and discussed in this chapter.

The fundamental control modulations were presented and simulation results

with Simulink and dynamic model equations were compared. The RLC

parameters play a great role since they can produce various resonances which

can be exploited to increase the efficiency of the converter. But on the other

hand, voltage ratio can’t be kept in high output line frequencies, therefore

there is a restriction of the highest value the output frequency can take.

Experimental results were also presented and the voltage ratio measurements

showed good agreement with the dynamic model. Other issues were studied

such as transient behavior and so on. After confirming the operation of the

matrix converter the next goal would be to apply it with a power router and

investigate the dynamics of the combined system. The next and final main

chapter will deal with this application.
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Power Router 3-φ Switching� >Wkeanì
, ³sper gènesi
 p�ntessi tètuktai — Ocean, the genesis

of everything ’

– Homer (8th century A.D.)

5.1 Prologue

This chapter is devoted to an application of matrix converter with power

router. The direct matrix converter analyzed in previous chapters is creat-

ing a 3-phase output voltage which is used as an input for a power router.

Various switching scenarios are tested both in simulations and experiments

with good agreement on their results. Before these results, the experimental

layout is presented. We summarize in the end of this chapter with a small

conclusion section.

Power routers, which can be distributed according to the load-demand,

can perform switching to connect particular loads with the desired input

sources. We assume the routers and matrix converters to have m inputs

and n outputs, as shown in Fig. 5.1. The matrix converter receives the

input phases from the utility-grid and outputs them to the power routers

installed on the smart-grid which may also receive power from decentralized

power generators (DPGs). One or more routers together can form a micro-

grid according to the localized control system needs. This study considers

the most common case scenario of a 3-phase system. Therefore, we will scale

down our experiments to only three phases. In fact, this figure is a similar

representation, but only with the main electrical parts, of Fig. 1.2. One
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Figure 5.1: Generalized idea of matrix converter and power routers. All can
have multiple input/output ports and various decentralized power generators
(DPG) are distributed within the smart-grid.

may notice that the matrix converter has a similar function with the power

router but this is untrue since the scope and target applications are com-

pletely different. Matrix converter is targeted to replace the transformers

as for example in the point of common coupling. It utilizes high switching

frequency and it can modulate the input phases. On the other hand, power

routers are scattered throughout the grid and they have two main goals.

They achieve localized control by partitioning the smart-grid into smaller

micro-grids but also they ensure that distributed power generators are used

to the maximum of their abilities.

5.2 Experimental layout

Figure 5.2 presents the schematic of the overall device. The matrix con-

verter which was studied in the previous chapter is on the left part of the

figure. It is a 3-phase to 3-phase converter but instead of the output load the

power router is attached to its output. A switching scenario setting is also

shown in this figure. When the purple switches are on (state 1) all the loads

are connected to an input source but when the blue switches are on (state
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Table 5.1: Basic 3-phase switching scenario. State 1 is the steady state
before switching. Each load is fed with a different phase-to-phase voltage
after switching (State 2). AB, BC, and CA refer to the phase-to-phase
voltages.

Load No. State 1 State 2
1 AB CA
2 BC AB
3 CA BC

Figure 5.2: Simplified circuit topology of the direct matrix converter and
the power router attached to its output. Both are 3-phase input/output
systems. The switch groups for state 1 and 2 of Table 5.1 are also obvious.

2) the loads are connected to a different input source and they successfully

continue to operate. Table 5.1 summarizes this scenario.

A photograph of the experimental prototype power router is shown in

Fig 5.3. The line connections of the power cables are also schematically

presented. Power router has 4 inputs and 8 outputs and each input can be

programmed to be outputted at one of its equivalent two outputs. Power

line communication (PLC), which is the black box in the photograph, is used

for controlling the power router through a personal computer. As Fig. 5.3

shows, a power router input is considered to be a matrix converter output

phase-to-phase voltage. When switching is performed such that a line is

considered to fail, the equivalent phase-to-phase voltage is not reproduced

at the output of the power router. The power router specifications are a
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maximum operating voltage of 100–200 Vrms, continuous maximum power

of 1 kW, and with Si-MOSFETs implemented as switches (450 V, 17 A).

The following experimental results although performed in test level volt-

ages, they can be scaled to higher voltage setup when the device ratings and

power capacities are increased.

The matrix converter utilizes the Venturini control modulation described

in previous chapter. This modulation creates an output voltage via the feed-

back of the input and target output voltages. As it was mentioned in the

beginning, PET usually performs medium level voltage transformation into

low level voltage (e.g. 1 kV to 100 V). In this thesis, since the limitation of

facilities at high voltage in laboratory, test level voltages are applied. As a

result for the sake of equivalency in the experimental setup, the input volt-

age is set to 10 V and the voltage ratio of the matrix converter is set to 0.1

Figure 5.3: Experimental prototype power router and connection setup of
input and output phases. This power router can be fed with up to 4 input
sources and has 8 outputs. For example, input 1 can be outputted at port
A1-A2 or B1-B2 by the equivalent control. The last input of the power
router is unconnected since 3-phase switching is desired.
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Figure 5.4: Experimental 3-phase source. It can be succeeded with the V-
connection of two power sources. Power amplifiers driven by two function
generators are used for the experiment.

so that the output voltage of the converter is 1 V. Keeping the generality of

discussion, let us consider the system base for both experiment and simula-

tion results represented in per unit quantities. The LC filters are included

in order to cut off any high frequency harmonics and are set as follows: L=

33 mH, C= 180 µF, Load1,2,3= 15 Ω with the line resistances of a few Ohms

for the sake of device protection. The switching frequency is set to 24.4 kHz

and the pulses are digitally created utilizing the FPGA digital board.

Last but not least, Fig. 5.4 presents how the 3-phase source is imple-

mented in the experiment. As mentioned in previous chapter, only two

voltage sources are used in V-connection as shown in the figure. If we as-

sume that VA = Vmax sin(ωt) and VB = Vmax sin(ωt + 2π
3 ) then VC can

be calculated as in Eq. (5.1). The correct phase for a balanced sinusoidal

voltage source as far as the phases are concerned can be proved.

Vca = −(Vab + Vbc) = −Vmax(sin(ωt) + sin(ωt +
2π

3
)) =

−Vmax(sin(ωt) sin
π

6
+ cos(ωt) cos

π

6
) =

−Vmax cos(ωt − π

6
) = Vmax sin(ωt − 2π

3
)

(5.1)

5.3 Experimental and simulation results

In the beginning, the scenario discussed in the previous section will be pre-

sented. It is a 3-phase switching during which all the loads are connected

to different inputs. In particular, Table 5.1 shows load 1 which is initially
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Figure 5.5: 3-phase switching based on Table 5.1. The loads are fed with
power but from different sources after power routing.
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Figure 5.6: Simulation verification for the experimental result of Fig. 5.5.
There is good correspondence between the two methods.

connected to phase AB, but after switching it is connected to phase CA.

Load 2 switches from BC to AB, and load 3 switches from CA to BC. The

experimental results are shown in Fig. 5.5. In the small circuit diagram, the

colored lines indicate the line connections after switching and refer to the

phase-to-phase voltages. The experimental result is also confirmed from the

simulations in Fig. 5.6. If the practical system is considered (medium level

voltage at 1 kV and low level voltage at 100 V) then 1 p.u. corresponds to

100 V. The simulations are generated from a Simulink Matlab model based



5.3. EXPERIMENTAL AND SIMULATION RESULTS 73

Figure 5.7: Switching with one critical load and failure in 2 power router
outputs. The critical load is successfully fed with power.
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Figure 5.8: Simulation verification of Fig. 5.7. Small transients at the
moment of switching caused by resonances between the power router and
matrix converter output filter.

on Fig. 5.2.

Various switching scenarios were further tested. Instead of a phase-to-

phase voltage from now on, we will just refer to phase A, B, and C for the

sake of simplicity. For the case of a critical load in phase C (load 3), phases

B and C are disconnected from the output representative of a system failure.

In this case, switching between phases A and C should take place as shown

in Fig. 5.7. The voltage has been maintained at output C as a result of



74 5. POWER ROUTER 3-φ SWITCHING

Figure 5.9: Experimental switching with two line switchings. This scenario
describes the experimental power switching in a 3-phase load while there is
one failure in a power router output and two line switchings.
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Figure 5.10: Simulation verification of Fig. 5.9. The transients become
apparent at the moment of switching. Line resistances in the experimental
power router inputs were implemented to ensure safe operation.

the successful power routing. Verification of the experiment is shown in the

simulation of Fig. 5.8. There is a small overvoltage in the output of power

router after the moment of switching, which is possibly due to a resonance

between the power router and the output filter of the matrix converter. On

the other hand, some line resistances have been installed in the experimental

power router input for its protection and also for the suppression of such
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Figure 5.11: Experimental power routing for unbalanced sources. Power
router can successfully make the switching but there is a characteristic delay
between switching caused by this voltage imbalance.

kind of undesired transients.

The final switching scenario is as shown in Fig. 5.9. In this case, phase B

fails but load 2 is successfully fed with power due to switching with phase A.

On the other hand, phase C feeds load 1 in phase A after power switching.

In this case, load 3 has no power but the other two loads are successfully

functioning. The transients are more obvious here, as shown in Fig. 5.10

simulation results. Currents show similar behavior since we are experiment-

ing with resistive loads.

In general, power router realises the switching between two input lines

at the moment when the two powers of these lines are equal to achieve

soft-switching techniques in order to reduce the power losses. During the

above experiments however, several switchings are simultaneously performed

so that hard-switching was also implemented. The Simulink model imple-

ments hard-switching techniques in all cases.

Future studies should include the investigation of new control methods

with faster and lower power loss switching, as well as power routing with

both DC and AC sources. Investigation of unbalanced input sources is also

of great importance as the majority of loads throughout the grid is un-

balanced. The matrix converter creates an unbalanced output supply and

power routing is performed as shown in Fig. 5.11. There is also a charac-

teristic delay between the switching due to the fact that the power router is

unable to function properly for some msec due to the voltage imbalance (i.e.,
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power imbalance), but in the end it performs the necessary switchings. We

are currently working on such topics such as this delay reduction in order

to reduce the switching losses. In addition, the control modulation should

cooperate with the power router so that matrix converter can create the

desired voltage amplitude and phase correction according to the power need

of each load. The main next topic is the inclusion of a PET in this system

and the investigation of dynamics of the overall system.

5.4 Summary and discussion

An experimental prototype power router was used with a direct AC/AC ma-

trix converter in various testing conditions. The balanced voltage switching

scenarios performed satisfactorily, but on the other hand the unbalanced

ones showed inability for quick transition. Such issues should be further

studied in future research. Figure 5.12 shows a photograph of the com-

plete experimental apparatus. Two power amplifiers (NF4502) driven by

Figure 5.12: Experimental unified apparatus. Power router, matrix con-
verter, power amplifiers for the input source, PCs for the control of PLC
and FPGA are the major components of this experiment.
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the function generators are shown on the left part of the figure. Two per-

sonal computers are needed for the PLC and FPGA, respectively but the

second one can be omitted if the VHDL program is stored to the memory

of the digital board. Nine DC sources are shown in the middle right part of

the figure which are used for the nine bidirectional switches. The advantage

of the common source bidirectional switch topology is clearly depicted here,

since the common drain topology would have required double the amount

of DC sources. The scale of the unified apparatus is relatively big but every

part of it is composed by simple power and logic circuits. By using, how-

ever, new materials such as SiC semiconductors limitation like switching

frequency and efficiency can be overcome. As a result, new state of the art

devices are created.
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Conclusion� P�nta kat' �rijmän g�gnontai — All is number ’

– Pythagoras (570 B.C. – 495 B.C.)

6.1 Attainments

In this dissertation AC/AC conversion was variously studied with simulation

and experimental methods. In the beginning some fundamentals of AC/AC

conversion were studied. Special attention was paid to the harmonic con-

tent in steady state as well as in the transient behavior due to the switching

frequency impact. It was shown that higher switching frequency can bring

smaller amount of harmonics and create faster transients.

The primary achievement is the converter investigation in the nonlinear

dynamics field by using nonlinear iterative maps. It was shown that besides

the steady state, other operation regimes exist such as period doubling and

chaotic oscillations. It was proven that these motions can bring great advan-

tages such as harmonic elimination and performance improvement. To the

best of author’s knowledge the nonlinear aspect of the AC/AC conversion

hasn’t yet been studied thoroughly from the literature such as the DC/DC

conversion.

A 3-phase AC/AC converter, also known as matrix converter, was tested

in the following chapters. The dynamic model might be based on literature

but on the other hand several results were presented, pointing new advan-

tages of the matrix converter such as resonances that could bring higher

efficiency but also disadvantages such as the inverse relationship between

79
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switching frequency and efficiency. To this end, new devices such as the SiC

ones can increase the switching frequency more and optimise the operation.

In other words, simple circuits were investigated but with the implementa-

tion of new devices [100], new frontiers can be succeeded such as optimised

control, smaller and compact sizes, agile functionality etc.

The last achievement of this work was the assembly of a matrix con-

verter with a power router. Various switching scenarios proved that there is

possibility for on-demand power supply and the realisation of a local power

network system is possible. This application aimed towards a more efficient

power delivery and a “smarter” smart-grid.

6.2 Future work

As for the nonlinear model, future work should include the study of the be-

havior on transient state and also the ability to control the chaotic regimes by

driving them to stable operations. In other words, operating under specific

control mechanisms, the converter could switch easily and faster to other

frequencies since the chaotic regimes contain many periodic states. As it is

shown at Fig. 6.1 through the randomness of the chaotic data the desired

frequency can be acquired if the appropriate control is implemented. Thus,
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Figure 6.1: Stability through chaos. Representation of the desired frequency
that can be acquired through the simulated chaotic data with the appropri-
ate control. Circled dots represent a fundamental sinusoidal signal and the
starred ones represent one signal with higher frequency.
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Figure 6.2: Assembly of future power electronic transformer. The AC/AC
converters create a high frequency link wherein a compact transformer can
be installed. Various power routers can be connected to the converters to
achieve localized power control.

a multi-frequency converter could also be succeeded. This also would be

beneficial if the future power-grids don’t depend on a single line frequency

but operate in a wide range of different frequencies. Special attention should

be given to the control of the closed-loop feedback control. If all-digital con-

trol is implemented, the choice of the controllable parameters would be an

easier task and also the accuracy will be increased. Thus, moving along the

different operations of Fig. 3.10 will be successfully performed in detail.

Efficiency of the experimental matrix converter by introducing snubber

circuits, more efficient drive circuits and control modulations should be in-

creased in the future studies. In addition, operating the matrix converter

with high output line frequency is the next step towards the realisation of

the power electronic transformer.

The future works related to power router include faster switching times

by introducing novel control modulations and SiC devices. Finally, the in-

troduction of the power electronic transformer and the investigation of the

complete overall system would be the final step of this interesting and rich

research topic. Such a system is shown in Fig. 6.2. The AC/AC converters

create a high frequency link wherein a PET can be installed. The experi-

mental investigation of such an apparatus will be of great importance and

interest. Power routers can also be attached to the converters as Fig. 6.2

shows in order to further modulate the converter outputs and distribute

on-demand power.





Appendix A

Open loop 1-phase AC/AC

converter

The experimental setup is shown in Fig. A.1. For safety reasons the power

circuit is connected with a circuit breaker (Panasonic BS1110, AC 100 V,

5 A). A variable transformer (61-18136 Yamabishi, 100 V input, 0-130 V

output, 3 A, 0.3 KVA, Type V-130-3, 50/60 Hz) is used which can regulate

its output voltage. For the sign of the input voltage an isolation transformer

(Osaka Koha, HF-10) is used in order to isolate the power circuit from the

control circuit. A voltage comparator (OPA227P) can compare the input

voltage with the ground and as a result a pulse can be created which shows

when the input voltage is positive (high level voltage) or negative (low level

voltage). This pulse is used by the field programmable gate array (FPGA)

digital board (Digilent Nexys 3, Spartan 6 chip) in order to create the four

pulses with the desired switching frequency. As it is shown in this figure

the level of the output voltage is only 3.3 V. That is the reason we need

to implement two drive circuits (ADuM1233 & Si8235 were tested). These

drive circuits can increase the level of the voltage and also isolate their input

from their output. Since the bidirectional switches have common source

topology, their common source is used as the ground of the drive circuit

pulses. That is the reason why we can use one drive circuit for two power

MOSFETs (STW13NK100Z, n-channel, supermesh, 1000 V, 13 A) of the

same bidirectional switch.

Other measurement instruments and equipment that have been used for

this dissertation experiments are presented in Table A.1.
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Table A.1: Measurement instruments.
Instrument Description

Tektronix TPS2024 4 channel digital storage oscilloscope
Tektronix AFG320/310/3022B arbitrary function generators
Tektronix TCPA300 Amplifier AC/DC current probe

Lem Heme 20 A RMS, current probe
Matsusada P4K18-2 DC power supplies

Texio PA36-3B DC power supplies
Agilent 4294A 40Hz-110MHz impedance analyzer
Iwatsu IE-1198 curve tracer

Hioki 3522 LCR HiTester
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Figure A.1: Experimental layout for the 1-phase converter with open-loop
control.



Appendix B

Pulses dead-time

For safety reasons dead-time has to be implemented between the two pulses

of the two bidirectional switches. This is mainly achieved with the intro-

duction of some logic devices and more specifically NOT and NAND gates

(SN7404N & SN7400N integrated circuits).

As Fig. B.1 depicts with the implementation of the logic gates and a

simple RC circuit the dead-time is achieved as shown in Fig. B.2. Actually

the time constant is achieved by the product RC. In this work 20 kΩ and

200 pF were used giving as a result a time constant equal to 4 µsec.

This is an important part of the control because short circuit phenomena

could be avoided. Additionally a capacitor of 0.1 µF has been implemented

parallel with the DC sources to avoid ringing phenomena and achieve better

stabilisation of the input source. The disadvantage of this method is that

there is a small period of time where an open circuit is created and as a

result we lose a small percentage of output power. Credit for the dead-time

circuit implementation should be given to Dr. M. Minami [101].

85



86 APPENDIX B. PULSES DEAD-TIME

�
��

�
��

5�

�

�

�

�

��

��

Figure B.1: Dead-time experimental implementation. It can be achieved
with logic gates and the time constant for the delay can be given by the
product RC.

Figure B.2: Dead-time output result. n’ and ñ’ can be used directly to the
switches.



Appendix C

Closed-loop feedback control

Chapter 3 implements output voltage feedback control. The proportional

feedback control is illustrated at Fig. 3.2. Figure C.1 presents the various

experimental topologies.

The first one is called the all analogue one. In this one we are using

operation amplifiers and resistances to create Eq. (3.7). This equation can

be represented as well as in Eq. (C.1). The first amplifiers can find the

difference between the two voltages, the second one adds a dc voltage to

the output and the third one compares the final duty cycle with a triangu-

lar voltage in order to create the PWM pulse which will be driven to the

switches. This is an easy way to implement but the drawback is that the

parameter accuracy is quite low due to the fixed values of the resistances.

d = −(−0.6
R

R
+

R

R
(
R2

R1
(u − Vref))) = 0.6 − R2

R1
(u − Vref) (C.1)

The next method that was implemented is the dSpace-based one. dSpace

is a digital machine that is connected with a personal computer where the

control model can be easily implemented with Simulink. On the other hand,

the disadvantage of this method is that dSpace sampling time is not high

enough. As a result, higher switching frequencies can’t be implemented. The

third one is a suggestion for future studies. It is an all-digital implementation

based on the FPGA digital board. By this way, it is estimated that the

change of the parameter values will be more accurate, faster, and also higher

switching frequencies will be easily created.
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Figure C.1: Closed-loop feedback topologies. All analogue, dSpace-based,
and all-digital are the three proposals in order to realise the experimental
feedback control.



Appendix D

Iterative map

The analytical solutions of Eq. (3.1) will be given in detail in this Appendix.

First of all the list of assignments follows:

• 1
ωRC = 2ζ

• 1
ω
√

LC
= ωo

•
√

ω2
o − ζ2 = ρ

• A′ = 1
ω2

o

• B′ = − 1
ω2

o

• C′ = − 2ζ
ω2

o

• A = −(1−ω2
o)

(1−ω2
o)2+4ζ2

• B = A2ζ
1−ω2

o

• C = 1 − Aω2
o

• D = −B

• M1 = 1
ω2

o

• M2 = −2ζ
4ζ2+(ω2

o−1)2

• M3 = −(ω2
o−1)

4ζ2+(ω2
o−1)2

• M4 = −2ζM1 − ω2
oM2

• M5 = −M1 − M3
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For the off-state of the converter the solution of Eq. (3.2) is given by Eq.

(D.1) where x1 and x2 are the state variables for current and voltage, re-

spectively.


























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













x1(t) = −ω2
ox1(tn)

[

1
ω2

o
− 1

ω2
o
(−ζ

ρ
e−ζt sin(ρt) + e−ζt cos(ρt)

−ω2
o

2ζ
1
ρ
e−ζt sin(ρt)

]

− 2ζ
ω2

oρ
x2(tn)e−ζt sin(ρt) + x1(tn)

x2(t) = 2ζx1(tn)1
ρ
e−ζt sin(ρt) + x2(tn)

[

− ζ
ρ
e−ζt sin(ρt) + e−ζt cos(ρt)

]

(D.1)

The substitutions of Eq. (3.3) are shown in Eq. (D.2).
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























x1(tn′) = −ω2
ox1(tn)

[

1
ω2

o
− 1

ω2
o
(−ζ

ρ
e−ζ(1−d)T sin(ρ(1 − d)T )

+e−ζ(1−d)T cos(ρ(1 − d)T ) − ω2
o

2ζ
1
ρ
e−ζ(1−d)T sin(ρ(1 − d)T )

]

− 2ζ
ω2

oρ
x2(tn)e−ζ(1−d)T sin(ρ(1 − d)T ) + x1(tn)

x2(tn′) = 2ζx1(tn)1
ρ
e−ζ(1−d)T sin(ρ(1 − d)T )

+x2(tn)

[

− ζ
ρ
e−ζ(1−d)T sin(ρ(1 − d)T ) + e−ζ(1−d)T cos(ρ(1 − d)T )

]

(D.2)
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2ζ

[

ω2
o

(

M1 +M2 sin(t) +M3 cos(t) +M4
1
ρ
e−ζt sin(ρt)

+M5(− ζ
ρ
eζt sin(ρt) + e−ζt cos(ρt))

)

+2ζx1(tn′)
(

A′ +B′(− ζ
ρ
e−ζt sin(ρt) + e−ζt cos(ρt)) + C ′ 1

ρ
e−ζt sin(ρt)

)

+x2(tn′)1
ρ
e−ζt sin(ρt)

]

+ ω2
o

2ζ
(1 − cos(t)) + x1(tn′)

x2(t) = ω2
o

[

A sin(t) +B cos(t) + C 1
ρ
e−ζt sin(ρt) +D(− ζ

ρ
eζt sin(ρt)

+e
ζt cos(ρt))

]

+ 2ζx1(tn′)(1
ρ
e−ζt sin(ρt))

+x2(tn′)(− ζ
ρ
e−ζt sin(ρt) + e−ζt cos(ρt))

(D.3)
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The equations for the on-state of the converter follows. When the equa-

tion system of Eq. (3.1) is solved during the on-state the Eq. (3.4) takes

the analytical form of Eq. (D.3). The substitutions of Eq. (3.5) are shown

in Eq. (D.4).
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2ζ

[

ω2
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1
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e−ζdT sin(ρdT )

+M5(− ζ
ρ
eζdT sin(ρdT ) + e−ζdT cos(ρdT ))

)

+2ζx1(tn′)
(

A′ +B′(− ζ
ρ
e−ζdT sin(ρdT ) + e−ζdT cos(ρdT )) + C ′ 1

ρ
e−ζdT sin(ρdT )

)

+x2(tn′)1
ρ
e−ζdT sin(ρdT )

]

+ ω2
o

2ζ
(1 − cos(dT )) + x1(tn′)

x2(tn+1) = ω2
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[

A sin(dT ) +B cos(dT ) + C 1
ρ
e−ζdT sin(ρdT )

+D(− ζ
ρ
eζdT sin(ρdT ) + e

ζdT cos(ρdT ))
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ρ
e−ζdT sin(ρdT ))

+x2(tn′)(− ζ
ρ
e−ζdT sin(ρdT ) + e−ζdT cos(ρdT ))

(D.4)

The final iterative map of Eq. (3.6) can be derived by the use of Eqs. (D.2)

and (D.4). Bare in mind that duty cycle has to be transferred into the

discrete time domain which is not shown in the above equations in order

to make them more compact. This duty cycle value can be found from Eq.

(D.5), where Em is the amplitude of the reference voltage.

d(tn) = D − k(x2(tn) − Em sin(tn)) (D.5)





Appendix E

Space vector modulation

An easy graphical representation of determining if two switching states are

the same is presented in this Appendix. As it was shown in Chapter 4,

the space vector for the current lies on six sextants and the voltage one

to its equivalent sextants. Therefore, there are 36 possible switching states.

However, only 18 states are available. If it is assumed that the voltage vector

lies on the x-y horizontal plane and the current vector to an equivalent

perpendicular plane, then the three-dimensional Fig. E.1 can be created.

By moving amongst these vectors the final state of the converter can be

determined.

Let’s take for example the situation where the voltage space vector lies

1

23
4

5 6

9
8

7

12
11

10

15
14
13

18
17
16

Figure E.1: Three-dimensional representation of the 18 switching states of
the space vector modulation. The voltage space vector is moving in the
horizontal plane, while the other states are decided by the current space
vector.
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(a) (b) (c)

(d) (e)

Figure E.2: Switching state example 1. The voltage space vector lies on the
second sextant while the current space vector lies on the third sextant.

on the second sextant and the current space vector on the third sextant. In

Fig. E.2 (a) to (c) the two steps for the voltage space vector are performed

on the horizontal plane. By keeping this state as reference, three vectors are

counted to the equivalent perpendicular plane as in Fig. E.2 (d) and (e).

This is the final state in our 3-D diagram. If another state is chosen such

as the voltage space vectors lies on the fifth sextant and the current space

vector lies on the sixth sextant the equivalent procedure should take place

as shown in Fig. E.3. We can see that this final state is the same as the one

of the previous example (Fig. E.2 (e) & Fig. E.3 (k)). In other words, it

can be concluded that these states have the same switching state and they

are equivalent.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k)

Figure E.3: Switching state example 1. The voltage space vector lies on the
fifth sextant while the current space vector lies on the sixth sextant. The
final state is the same with the switching example 1 of Fig. E.2, fact that
means the two examples are equivalent.





Appendix F

Matrix converter control

Various parts of the matrix converter circuit will be explained in this Ap-

pendix. First of all, the output target 3-phase voltage is explained in Fig.

F.1. The first and second amplifiers are inverting the input voltage. R1 and

C1 create the phase difference and as a result we can create the 240 degrees

phase. From the above two signals with the use of one more amplifier a

voltage phase difference of 120 degrees can be achieved. In order to achieve

50 Hz of output signals the red resistance is set at 5.6 kΩ, capacitance at

1000 nF and all the other resistances at 10 kΩ.

The input voltage must be measured and we have used an LA25NP-SP14

current sensor for accurate measurement which is wired as Fig. F.2 shows.

This current transducer provides galvanic isolation and it is quite easy to

use. A resistance of 100 Ω is used parallel to its output. The output contains

a DC harmonic which is undesired for our control modulation therefore a

high pass RC filter is used (4 kΩ, 1 µF).

The target output voltages and the measured input voltages should be

multiplied in order to define the final duty cycle and achieve Eq. (4.3).

For that reason, multipliers integrated circuits have been introduced such

as ADS34JDZ as shown in Fig. F.3. In order to achieve scale 1 for the

multiplication the red resistance is set at 90 kΩ, the black one at 10 kΩ, and

the capacitance value at 200 pF.

The nine pulses for the bidirectional switches are created from the FPGA

and are connected to nine optocouplers (TLP250). This is a simpler drive

circuit than the Si8235 and its schematic is presented in Fig. F.4. From

output 6 of the drive circuit the pulse can be driven to the gates of the

switches.
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Figure F.1: Low voltage 3-phase source implementation with the use of 4
operational amplifiers.
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Figure F.2: Current sensor schematic of LA25NP-SP14.
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Figure F.3: Signal multiplier schematic of ADS34JDZ.
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Figure F.4: Optocoupler schematic of TLP250. It is a more simple drive
circuit but it can’t achieve higher frequencies.
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