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Abstract 

Magnetic reconnection is a ubiquitous plasma process which plays a vital role in a wide 

range of phenomena in the universe, including the relaxation events of fusion plasmas, the 

dynamics of Earth’s magnetosphere and the evolution of solar flares. All these phenomena 

exhibit an impulsive magnetic reconnection, where the slow build up phase is followed by 

an abrupt release of magnetic energy, resulting in a sudden increase of the reconnection 

rate. Tearing mode and sawtooth crashes are the typical examples of the impulsive 

reconnection in fusion plasmas. This thesis is thus devoted to understand the complex 

nonlinear dynamics of the tearing instability under various plasma conditions. 

 In the limit of large instability parameter	∆�	(strongly driven regime), the nonlinear 

dynamics of resistive tearing mode exhibit an abrupt growth phase after the Rutherford’s 

slow nonlinear phase, which is accompanied by a collapse of the typical X-point 

configuration to Y-type current sheet. The trigger mechanism for the X-point collapse, 

leading to the explosive growth dynamics is still an unresolved problem. Furthermore, the 

role of viscosity in the transition from the slow growth phase to the abrupt phase has not 

been considered in the previous works. One part of this thesis is thus dedicated to 

investigate the trigger mechanism for the X-point collapse and the role of viscosity in such 

process. For this purpose, we propose a secondary instability analysis based on the 

quasilinear modification of the equilibrium profile by the zonal current. The results show 

that the current peaking effect is plausibly responsible for the onset of the X-point collapse 

and the current sheet formation, leading to the explosive growth of reconnected flux. The 

effect of viscosity is then explored directly through linear and nonlinear simulations. It is 

observed that in the presence of finite viscosity, the scaling of critical island width for the 

X-point collapse ∆′��	with the resistivity gets modified. A transition behavior is revealed 

at 	��	 ≈ 1 for the viscosity dependence of ∆′�� and the linear tearing instability.  

 In the other main part of this thesis, we analyze the effects of an imposed dynamic flow 

on the magnetic reconnection process. Results show that while the linear stability 

properties of the resistive tearing mode are moderately affected by the dynamic flow, the 
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nonlinear evolution is significantly modified by the radial parity, frequency and amplitude 

of the dynamic flow. After the Rutherford’s slow nonlinear stage, the reconnection process 

is found to progress in two phases by including the dynamic flow. A Sweet-Parker like 

current sheet is formed in the first phase and plasmoid instability is triggered in the second 

phase, where multiple plasmoids are continuously generated and ejected along the current 

sheet, leading to a bursty impulsive reconnection. It is observed that onset and evolution of 

the plasmoid instability are strongly influenced by the frequency and radial parity of the 

dynamic flow. Most importantly, the effective reconnection rate is found to be independent 

of resistivity by including the dynamic flow.  

Keywords: Magnetic reconnection, resistive tearing mode, X-point collapse, secondary 

instability, dynamic flow, plasmoid instability, impulsive reconnection. 
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Chapter 1 

Introduction  

The energy crisis is one of the biggest challenge world is facing in the 21st century. The 

energy demand by the mankind is continuously increasing due to the growing world 

population and fast industrial development of the emerging countries.  

 At present, most of the world energy is produced by burning the fossil fuels. Besides 

being limited resources, fossil fuels are seriously affecting earth’s climate. It has been 

found that burning of fossil fuels is the largest source of carbon dioxide emission, which 

leads to global warming. To meet the energy needs of the growing world population in a 

sustained manner, we have to look for alternative energy resources which are virtually 

unlimited, worldwide accessible and most importantly, pose minimum threat to our 

environment. Fusion energy is one of the best candidates for supplying the future energy 

demands in a safe and clean manner. Fusion energy is considered as the best promising 

future energy option because it can provide safe and clean energy, with many other 

important advantages. These include: practically inexhaustible and globally accessible fuel 

resources; no emission of green house gases; lesser consumption of the fuel than the other 

energy resources for producing the same amount of energy; no issue of long lived 

radioactive waste (compared to the fission energy); and inherently safe. Current studies 

predict that the cost of electricity generated by the fusion could be comparable to that 

obtained from other energy resources [1].  

In the next 20-30 years, the nuclear fusion technology is expected to establish itself 

through the development of ITER (International Thermonuclear Experimental Reactor) 

and DEMO (Demonstration Power Plant). Thus in the long-run, fusion power is likely to 

become commercially available and play a significant role in supplying the future energy 

demands of the world. 
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1.1. The Basics of Nuclear Fusion 

The stars and the sun are excellent examples of nuclear fusion around us. The sun is made 

of hot dense plasma confined by its gravity, radiates a tremendous amount of energy to the 

earth which is produced by fusion reactions. Basically, nuclear fusion is the process in 

which two light nuclei combine or fuse to form a more tightly bound heavier nucleus. As a 

result, considerable amount of energy is released. The total mass after the nuclear reaction 

is less than before and the missing mass “∆
” appears in the form of energy according to 

the well known Einstein’s law		� = ∆
��. 

1.1.1. Fusion Reactions 

The most promising fusion reaction to carry out for the energy production in the present 

day magnetic fusion devices, is that between the deuterium D ( H�� ) and tritium T (H�� ). The 

possible reactions involving D and T are as follows [2-4]: 

D + T					 ⟶ 				 He�� 		+ n	 + 17.6M !																																		(1.1) 
D + D					 ⟶ 				T		 + p	 + 4.03MeV																																						(1.2) 
D + D					 ⟶				 He�� 		+ n	 + 3.27M !																																	(1.3) 
D + He�� 	⟶				 He	�� 	+ p	 + 18.3M !																																	(1.4) 

In the D-T reaction a total energy of 17.6MeV is produced which comes out in the form of 

kinetic energy of neutron (14.1MeV) and alpha particle (3.5MeV). Deuterium can be easily 

extracted from the sea water, where it exists at 0.0153%, representing an unlimited fuel 

source. The other element needed for the D-T reaction is tritium. Tritium undergoes beta 

decay with a half life of 12.5 years and thus is not available naturally, but can be produced 

artificially from lithium [2-4]. Fortunately, Li�-  is an abundant isotope, consisting 7.5% of 

the naturally occurring lithium. The nuclear reactions for tritium production are [2]: 

n + Li�- 					⟶ 				T		 + He�� 																																																							(1.5) 
	n + Li�- 					⟶ 				T		 + He�� + n																																															(1.6) 
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In order to induce the fusion reaction, the two nuclei must have enough kinetic energy 

to overcome the strong electrostatic repulsive force acting between them and must 

approach each other close enough that the short range strong nuclear force becomes 

dominant. The probability of collision between two particles is usually described in terms 

of the reaction cross-section (/). The collision cross-section curves for the most common 

fusion reactions are plotted in Figure 1.1, which shows that the D-T reaction has the largest 

cross-section at around 100keV; much higher than the peak cross-sections of the other 

reactions. This means that for a significant fusion rate, the D-T fuel must be heated to very 

high temperatures of the order of 100 million degree C. At such high temperatures, the gas 

consists in the form of ions and free electrons, which is known as plasma. Thus, heating 

the plasma to very high temperatures and confining it for a sufficiently long time, are the 

two major scientific challenges in achieving continuously stable fusion energy [2-4]. 
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Figure 1.1: Fusion cross-section of various fusion reactions against the kinetic energy of 

the incident particle. Data for the D-D reaction is taken from ENDF database [5], 

whereas D-T and D-He cross-sections are calculated using NRL plasma formulary [6]. 



 

4 

 

1.1.2. Confinement of Fusion Plasma 

In case of sun, the plasma is dense enough to provide the required gravitational force for 

confinement. However, this method of plasma confinement is not appropriate in fusion 

reactors on earth, where the gravitational force is much weaker. Therefore, to confine the 

hot plasma for fusion energy, new ways had to be explored. At present, mainly two 

experimental approaches are being studied for building a fusion reactor: inertial and 

magnetic confinement. 

In inertial confinement, a small pellet containing fusion fuel is compressed and heated 

by the high power lasers or particle beams so quickly that it reaches the conditions required 

for the fusion reaction. The inertia of the fuel is responsible for the confinement; hence it is 

named the inertial confinement fusion (ICF). The fusion reactor based on inertial 

confinement would work in pulsed manner. However, this method still needs more efforts 

to make the fusion power commercially available. 

In magnetic confinement, strong magnetic fields are used to confine the hot plasma. 

Basically, this utilizes the ability of a steady magnetic field to allow the motion of charged 

particles in plasma along the magnetic lines of force and restricts their motion in the 

transverse direction. Hence, in magnetized plasma the charged particles would follow the 

magnetic field lines and gyrate around them. A lot of progress has been made in the area of 

magnetically confined fusion. The most successful device for confining the fusion plasma 

has been developed by the magnetic confinement fusion based on the concept of Tokamak. 

1.1.3. The Tokamak Concept 

Tokamak is considered as the most successful device of present days for harnessing the 

fusion power. The schematic diagram of a tokamak configuration is shown in Figure 1.2. 

The outer ring-like coils, arranged in the form of a torus, produces the toroidal magnetic 

field, 01. This toroidal field confines the plasma in torus shape. However, additional field 

is required in the poloidal direction, to eliminate the charge separation due to the particle 

drifts. Such a poloidal magnetic field 02 is produced by a central solenoid. Actually, the 

solenoid induces plasma current along the torus through transformer action, which then 
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gives rise to the poloidal magnetic field. The combination of the toroidal and poloidal 

magnetic fields results in a net helical magnetic field, which confines the hot plasma.  In 

addition to the toroidal field coils and solenoid, equilibrium field coils are also needed to 

provide a radially inward force on the plasma to balance the hoop force. At higher 

temperatures the ohmic heating becomes less effective and is limited up to 1keV [2]. Thus 

additional heating sources such as ion cyclotron resonance heating (ICRH), electron 

cyclotron resonance heating (ECRH) and neutral beam injection (NBI) are required to raise 

the plasma temperatures to fusion relevant temperatures. 

In order to commercialize the fusion reactor, it is essential to achieve a net positive 

energy balance, that is described in terms of the fusion energy gain factor	3, defined by the 

ratio of fusion power to input power, i.e.	3 = �4/�67, where the condition 3 = 1 is known 

as breakeven. In 1991, the joint European torus (JET) situated in Unite Kingdom, achieved 

the world’s first release of the controlled fusion energy. Currently, it is the only tokamak in 

 

Figure 1.2: Schematic of a tokamak. Figure from Eurofusion website [7]. 
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website [8]. 

the world, using the D-

16MW [9]. Soon after, in 1998, JT

generation tokamak, ITER

ITER is a large scale scientific project that involves international collaboration among 

China, the EU, Japan, India, Korea, Russia and the United States. In June 2005, the seven 

ITER Members decided to build the next generation reactor a

schematic of ITER tokamak is shown in 

generation commercial reactor, DEMO is in the conceptual phase and is expected to 

become operational in 2030’s 

Although the tokamak 

stable confinement of hot plasma is still an unresolved issue. Magnetic reconnection 

changes the magnetic field topology; resulting in the formation of magnetic islands

can significantly degrade the plasma 

6 

Figure 1.3: Schematic of ITER tokamak. The figure is taken from ITER organization 
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particles across the radial direction. Tearing mode and sawtooth crashes are the classic 

examples of magnetic reconnection in fusion devices [11]. Understanding the complex 

dynamics of resistive instabilities in plasma confinement devices is of utmost importance 

for the efficient and stable operation of the next generation large scale fusion reactors such 

as ITER. The remaining part of this chapter is devoted to an overview of the magnetic 

reconnection problem, focusing on the resistive tearing mode dynamics. 

1.2. Magnetic Reconnection 

Magnetic fields are observed in almost every plasma at all scales in the universe, from the 

magnetosphere to the interstellar medium and distant galaxy clusters. The existence of 

these fields in dynamic plasmas leads to the process of magnetic reconnection, which 

causes rearrangement of the topological structure of the magnetic field lines. During this 

process, magnetic energy is converted to kinetic and thermal energies of the charged 

particles. Magnetic reconnection is the key mechanism behind many astrophysical events 

such as the solar flares, coronal mass ejection and magnetospheric substorms. The aurorae 

are also believed to be related to the magnetic reconnection in the Earth’s magnetosphere 

[12-15].  

Magnetic reconnection is considered to be responsible for the occurrence of sawtooth 

crashes in tokamaks [16-18]. Moreover, it occurs in relaxation processes in reverse field 

pinch (RFP) and spheromak plasmas [19, 20]. The concept of magnetic reconnection was 

first proposed by Giovanelli in 1946 [21], to explain the mechanism for the abundant 

release of magnetic energy in the solar flares. Since then, magnetic reconnection has been 

recognized as one of the fundamental processes in the magnetized plasmas and has 

attracted extensive research efforts. 

1.2.1. When does the Magnetic Reconnection Occur? 

To understand the basic concept of the magnetic reconnection, let us first explicate the 

magnetic flux freezing constraint. In the case of highly conducting plasma (i.e. ideal 

MHD), the magnetic field lines are frozen to the plasma in which it is embedded. It means 

that as the plasma moves, the field lines follow it and the topology of the magnetic field 
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Figure1.4: The magnetic field lines configuration in a plasma tube. 

 

C 

S 

remain invariant: this phenomenon is known as the flux freezing. In order to prove the 

validity of flux freezing condition, we consider the time behavior of the magnetic 

flux		Φ9, through an open surface S bounded by a curve C as shown in Figure 1.4. The 

magnetic flux though surface S is defined as [13-14]: 

		Φ9 = : B ∙ <A= 																																																					(1.7)	 
The rate of change of this magnetic flux depends on the time variation of the magnetic 

field itself and the change of the curve C due to the plasma motion		>; i.e.,   

dΦ9dt = BCBCD ∙ <A
=

	E 	B F G B ∙ <H
I

																								(1.8) 
Using the Stokes’ theorem, the above equation can be rewritten as: 

dΦ9dt = BCBCD ∙ <A
=

	E 	BJ G (F G B) ∙ <A
=

																								 

= BKCBCD E J G (F G B)L 	 ∙ <A		
=

																					(1.9) 
According to the ideal MHD description of plasma, the Ohm’s law is given by: 

E + F G B = 0.																																													(1.10) 
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The Faraday’s law is written as: 

JJJJ G E = ECBCD ,																																													(1.11) 
Taking the curl of Ohm’s law and combining with Faraday’s law results in the well known 

induction equation of magnetic field: 

CBCD E JJJJ G (F G B) = 0.																																								(1.12)    
Combining equation (1.9) with equation (1.12), gives us: 

dΦ9dt = BKCBCD E J G (F G B)L 	 ∙ <A	
=

= 0.																					(1.13) 
This implies that the magnetic flux through a closed fluid element remains constant as it 

moves with the plasma. Therefore, the magnetic fields are said to be “frozen in” to the 

plasma. This implies that the field lines can’t come together and touch at a single point. 

Thus, in ideal MHD, there is no possibility for the magnetic reconnection to happen. 

Hence, the breaking and reconnecting of the filed lines at some point can happen only if 

the “frozen in” condition is violated [13-14].  

In this study we are mostly concerned with how magnetic topology can change, but 

equation (1.13) shows that the field line topology remains invariant. Basically, this result is 

a consequence of the ideal Ohm’s law, however, in some situation, it is necessary to 

consider non-ideal effects such as resistivity and viscosity. Further details of different 

types of non-ideal effects will be discussed in the description of generalized Ohm’s law in 

the next chapter. In the presence of such non-ideal effects, it is possible for the magnetic 

field lines to come together and reconnect, thus violating the “frozen in” condition. 

Although, the non-ideal effects are significant in small region around the magnetic null 

point, however, the effects of reconnection are global via changing the overall 

configuration of the field lines.   

The basic process of magnetic reconnection, causing the rearrangement of the field 

lines configuration is illustrated in Figure 1.5. The non-ideal effects come into play in the 

small area, called the diffusion region (marked orange), where the pair of field lines 
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Figure 1.5: Schematic view of magnetic reconnection process. (a) Before the 

reconnection, two oppositely directed field lines approach each other.  The non-ideal 

effects into play in the diffusion region (marked by pink color). (b) after reconnection 

the field lines are pulled away from the diffusion region. As a result magnetic energy is 

converted to particle energy. 

 

approaching each other break and reconnect. As the newly reconnected field lines with 

higher magnetic tension, move out of the diffusion region, they release the magnetic 

energy into kinetic energy of the charged particles by accelerating them. Thus, 

reconnection can spontaneously increase the radial transport of particles and energy, which 

can degrade the plasma confinement in case of magnetic fusion plasmas.  

To summarize the overall picture of magnetic reconnection, we can say that it is a 

global process which involves the topological rearrangement of the magnetic field lines, 

releasing magnetic energy into a large scale volume of plasma. It is noteworthy that the 

field lines connectivity is modified locally, due to the non-ideal effects. The fact that global 

properties of the plasma are strongly dependent on the local conditions makes the magnetic 

reconnection event even more perplexing. Answering to the question that how local 

changes (for example the occurrence of X-point collapse) can modify the global behavior 

(for example the magnetic island width or reconnection rate) of magnetic reconnection is 

one of the prime objectives of this research.  

(a) (b) 
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1.2.2. Magnetic Reconnection in Nature 

In order to have an overview of the historical development of the theory of magnetic 

reconnection, it’s essential to examine the reconnection events occurring in nature. In this 

section, we will cover only a few key examples of reconnection in nature. Further detailed 

reviews on the topic can be found in the book “Magnetic Reconnection” by Biskamp [13]; 

the 2009 review paper by Zweibel and Yamada (“Magnetic Reconnection in Astrophysical 

and Laboratory Plasmas”) [22], and the 2010 review paper by Yamada et al. (“Magnetic 

Reconnection”) [23]. 

1.2.2.1. Magnetic Reconnection in Solar Flares 

Solar flares exhibit the clearest visual display of magnetic reconnection in nature and have 

been intensively investigated during the 20th century. Historically, they are defined as a 

sudden, rapid and intense variation in the brightness observed over the Sun’s surface. It is 

now widely accepted that solar flares result from a rapid release of magnetic energy stored 

in solar magnetic field through the process of magnetic reconnection. As the magnetic 

energy being released, particles are heated and accelerated in the solar atmosphere (solar 

corona). The Sun’s image during the solar storm on May 12, 2013, is shown in Figure 1.6. 

This is actually a multi-wavelength (131 angstroms and 171 angstroms) snapshot in the 

extreme ultraviolet (EUV) radiation zone, classified as the X-1.7 class solar flare (Solar 

flares are classified as A, B, C, M and X, where X-class represents the biggest and 

strongest solar flares). The first solar flare was reported independently by Carrington and 

Hodgson in 1859 [24, 25]. Since then many theories and models have been developed to 

understand the basic physical mechanism for such explosive events. 

 There are different types of eruptions observed in the solar atmosphere, such as the 

coronal mass ejections (CMEs), eruptive flares and prominence eruptions. The coronal 

mass ejections involve large scale ejections of mass and magnetic flux into the 

interplanetary space. During the active period of Sun, one CME is observed per day; 

carrying 1015 Wb of flux and 1013 Kg of plasma mass into the space [23].  Different 

theories have been adopted to explain the fundamental mechanisms of CMEs. However, 

the most standard model has been proposed by Carmichael-Sturrock-Hirayama-Kopp-
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Figure 1.6: Multi-wavelength (171 and 131 Angstroms) image of the Sun’s solar flare 

from NASA’s Solar Dynamics Observatory (SDO). The Sun erupted with an X1.7-class 

solar flare, recorded on May 12, 2013. 

Figure Credit: NASA/SDO/AIA (www.nasa.gov) 

Pneuman, known as CSHKP model [26-29]. The CME shows a clear demonstration of the 

reconnection event, where the magnetic field lines are pulled out as the mass is ejected 

from the solar surface. The field lines reconnect at the X-point, directing the field lines 

downward and the associated plasma particles emit radiation on hitting the solar surface.  

In short, solar flares exhibit many of the characteristics of the magnetic reconnection 

such as, fast particles, topological rearrangement of the magnetic field lines and sudden 

release of magnetic energy. Thus, understanding the flare physics is very useful in 



 

 

Figure 1.7: A sketch of the Earth’s magnetosphere, interacting with the solar wind, 

coming from the left side. Magnetic reconnection takes place at the magnetopause and 

the magnetotail. Figure from; 

exploring the mysteries of magnetic reconnection.  To achieve this goal, detailed 

observation of solar activity has been started by modern satellites such as Yohkoh 

(Sunbeam in Japanese), SOHO (Solar and Heliospheric Observatory), Hinode (Sunrise in 

Japanese) and TRACE (Transition Region and Coronal Explorer)

issues still remains unresolved, such as the mechanism for the onset of the exp

of the solar flare and population of the energetic particles during the impulsive flares

1.2.2.2. Magnetic Reconnection in the E

The magnetosphere of Earth is the region of space where the Earth geomagnetic field is 

dominant.  Its shape is determined by the geomagnetic field, the interplanetary magnetic 

field (IMF) and the solar wind. The interaction of solar wind leads to the compress

geomagnetic field lines on the day side, resulting in a supersonic shock wave, also known 
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: A sketch of the Earth’s magnetosphere, interacting with the solar wind, 

Magnetic reconnection takes place at the magnetopause and 

the magnetotail. Figure from; http://mms.gsfc.nasa.gov/science. 

mysteries of magnetic reconnection.  To achieve this goal, detailed 

observation of solar activity has been started by modern satellites such as Yohkoh 
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Figure 1.8: This is an amazing picture of auroras observed across the sky near the town 

of Yellowknife in northern Canada. These auroras are produced due to solar winds and 

blasts of charged particles from the Sun during Dec 2013.   

Image Credit: Courtesy of Kwon, O Chul (TWAN). 

as the bow shock. Whereas on the night side, the field lines are stretched, forming a long 

tail, called the magnetotail. This situation is illustrated in Figure 1.7, where the solar wind 

from the left side, interacts with the Earth’s magnetic field. The dynamic interaction 

between the solar wind and geomagnetic field is governed by the magnetic reconnection. 

The reconnection occurs both on the day side (magnetopause) and night side as originally 

suggested by Dungey [30]. At the magnetopause, the reconnection results in the transfer of 

magnetic flux and particle energy into the tail. This energy is stored in the magnetic field 

of the magnetotail. Reconnection also takes place at the magnetotail, where the magnetic 

flux and plasma is released into the inner magnetosphere. Such intermittent release of 

plasma and flux, results in the onset of geomagnetic substorms. It is believed that during 

the substorms, energy is released into the magnetosphere which is then emitted from it 
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though the magnetic reconnection. The geomagnetic substorms lead to the formation of the 

spectacular aurorae in the high latitude of the sky as shown in Figure 1.8. 

 The first concrete morphological study of aurora was done by Loomis in 1860 [31]. 

Since then a lot of research efforts have been done in this area. The modern morphology of 

auroral substorm was described by Akasofu in 1964 [32].  It is now believed that, the 

auroral substrom consists of three phases, the growth, expansion and recovery phase. The 

sudden brightening of the equatorward arc at the midnight is considered as the signature of 

the aurora onset. Although many aspects of the auroral substrom have been intensively 

investigated, still there are several open questions for example the ten questions asked by 

Akasofu [33].  

1.2.2.3. Sawtooth Reconnection in Tokamaks 

Sawtooth oscillations are a typical example of a global magnetic reconnection in fusion 

plasmas. They were discovered by Goeler et al. in 1974 [34] during the tokamak 

discharges. The sawtooth oscillation can be characterized as a periodic repetition of the 

peaking and flattening of the electron temperature profile [16, 17]. The name sawtooth 

comes from the fact that usually they are measured through soft x-ray diagnostics in 

plasmas and the observed X-ray have the shape of sawtooth as depicted in Figure 1.9. In 

general, the complete cycle of sawtooth oscillations can be divided into three phases: the 

ramp phase, during which the plasma density and temperature rises almost linearly in time; 

the second phase is called the precursor oscillation phase, which consists of sinusoidal 

oscillation imposed on the sawtooth structure; finally, the collapse phase, during this phase 

the plasma temperature and density abruptly decreases. The collapse occurs much faster 

(~100µs) than the ramp phase (~100ms), as illustrated in Figure 1.9 (a). The two 

dimensional electron temperature profiles during the above mentioned three phases of the 

sawtooth cycle are shown in Figure 1.9 (b). 

In 1975, Kadomtsev [16] suggested an excellent explanation for the sawtooth 

oscillation. According to his theory, the first phase of the sawtooth oscillation (ramp-up 

phase) is continued until the value of safety factor 	P = Q01 RS02⁄  becomes less than 

unity. Note that here 01 and 02 are the toroidal and poloidal magnetic fields; Q and RS are 

the minor and major radii, respectively. Actually at the plasma center, the temperature 
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increases due to ohmic heating, causing the resistivity to fall. For the resistivity to 

decrease, the current has to increase, so that the external electric field is maintained 

constant. Consequently, the poloidal magnetic field increases, which causes the safety 

factor value to drop below unity. This instigates an internal MHD kink mode in the plasma, 

which drives the magnetic reconnection at P = 1 resonant surface. This leads to flattening 

of the temperature profile at the plasma center, since the q value is now raised above unity. 

The reconnection process continues until q exceeds above unity everywhere. This process 

is repeated again and again because of the continuous ohmic heating. Although this 

explanation was initially widely accepted however, later the experimental results showed 

Fig. 1.9: Sawtooth oscillation measured in fusion plasma. (a) A longer build-up phase is 

followed by a short crash phase (b) The 2D electron temperature profile during the 

crash. (c) Magnetic reconnection during the sawtooth oscillation at the resonant surface 

of q = 1.  Figure is taken from Yamada, 2011 [35]. 

(a) 

(b) 

(c) 
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disagreement with the theory. First of all, the Kadomtsev predicted collapse time, based on 

the Sweet Parker model [36, 37], is much longer than that observed in the tokamak 

experiments [18, 38]. This signifies the importance of the speed up reconnection in case of 

sawtooth oscillations, for which the mechanism is yet unknown. Secondly, the 

experimental measurement of the safety factor shows that its value remains below unity 

after the crash, which means the reconnection is incomplete. Finally, the transition from 

slow build up phase to the fast collapse phase can’t be justified by the classical tearing 

mode theory. Sawtooth oscillations are a good example of the fast reconnection event, 

where the reconnection evolves slowly for a long time and then suddenly collapses in a 

very short period of time due to fast reconnection. Understanding the physical trigger 

mechanism for such a fast reconnection is a hot issue in the present plasma research. In this 

thesis, we will explore the trigger mechanism for a similar kind of fast reconnection event 

in 2D plasmas. 

1.2.3. Magnetic Reconnection Models 

1.2.3.1. Current Sheet Formation 

Neutral points are defined as the locations of space where the magnetic field is zero and 

also called the null points. Such points results due to the simultaneous coexistence of 

several sources of magnetic fields. On the other hand, the current sheets appear in a 

conducting medium like plasma and are defined as a boundary between two plasmas, 

where the magnetic field is tangential on either side of the boundary and involves a change 

in the magnetic field direction. The current sheets can be generated in a number of ways, 

such as follows; (I) the region near the X-type neutral point can collapse, leading to the 

current sheet. (II) A current sheet is formed when two magnetic fields with different field 

lines topologies are pushed together. (III) Current sheet occurs when there is no magnetic 

equilibrium or become unstable either due to ideal or resistive MHD equilibrium 

instabilities [13-14]. 
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Figure 1.10: The field line topolody (a) with an X-point at the center and, (b) narrow 

current sheet, replacing the X-point geometry.  
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 The current sheet formed due to the collapse of X-point involves a complex analytical 

theory. Let consider a 2D field line topology with an X-point as shown in Figure 1.10(a), 

where the magnetic field is expressed as	W = 0X + Y0Z. If the equilibrium is disturbed, the 

field line will move to a new configuration with a magnetic field 0X + Y0Z = (W� + [�)�/�, 

where the current sheet exist between W = EY[ to W = Y[ as shown in Figure 1.10 (b), 

suggested by Green 1965 [39]. In 1976, Syrovatskii and Somov [40] presented a more 

general solution for the X-point collapse, 0X + Y0Z = (W� + \�) (W� + [�)�/�⁄ . The 

conditions for the X-point collapse will be rigorously investigated in our nonlinear 

numerical analyses, because of its global impact on the plasma dynamics. Some of the 

major properties of the current sheet are [13-14]:  

• In the absence of flow, a current sheet of width ] will diffuse at a speed		^/]. The 

magnetic field is annihilated and the magnetic energy is converted into heat energy. 

• The magnetic field is effectively frozen to the plasma outside the current sheet. The 

plasma and magnetic flux can be brought towards the current sheet at speed	>6. The 

current will expand if 	>6 _ ^/] and the sheet becomes thinner, if		>6 ` ^/]. For the 

condition		>6 = ^/], a steady state is maintained. 

(a) (b) 
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• At the centre of the sheet, the higher pressure causes the plasma particles to be ejected 

from the current sheet at the Alfvén speed, depending on the external magnetic field. 

Magnetic flux is ejected along the plasma, and hence one of the effects is to reconnect 

the field. In 2D, the centre of the sheet refers to the X-point.  

The free energy associated with these current sheets can lead to the magnetic reconnection. 

Such a reconnection process evolves either in a slow steady manner or impulsively. 

Though a general consensus on reconnection classification is not possible; however, the 

following reconnection categorization is quite common in practice.  

• Steady State vs. Impulsive: 

In steady state reconnection, the magnetic energy is released at almost constant rate. 

The magnetic reconnection on the dayside magnetopause as explained by Dungey [30] is 

an example of steady release of solar energy into the magnetosphere. On the contrary, in 

impulsive magnetic reconnection the long and slow build up phase is followed by an 

abrupt growth of reconnection. The tearing mode and the sawtooth crashes in tokamaks are 

the examples of the impulsive reconnection in fusion plasmas. The solar flares and CMEs 

are the examples of this kind of reconnection in astrophysical plasmas. Actually, the 

impulsive tearing mode reconnection, with emphasis on its trigger mechanism, will be 

rigorously investigated in this thesis. 

• 2-D vs. 3-D Reconnection:  

Most of the previous analytical and numerical reconnection analyses have been limited 

to the simplified 2-D plasma geometries. At present, one of the big questions in 

reconnection studies is how to convert the existing 2-D models into 3-D. Also, it is 

believed that 3-D reconnection may be different than the 2-D reconnection [41]. For 

example, the secondary islands formed during the tearing mode reconnection becomes flux 

ropes in 3-D, which interact with each other in ways impossible in 2-D. In addition to the 

formation of the flux ropes (magnetic island), there are many other 3D processes, which 

can potentially modify the behavior of magnetic reconnection e.g. streaming instability, 

low-hybrid drift instability and kinetic instabilities [42-45]. The 3-D analysis of magnetic 

reconnection is considered important for understanding the complex geometries such as 
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solar flares. However, the importance of 2-D reconnection cannot be reputed since it plays 

the pivoting role in improving our insight of the basic reconnection processes. 

1.2.3.2. Sweet Parker Model 

The simplest and oldest model of the steady state magnetic reconnection was proposed by 

Sweet [36] and Parker [37] to explain the solar flare process. They introduced the concept 

of current sheet of much smaller width δ than the system size L. The model assumes the 

steady state condition and a simplified geometry as depicted in Figure 1.11, where the 

plasma is ejected out of the sheet due to the excess of the magnetic pressure. Here >67(a) 
and >bcd(e) denote the mean inflow and outflow. In the same fashion, the magnetic field is 

expressed as		0f = (067(a), 0bcd(e)). The conservation of mass implies that the plasma 

mass entering the sheet must be equal to that ejected, which can be written as follows: 

	>67g = >bcd[I= ,																																																					(1.14) 
where, g and [I= are the current sheet width and length respectively. From the induction 

equation (1.12), we obtain: 

>67067g ≈ >bcd067g� ,																																								(1.15) 
This gives,		>67 ≈ ^/g, which means the plasma is carrying as much magnetic field as 

being diffused. Combining this relation with (1.14), we get:  

g = K^[I=>bcd L
�/� .																																												(1.16) 

The Lorentz force accelerates the plasma along the current sheet to the outflow 

velocity	>bcd. It’s reasonable to assume		>67 ≪ >bcd, since the flows are zero at the X-point 

and the outflow is of the order of Alfvénic speed. Thus inertia can be neglected in x-

component of the momentum equation. Hence, from		C(i + 067� /2jS) = 0, we get: 

 

067�2jS = �k E �67 ,																																																			(1.17) 
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Figure 1.11: The magnetic field geometry in the Sweet Parker model, where opposite 

magnetic field lines reconnect in the narrow (red) diffusion region.  
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where, �k is the maximum pressure at the centre of the sheet and �67 is the pressure at the 

inflow. Consider the force balance along the midplane of the current sheet. The magnetic 

force vanishes, since 0Z is negligible. Thus the only force present along y-axis is the 

pressure force, which accelerates the plasma, i.e.		qS>XC>X = ECXi; integrating this 

relation along the current sheet, we get:                   

>bcd� = 2qS (�k E �bcd).																																						(1.18) 
Combining the last equation with (1.17), we get: 

>bcd� = 2qS r
067�2jS + �67 E �bcds.																																			 

						⇒ 	 >bcd� ~>v6� 							(	∵ �67 ≈ �bcd)																						(1.19) 
This means that flows are accelerated to Alfvénic speeds by the pressure gradient force 

along the current sheets. The outflow magnetic field can also be estimated; 0bcd =
067px�/�. The ratio of the current sheet width to length which is also known as the aspect 

ratio of the current sheet is obtained from equation (1.16) as follows:  
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g = K^[I=>v6 L
�� = [I=

y>v[I=^ z�/� ⇒ g[I= = {x� = px�/�,																							(1.20) 

where, p is Lundquist number of the current sheet (not global) and A is known as the 

aspect ratio of the current sheet. If 067and [ are of the order of global scale, then, p is the 

global Lundquist number. The relation g/[I= = px�/� is very important in steady state 

plasma analysis and is known as the Sweet-Parker (SP) scaling of reconnection. The 

reconnection time of the SP model can now be expressed as |=2 = [I=/>67.  Using the 

relations (1.15) and (1.16), we get another important result; |=2 = }|~|v, where |~ and |v 

are the resistive and Alfvén times. Thus, the time scale of the Sweet Parker reconnection is 

faster than resistive but slower than Alfvénic times.  

 Although the Sweet Parker model explains the steady state reconnection, however, in 

case of fast reconnection (for example in solar flares or substorms), the reconnection is 

very fast and it fails to justify the higher reconnection rates. For example, in solar corona 

the Lundquist number can easily be of the order of		p~10��, the corresponding 

reconnection rate is of the order of 10x�	(reconnection rate~px�/�). However, 

observations of solar flares suggest the reconnection rates in the range		0.001 E 0.1. One 

of the reasons for this failure may be the Spitzer resistivity used in the model, which is not 

quite realistic in solar systems. The introduction of anomalous resistivity might improve 

the validity of SP model. In short, the Sweet Parker model is a quite simple reconnection 

model, which can describe the slowly evolving reconnection phenomenon and gives a 

good general understanding of the fundamental reconnection process. 

1.2.3.3. Petscheck Model 

In 1964, Petscheck [46] introduced another reconnection model to justify the fast release of 

energy. The model is known as Petscheck model and is illustrated in Figure 1.12. The 

discrepancy of the SP model seemed to be resolved in this model by allowing the faster 

reconnection. The central idea of the Petscheck model is the introduction of slow mode 

shocks into the outflow regions as depicted in Figure 1.12. The double Y-shaped diffusion 

region is replaced by an X-shaped region, prompting the faster reconnection. Petscheck 
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Figure 1.12:Magentic field geometry for Petschek’s model. The diffusion layer is very 

short compared to that of SP model. 
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assumed that the resistivity is important in a narrow region around the magnetic null. Thus, 

the new diffusion region is much smaller than the global scale length, i.e. [I= ≪ [.  

According to the Petscheck model, the maximum achievable reconnection rate is of the 

order of		(]np)x�, that shows a very week dependence on resistivity. However, simulation 

studies invalidated the Petscheck model of reconnection [13]. The smallness of the 

diffusion in the Petschek’s model suggests that it may stimulate the non-MHD effects in 

such small diffusion region. It has been shown that when the classical resistivity is 

replaced by the anomalous resistivity, it leads to the Petscheck’s like X-point reconnection. 

However, the source for triggering such anomalous resistivity is not clearly understood.   

From analytical point of view, the critical deficiency of this model is the inappropriate 

treatment of the diffusion region. A correct theory requires the boundary layer solution by 

matching the inner resistive solutions to the external ideal solutions. Therefore, in limit of 

small resistivity or high Lundquist number, Petscheck’s model is not a self-consistent 

reconnection model.   
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1.3. Background and Motivation  

1.3.1. The Trigger Problem 

In laboratory, space and astrophysical plasmas there are numerous examples of magnetic 

reconnection phenomena where the magnetic configuration evolves slowly for a long 

period of time and followed by a sudden change in a very short time. This is often referred 

to as the trigger-problem. The reconnection processes involved are categorized as bursty or 

explosive. In such scenarios, the steady state models of Sweet Parker and Petscheck can’t 

justify the abrupt growths of reconnection rates. Solar flares, CMEs, substorms and 

sawtooth activity are the typical examples of explosive reconnection. Tearing mode 

reconnection is another well known example of bursty magnetic reconnection in fusion and 

astrophysical plasmas.  

 In order to have an explosive growth of the reconnection, there must be a trigger which 

abruptly starts the faster reconnection and also there must be a free energy source to 

maintain the faster reconnection. This poses some challenging questions for the theoretical 

modeling. For example, what restricts the reconnection process to evolve slowly without 

triggering the onset of faster reconnection? What is the trigger mechanism of the fast 

reconnection? This thesis study is mainly devoted to answer these challenging questions 

and also identify the critical conditions necessary for the onset of the fast reconnection. In 

this section we briefly review the previous results related to the trigger problem of the 

nonlinear resistive tearing mode. 

1.3.2. Explosive Growths in Double Tearing Mode (DTM) 

Explosive nonlinear growth of the magnetic flux and plasma flow perturbations occurs 

more conspicuously for the resistive double tearing mode (DTM). In cylindrical plasmas, 

Ishii et al., [47] reported that instead of nonlinear saturation in the intermediate regime, the 

DTM can evolve explosively with much weaker dependence on resistivity. Further, Ishii et 

al. [48] proposed that the triangularity of magnetic islands and the strong current point 

formation are responsible for the explosive growths of the DTM. The contour plots of the 

magnetic flux, showing the current point formation during the nonlinear DTM evolution, 
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are depicted in Figure 1.13. In another attempt, the intrinsic localized shear flows in slab 

geometry due to magnetic island deformation were suggested to be the reason of the fast 

reconnection event [49]. Moreover, a secondary structure-driven instability due to the 

triangular deformation of the magnetic islands in slab configuration was also proposed to 

explain the explosive nonlinear growth of the magnetic islands [50, 51]. In the last 

mentioned analysis of the explosive DTM, the 1-D initial equilibrium is modified 

quasilinearly into 2-D structure by the slowly growing magnetic island in the Rutherford 

regime, probably leading to a secondary instability with the same DTM parity. Such a 

nonlinear feedback of the secondary instability with an exponential of exponential growth 

was considered to trigger the explosive reconnection in case of DTM [50, 51]. Figure 1.14 

shows the triangularity of the magnetic island during the nonlinear evolution of DTM. 

1.3.3. Impulsive Reconnection in Nonlinear Resistive Tearing Mode  

1.3.3.1. Brief History of the Resistive Tearing Mode Instability 

Tearing mode instability is one of the main mechanisms behind the magnetic reconnection 

both at small scales such as tokamak and at large scales such as space plasmas. The tearing 

mode instability was first analyzed by Furth, Killeen and Rosenbluth (FKR), using 2D 

reduced-MHD (RMHD) in slab geometry [52]. They established the linear tearing mode 

theory and defined the instability criterion		∆�` 0. Rutherford [53] developed a theory of 

 

Figure 1.13: Example of Double Tearing Mode in poloidal plane of 3D-plasma.  

Figure is adapted from ishii et al, 2000 [47]. 

   

(b)  t = 500 (c)  t = 580 
(d)   
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Figure 1.14: Flux contours at different times during the nonlinear evolution for the cases 

of (a) [X = 0.75 and, (b) [X = 0.76, where strong triangularization is observed.  

Figure is taken from Miho et al., 2011 [51].   

the nonlinear evolution and showed that the exponential growth of the mode in the linear 

stage is replaced by a slowly evolving phase where the island width grows according to the 

simple equation		<�/<D = 1.22^Δ′. White et al. [54] developed the saturation theory of 

the magnetic island by extending the Rutherford theory. In both of these nonlinear theories, 

the constant-ψ approximation is the basic assumption, which is valid only for very thin 

islands (∆�� ≪ 1). Militello and Porcelli [55] claimed more exact expression for the 

saturation island width for the symmetric case and their results does not rely on the quasi-

linear approximation. According to [55, 56], in the limit of thin island and low	∆�, the 

saturation island width (��) is given by �� = 2.44��Δ′, where � is the characteristic 

current gradient length � = }E�S(0) �S��(0)⁄ 	and this formula of the saturation island width 

is also known as POEM formula (named after the four authors).   

The earliest numerical studies of the tearing mode include the work by Biskamp and 

Welter [57], White et al. [58] and, Steinolfson and Van Hoven [59]. All these authors 
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obtained a general agreement with FKR and Rutherford theory. A rather rigorous review of 

numerical verification of the Rutherford nonlinear slow growth and nonlinear saturation of 

the magnetic island has been reported by Biskamp in his book (“Nonlinear 

Magnetohydrodynamics”) [60].  

1.3.3.2. Scaling of the Magnetic Island in the Limit of Large	∆� 
In general, the theoretical study of tearing mode has been restricted to low		∆�. However, 

kinetic effects can increase the instability criterion to		∆�` ∆�� [61], highlighting the 

relevance of large ∆� tearing modes. Another argument in favor of the physical relevance 

of large but finite ∆� tearing mode is that during the nonlinear evolution of tearing mode, 

narrow current sheets can form which can be unstable to tearing modes. Thus, the 

stabilizing influence of flows along the current sheet may change the instability criterion 

	∆�` 0 [62]. In the limit of large	∆�, the constant-ψ approximation is no more valid and the 

Rutherford theory breaks down. Waelbroeck [63] predicted that for large	∆�, the magnetic 

island undergoes an X-point collapse instead of saturation, leading to a current sheet 

formation. The X-point collapse happens when the island width is larger than a critical 

value, namely, � ` �� ≈ 25/∆′. Actually, the X-point collapse triggers the onset of the 

abrupt reconnection phase and that’s why it has been the focus of several reconnection 

studies. The theoretical predictions of Waelbroeck [63, 64] were numerically testified by 

Jemella et al., [65, 66]. Through numerical simulations in slab geometry, they analyzed the 

magnetic island width dependence on the instability parameter	∆′. For small	∆′, the results 

were in agreement with the Rutherford nonlinear theory, however, for large values of 	∆′ 
the current sheets were observed that triggered the faster growth of magnetic island. 

Furthermore, it was found that the dominance of the Sweet-Parker reconnection in resistive 

MHD simulation is due to the singular nature of the underlying ideal reconnected state [65, 

66], which is consistent with the equilibrium theory of Waelbroeck [63, 64].  

Louriero et al. [67] formulated the transition criteria from the algebraic slow growth 

phase to the faster Sweet Parker phase, in terms of the critical island width �� with a 

scaling		∆��� 	≈ 8.2 + �(∆�)^. They found that after island width exceeds the critical 

width, the X-point collapse occurs and the current sheet is developed which is unstable to 

plasmoid instability, followed by island coellease and finally saturation. The narrow 
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current sheet after the X-point collapse and secondary island (plasmoid) formation are 

depicted in Figure 1.15. However, in such studies the effect of viscosity or external flows 

were not considered, which can significantly modify the critical condition of X-point 

collapse and the reconnection rate in the abrupt nonlinear growth phase.   

1.3.3.3. Effects of Viscosity on the Abrupt Growth Dynamics of Tearing Mode 

The critical island width for the X-point collapse is a signature for the onset of the abrupt 

reconnection stage, which has been shown to depend on the resistivity and the instability 

parameter ∆�	[67]. How the viscosity can affect the critical island width, is still an open 

question. Generally, the viscosity plays a dissipation role in the MHD fluctuations while 

the resistivity determines the singular layer dynamics of the tearing mode. It is not always 

weak as compared to the resistivity in laboratory and astrophysical plasmas because micro-

scale turbulence can enhance the viscosity [68-70]. The turbulent viscosity is usually larger 

than the collisional value and is given by		jdc�� = 10��/� 0�⁄ �
��x��, where 	� is the 

temperature in keV and B is the magnetic field in Tesla [71]. However, the collisional 

resistivity is given by the well-known Spitzer resistivity [72],		^ = 0.05�x�/��
��x��, by 

assuming weak dependence on turbulence. Hence, the magnetic Prandtl number 	��	 = j ^⁄  

is of the order of		��	 = 200�� 0�⁄ , which shows a strong dependence of temperature. For 

typical magnetic fusion plasma with 0 = 1� �]\ and		� = 1� !,	��	is of the order of 200. 

 

Figure 1.15: Flux contours of magnetic flux, showing the current sheet instability, 

resulting in secondary island formation. Figure is taken from Loureiro et al.,2005 [67]. 



 

29 

 

Porcelli [73] emphasized the role of the viscosity by performing a comprehensive linear 

analysis of tearing mode. It has been shown that in the limit of low	∆�, the usual tearing 

scaling of the growth rate 	�~^�/� gets modified in the case of finite viscosity and scales as 

�~^�/�	��	x�/-, which was termed as the visco-tearing mode. In the limit of		∆�→ ∞, the 

growth rate scales as �~^�/�	��	x�/� and is known as the visco-resistive kink mode. These 

scalings were numerically confirmed in different regimes [71]. Grasso et al. [74] showed 

that for moderate values of ^ and		��	~�(1), there exists a critical		∆��	for the linear tearing 

mode. Militello et al. [75] developed the visco-asymmetric tearing mode, which signifies 

that the critical stability threshold is pushed to much higher value for asymmetric 

equilibrium in visco-resistive regime. Furthermore, viscous effects are very essential in 

tearing mode with shear flows [76, 77]. Therefore, viscosity may significantly affect the 

evolution of resistive tearing mode instability. 

In the limit of high Lundquist number S, it is found that the Sweet parker current sheet 

is replaced with multiple islands (plasmoids) along the current sheet and the corresponding 

instability is called the plasmoid instability [78-85]. The plasmoid instability leads to 

higher reconnection rates than the SP rates. Therefore, it’s important to briefly introduce 

the underlying mechanism of the plasmoid instability in the resistive tearing mode.  

1.3.3.4. The Plasmoid Instability 

Recently, there has been a renewal of interest in the reconnection of Sweet-Parker current 

sheet in the limit of high Lundquist number		p ≥ 10�, where a much faster reconnection 

has been reported [78-85]. The continuous formation and ejection of the plasmoids 

observed in these studies, has been identified as the key mechanism responsible for the 

faster growth of the reconnection rates. This means that the SP scaling of the reconnection 

rate px�/�, is no longer valid at high Lundquist numbers and the reconnection progresses at 

much higher rate, almost independent of the plasma resistivity. The linear theory of 

plasmoid instability was proposed by Loureiro et al. [84], predicting the maximum growth 

rate scaling of p�/� and the number of plasmoids as p�/�, with a current sheet width 

scaling as		p�/�. This theory was later extended with a more generalized case, including the 

viscosity effects [85].  
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Figure 1.16: Phase diagram of magnetic reconnection showing five phases in the 

parameter space of S and � = [/<6, where <6 is the ion inertial length .  

Figure is taken from Huang et al., 2013 [86]. 

Depending on the parameter regime, the plasmoid once formed in the original 

collisional secondary current sheet, may lead to a transition to the fast collisionless 

reconnection (Hall). The transition from collisional to kinetic regime occurs when the 

current sheet width approach the ion kinetic scale, i.e. g=2 ≤ <6, where <6 is the ion inertial 

length [87]. On the other hand, if the plasma remains in the collisional regime, then long 

chain of plasmoids form along the narrow current sheet. In a recent study [86], the phase 

diagram of the various possible reconnection phases has been reported in parameter space 

and is shown in Figure 1.16. The phase diagram depicts the five distinct phases of 

reconnection, namely, the collisional Sweet-Parker, collisional plasmoid dominated, 

collisionless Hall, plasmoid induced Hall and intermediate regime. Despite all this 

progress, there are still some unresolved issues even in the limit of moderate S. For 

example, what triggers the onset of X-point collapse and the formation of narrow current 



 

31 

 

sheet? What are the effects of viscosity on such abrupt nonlinear processes? How the small 

scale turbulence might affect the reconnection rates? These questions provide us the main 

inspiration for carrying out this study.   

Magnetic reconnection usually occurs in turbulent environment, which can modify the 

reconnection behavior through direct nonlinear interaction with the magnetic island. The 

turbulence can be a driven turbulence or spontaneous. Since the turbulence is known to 

influence many processes, then it is natural to ask the question to what extent the 

background turbulence can affect the magnetic reconnection process. Therefore, it is 

essential to discuss the recent progress regarding the turbulent magnetic reconnection. 

1.3.4. Turbulent Reconnection 

For weakly collisional plasmas, the Lundquist number S is usually very large, (e.g. 

p~10��―10�� in the solar corona and p~10� in tokamaks). The observed reconnection 

rates in these environments are much faster than those predicted by the classical SP model. 

Thus, the prime challenge of the present-day reconnection research is to identify the key 

physical mechanism that can justify the observed fast reconnection rates. From several 

theoretical and numerical studies, it is now evident that non-classical effects such as the 

Hall MHD involving two fluid effects in laminar flows [87-93] and anomalous resistivity 

due to micro-turbulence [94-98], result in Petscheck-like [46] fast collisionless 

reconnection. However, the Petschek’s mechanism fails in limits of resistive MHD [99-

102]. For the fast collisionless reconnection to take place, the resistive width of the 

reconnection layer is small compared to the relevant kinetic scale. However, in most of the 

situations, this condition is not satisfied. This means that neither the Sweet-Parker nor the 

Petschek models present a universally acceptable reconnection mechanism. Small scale 

turbulence is one of the possible candidates to trigger the fast reconnection rates and hence 

fill the gap between the theory and observations. 

Significant progress has already been made regarding the theory and simulations of 

turbulent reconnection [103-111]. The pioneering numerical study of magnetic 

reconnection in the presence of turbulence was performed by Matthaeus & Lamkin [103]. 

Lazarian and Vishniac [104] proposed the first analytical model of turbulent reconnection, 
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Figure 1.17: Contour plots of the current density at different times of the turbulent 

reconnection phase. Figure is taken from Loureiro et al., 2009 [107]. 

 
suggesting that turbulence can significantly enhance the reconnection rate by exciting 

multiple reconnection sites along the current sheet. In 2D simulations, the enhancement of 

reconnection rates in the presence of background turbulence was numerically confirmed by 

Loureiro et al. in (2009) [107]. The contour plots of current density in presence of 

turbulence obtained by them are shown in Figure. 1.17. Actually, in presence of turbulence 

the plasmoid instability can occur even at higher values of resistivity	^~10x�, compared to 

the critical resistivity		^ ≤ 10x�		in the case of without turbulence [78-85]. This implies 

that turbulence may act as a trigger for the onset of impulsive fast reconnection.  

Instead of applying the external turbulence forcing in the form of random noise, it 

may be interesting to consider a finite frequency dynamic turbulent flow, similar to ion 

temperature gradient (ITG) driven small scale turbulence, in the tearing mode 

reconnection [112]. Actually, the coexistence of MHD activities including the tearing 

mode and ion temperature gradient (ITG) driven drift wave have been reported to occur 

commonly in magnetic fusion plasmas [113-115]. The nonlinear interaction mechanism 
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and the exchange of kinetic and magnetic energies in such a mixed MHD and micro-scale 

turbulence lead to very complex nonlinear dynamics. One of the main objectives of this 

study is to investigate the effects of background turbulent dynamic flow on the magnetic 

reconnection behavior of resistive tearing mode. For this purpose, we suggest a dynamic 

flow with finite frequency and wave number	�X which may modify the reconnection 

properties most probably through direct nonlinear interactions with the magnetic island. 

Further details will be discussed in the later part of this thesis.  

1.4. Dissertation Objectives 

This thesis is devoted to the study of the resistive tearing mode in the framework of two 

dimensional, resistive RMHD. The key objectives are: 

1. To explore the basic mechanism responsible for the onset the X-point collapse, leading 

to the abrupt nonlinear growth dynamics of the resistive tearing mode. 

2. To investigate the effects of viscosity on the trigger mechanism of such abrupt 

nonlinear processes. 

3. To estimate the effects of the self-generated zonal field and zonal current on the 

nonlinear bursty reconnection. 

4. To determine how a background dynamic turbulent flow will affect the reconnection 

behavior? 

5. To analyze the dependence of impulsive bursty reconnection on the dynamic flow 

properties, such as radial-parity, amplitude and frequency.  
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1.5. Summary and Outline 

This dissertation provides a detailed study of the nonlinear behavior of the resistive tearing 

mode, particularly in strongly driven regime, identified by		∆��~1. Actually, the nonlinear 

dynamics of the resistive tearing mode is significantly modified for large values of the 

instability parameter		∆�, where the usual X-point geometry collapses to a narrow current 

sheet. The critical island width for the X-point collapse is a signature for the onset of 

abrupt reconnection stage. The trigger mechanism of the X-point collapse as well as the 

dependence of the critical conditions for the collapse on the plasma properties, are still 

poorly understood issues.  

 The self-generated zonal currents during the nonlinear evolution of the tearing mode 

modify the equilibrium current profile, where the local current peaking is speculated to be 

responsible for the onset of the abrupt growth phase. In order to testify such an idea, a 

secondary instability analysis is proposed in this study, in which the zonal current 

quasilinearly modifies the equilibrium current profile. Note that here the eigen mode 

characteristics of the secondary instability are the same as those of the primary tearing 

mode due to the same type of drive force (current gradient). Such coincidence of the 

fluctuations can directly enhance the nonlinear tearing mode to trigger the X-point collapse 

and then give rise to a current sheet formation through positive feedback of the zonal 

current. This kind of secondary instability may be considered as a special case of general 

ones, which are usually different from the primary one. The local current peaking effect 

due to the zonal current provides a positive feedback to increase the tearing mode 

fluctuations, signifying a probable mechanism for the onset of X-point collapse and 

explosive nonlinear growth. Furthermore, a systematic study of the viscosity effects on the 

nonlinear dynamics of the tearing mode is performed with a focus on the 	��		dependence of 

the critical island width ∆���	for the X-point collapse and the abrupt growth of the 

reconnected flux in the SP regime. It is found that the presence of finite viscosity modifies 

the scaling of critical island width. A prominent transition is observed at	��	 = 1 for the 

onset of the X-point collapse. The growth rate of the reconnected flux in the speed-up stage 

remains unaffected until 	�� ` 1 after which it decreases with viscosity, in accordance with 

the existing theory. 
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 In the above mentioned analyses, we assumed laminar reconnection; however, 

magnetic reconnection usually occurs in turbulent environment, which can probably 

modify the tearing mode reconnection through direct nonlinear interaction with the 

magnetic island. How the background small scale turbulence affects the reconnection 

behavior in resistive tearing mode is one of the key objectives of this study. An 

independently evolving dynamic turbulent flow is coupled with the RMHD equations 

through Poisson brackets.  A two phase reconnection is observed by including the dynamic 

flow. A relatively slowly evolving SP current sheet is generated in the first phase and 

plasmoid instability is triggered in the second phase, where multiple plasmoids are 

continuously generated and ejected along the current sheet, leading to bursty impulsive 

reconnection. The onset and evolution of the plasmoid instability are strongly modified by 

the frequency and radial parity of the flow. In particular, the scaling of reconnection rates 

is found to be independent of resistivity, confirming that plasmoid dominated reconnection 

is truly fast reconnection.  

This dissertation consists of six main chapters and three appendixes, which are outlined as 

follows:  

Chapter 1: The basics of nuclear fusion and the magnetic confinement in fusion 

devices are briefly introduced. The fundamental concept of magnetic reconnection 

phenomenon as well as its examples in the universe is elaborated. The important steady 

state reconnection models are discussed in detail. An overview of the existing theories as 

well as simulation studies of the resistive tearing mode is presented, focusing on the trigger 

problem in the limit large instability parameter		∆�. The relevance of large viscosity in 

fusion and astrophysical plasmas, and its impact on the magnetic island evolution is 

explicated. The problem of plasmoid-dominated impulsive fast reconnection in the 

presence of preexisting turbulence is reviewed. Finally, the key objectives and summary of 

this dissertation are presented. 

Chapter 2: Here, we derive and study the physical simulation model used in this 

thesis. The magnetohydrodynamics (MHD) equation system is introduced both for ideal 

and resistive cases. The generalized Ohm’s law is then discussed briefly to notify the 

physical significance of each term, in particular the terms missing from the resistive MHD 
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description of the Ohm’s law. Then, the MHD equations are reduced to the incompressible 

two-field resistive RMHD equations by the ordering method. Finally, the RMHD equations 

are normalized. 

Chapter 3: This chapter presents a comprehensive linear analysis of the resistive 

tearing instability. The classical linear theory (i.e. Furth-Killeen-Rosenbluth (FKR) theory) 

of the resistive tearing mode is detailed for the constant-�	case. The linearized RMHD 

equations are solved by dividing the plasma into inner and outer regimes and the solutions 

are compared at the boundary of the resistive layer. The validity of FKR theory is 

discussed for different possible situations. In particular, the linear analysis is repeated for 

the non-constant-�	case. Then, the initial equilibrium profiles and the ∆� calculations are 

detailed. The simulation model and the numerical schemes used in this thesis are 

described. Finally, the simulation code is benchmarked for the typical linear growth rate 

scaling of the resistive tearing mode with	^, ∆� and	�X.  

Chapter 4: Here, we discuss the probable physical trigger mechanism responsible 

for the abrupt growth dynamics of the resistive tearing instability in the strongly driven 

regime (i.e. large	∆�). First, we introduce a typical nonlinear simulation case, where the 

abrupt growth dynamics of the perturbation quantities is illustrated. Second, we propose a 

secondary instability analysis based on the quasilinearly modification of the equilibrium 

current profile by the zonal perturbation current. The results suggest that the current 

peaking effect due to the zonal current results in a nonlinear positive feedback to enhance 

the tearing mode fluctuations and can be a probable mechanism for the onset of X-point 

collapse, leading to the explosive growth dynamics. A similar tendency is observed by 

including a finite viscosity. For		P� ` 1, the secondary growth rates are reduced with the 

viscosity, showing a transition in the tendency at		P� ≈ 1. On the other hand, effect of 

viscosity on the onset of the X-point collapse and the abrupt nonlinear reconnection is 

investigated directly through linear and nonlinear simulations. The linear growth rate 

dependence on viscosity is analyzed, showing a transition at		�� =1. Then, a systematic 

investigation of the viscosity dependence of the critical island width ∆���	for the X-point 

collapse is performed. A new transition criterion is proposed for the critical island width 

scaling by including the viscosity dependence. The value of the critical island width in the 
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limit of zero resistivity is modified due to finite viscosity. Most importantly, a transition 

behavior is observed for the critical island width scaling with the viscosity at magnetic 

Prandtl number		�� =1. The reconnection rate in the abrupt growth phase is significantly 

reduced with the viscosity in the regime of		�� ` 1. 

Chapter 5: In this chapter, we analyze the reconnection behavior of the resistive 

tearing mode in the presence of preexisting dynamic flow. The independently evolving 

dynamic flow is coupled with the RMHD equations through the Poisson brackets. Linear 

stability properties of the tearing mode are found to be fairly modified with the dynamic 

flow, depending on the features of the dynamic flow. Specifically, the linear stabilization 

effect is evidently weakened by the finite frequency. The nonlinear analysis of the resistive 

tearing mode with dynamic flow reveals two phase reconnection. A current sheet is formed 

in the first phase and is followed by the plasmoid instability in the second phase, where 

multiple plasmoids are continuously generated and ejected. The onset time of the 

plasmoid-dominate impulsive reconnection is strongly modified with the flow frequency 

and amplitude. By including the dynamic flow, the effective reconnection rate is 

considerably enhanced in the regime of low resistivity as compared to the case of slower 

SP reconnection. Scaling of the effective reconnection rate is found to be independent of 

resistivity. 

Chapter 6: This chapter summarizes the key problems addressed in this PhD study 

and reports the new findings suggested in this research. The significance of the key 

findings of the study in fusion plasmas is discussed. Finally, we discuss about the different 

possible ways to extend this research in future. 

Appendix A:  The normalization of the two field RMHD equations is detailed. 

Appendix B: Full length calculations of the instability parameter ∆�	are detailed in 

this appendix. The instability parameter		∆�	is calculated for the two most commonly used 

equilibrium profiles, namely the Harris equilibrium and 1/cosh�(\a) equilibrium.  

Appendix C: Finally, the scientific contributions during this PhD study are 

presented. 
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Chapter 2 

The 2D Reduced MHD Model 

2.1. Introduction 

Controlling the MHD instabilities in the magnetic fusion devices (such as tokamaks) is the 

one of the prime objectives of the current fusion research. A physical model is essential to 

investigate the dynamics of any plasma instability. Depending on the particular plasma and 

the specific phenomena under consideration, various types of models are adopted to 

describe the fundamental physical dynamics. In this thesis, we study the abrupt nonlinear 

dynamics of the resistive tearing modes using the reduced MHD (RMHD) model. The 

model is named as RMHD because of the fact that it involves fewer fields than the full 

MHD equations.  

In this chapter, we first derive the RMHD equations, starting from the single fluid 

MHD description of plasma. Finally, we describe the normalization of the equation system. 

In deriving the RMHD equations, we mostly follow the work of Strauss [116]. For further 

reading we recommend the books of Friedberg (“Ideal MHD”) [117], Hazeltine and Meiss 

(“Plasma Confinement”) [118] and Biskamp (“Nonlinear Magnetohydrodynamics”) [60]. 

2.2. The MHD Equations 

The idea of magneto-hydro-dynamics or MHD is that magnetic fields can induce currents 

in a moving conducting fluid, which in turn exert forces on the fluid itself. Thus we can 

say that MHD is a model that describes the macroscopic behavior of the plasma. Actually, 

the plasma is composed of a very large number of ions and electrons, and to estimate the 

plasma properties we have to follow these individual particles, which is the basic principal 

of the kinetic approach. However, in MHD description the plasma is considered as a single 
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fluid that is controlled by electromagnetic forces and hence it is possible to describe 

macroscopic behavior of the plasma without having to know the position and the velocity 

of individual particles. The MHD model consists of Maxwell equations and the 

conservation equations of mass, momentum, and energy of the plasma. Under certain 

conditions, the fully ionized plasma can be considered as a single fluid described by the 

following ideal MHD equations [60, 116-118]: 

Conservation of mass:  

CqCD + JJJJ. (q�) = 0,																																																												(2.1) 
where q and F represent the mass density and velocity of the plasma, respectively. 

Conservation of momentum: 

q <�<D = J G B E JJJJi,																																																							(2.2) 
where J is the current density and B, the magnetic field, and p is the plasma pressure. Note 

that the symbol, </<D = C/CD + � .	JJJJ denote the total time derivative. 

Conservation of Energy: In the adiabatic limits, the energy equation reduces to; 

<<D K iq�L = 0,																																																																				(2.3) 
where,		� represents the ratio of the specific heats. 

Ohm’s Law: In the ideal limit the Ohm’s law is given as follows; 

E + � G B = 0,																																																														(2.4) 
where, 	E is the electric field. Note that in the above equation, the displacement current is 

neglected because the plasma speed is much lesser than the speed of light. 

Faraday’s Law: 

JJJJ G E = ECBCD ,																																																																								(2.5) 
Ampere’s Law: 

JJJJ G B = jSJ,																																																																											(2.6) 
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Finally, the divergence of the magnetic field is zero; i. e. magnetic monopoles don’t exist: 

JJJJ ∙ B = 0.																																																																(2.7) 
The ideal Ohm’s law (equation (2.4)), is sometimes named as perfect conductivity 

equation and sometimes referred to as the flux freezing equation. The ideal Ohm’s law 

implies that in the conducting plasma the electric field is zero in the reference frame 

moving with the plasma. The electric field can arise only from the Lorentz transformation. 

This means that the magnetic field is frozen in to the plasma, and hence the magnetic flux 

moves with plasma and remain unchanged. Thus in ideal MHD approximation, the 

magnetic flux can’t break or reconnect; means no reconnection. The fact that magnetic flux 

remains conserved in ideal MHD limit is straight forward and is detailed in first chapter. 

On the other hand, if we consider a finite plasma resistivity, the ideal Ohm’s law gets 

modified as follows:  

E + v G B = ^J																																																				(2.8) 
where ̂  is the plasma resistivity. This equation is simply called the Ohm’s law, which 

allows the magnetic field diffusion and magnetic reconnection; violating the frozen-in flux 

condition. For example in the presence of the current sheet, strong electric field exists and 

hence the ideal MHD approximation is not valid any more. Under such circumstances, we 

need to take resistivity into account, leading to the resistive MHD description. Now, let 

take curl of equation (2.8), we obtain: 

JJJJ G E + JJJJ G (v G B) = ^(JJJJ G J)																																												(2.9) 
Now let combine this equation with Faraday’s and Ampere’s law, we get the induction 

equation;  

CBCD = JJJJ G (v G B) + ĵS JJJJ�B.																																																	(2.10) 
The first term on the right hand side of the above equation represents the advection of the 

magnetic field while the second term is the diffusion or resistive term. The ratio of the 

advective and diffusive terms is called the magnetic Reynolds number defined as:  

R = [�>�^ ,																																																																								(2.11) 
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where, [� and >� are the characteristic scale length and characteristic velocity of the 

plasma flow. 

2.3. Generalized Ohm’s Law 

In the previous section, we reported the Ohm’s law both for the ideal and resistive MHD 

cases (equations (2.4) and (2.8) respectively). However, because of the central role of 

Ohm’s law in magnetic reconnection, it is essential to mention the neglected terms with 

relevant simplification assumptions. Basically, the generalized Ohm’s law is obtained from 

the momentum equations of electron and ion based on the two fluid MHD description of 

plasma. Thus, with the sole assumption of non-relativistic limit (neglecting the 

displacement current), the generalized Ohm’s law takes the form [117,119]: 

 E+ v G B = 		^J   +					J G B n 					E 				 JJJJi� n 			+ 				
� 	dv�dt 		E 		JJJJ.	Π¡																					(2.12) 
where		i� 	is the electron pressure and Π¡ is the electron viscosity tensor. The significant of 

each term on the right hand side of equation (2.12) is explicated as follows: 

• The first term on the right hand side of equation (2.12) appears due to the plasma 

resistivity. In case of ideal MHD this term becomes zero but is vital for the resistive 

MHD description. 

• The second and third term on the right hand side of equation (2.12) represent the Hall 

MHD and electron pressure gradient respectively. These two terms can be ignored only 

if we assume the low frequency MHD approximation.  

• The fourth term on the right hand side of equation (2.12) is due to the electron inertia, 

which can be neglected.  

• The last term presents the electron viscosity contribution.  To neglect this term we have 

to make the assumption that the plasma particles undergo sufficient collisions to make 

the distribution nearly Maxwellian; also the macroscopic lengths are assumed to be 

much longer than the mean free path. Under such assumptions, the high order moments 

can be expressed in terms of low-order moments and measured by transport 

coefficients [120]. 
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2.4. Reduced MHD 

The MHD equations discussed in the previous section can be further simplified by 

assuming that the plasma is immersed in a strong, almost constant magnetic field in the 

axial direction. Here, by strong magnetic field we mean that both the kinetic and internal 

energy densities are much smaller than the magnetic energy, i.e.,   

		q>2	~	i ≪ B2

jS 																																																												(2.13) 
This equation also implies that the value of beta (¢) is much smaller than unity, i.e.; 

	¢ = i (0�/jS)⁄ ≪ 1)																																													(2.14)	 
Under such conditions, we will derive the simplified version of the MHD model that 

describes the plasma dynamics in the plane perpendicular to the strong guide magnetic 

field. The resulting simplified model is called reduced MHD. In this derivation, we mostly 

follow the work of Strauss [116]. 

2.4.1. Ordering 

The variables in the MHD equations are ordered to some power of the small parameter		£	. 
Only the terms with small power of 	£ are retained. Since we have assumed that the axial 

component of the magnetic field, B¤S is much larger than the other components, thus we 

can write;  

0f0¤S ≪ 1,																																																																					(2.15) 
where Bf represents the components of the magnetic field perpendicular to the strong axial 

field. In the present coordinate system, these are the x and y components. Following the 

equation (2.14), we can get; 

0f~£,			0¤S~1.																																																									(2.16) 
To remove the fastest time scales, we assume the ordering		C/CD~£. The other necessary 

ordering is as follows: 
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                       J⊥~	1, C¤ 	~	£, 	0¦¤~£�, i~£�, >~£, ^	~	£, 

where 0¦¤ denotes the small changes in the magnetic field along the z-axis. Note that J⊥and 

	C¤ represent the derivative in the perpendicular and parallel direction of the strong guide 

field. Moreover, the flow is assumed to be incompressible which leads to the 

equipartitioning of the energy, i.e. q>	�	~	i~0�	/jS~	£. The incompressibility of the flow 

allows us to presume the plasma density as constant (q = constant= 1). 

The total magnetic field can be expressed as the summation of the parallel and 

perpendicular components, i.e.		B = B⊥⊥⊥⊥ + 0¤ez. In general the magnetic field can be 

written in the form of vector potential A, so that; 

																							B = J G A ~	J⊥ G {||ë + J⊥ G A⊥ 

This implies that the parallel and perpendicular components of the magnetic field can be 

written by; B⊥ = JJJJ⊥ G {||ë  and B¤ez = JJJJ⊥ G A⊥.  

We now define a magnetic flux function, {|| = E� and express the total magnetic field in 

terms of it; 

B =  0¤ez + �¨ G (JJJJ⊥�)																																												(2.17)  
Note that the magnetic field in this form still satisfies the zero divergence condition, i.e.  

JJJJ . B = £�C¤0¦¦¦¦¤~	0.																																																							(2.18)	
Next, we derive the ordering of the current density using the ampere’s law as follows: 

                                                              jSJ = JJJJ G B     

                                       ⇒		 jS(J̈ ez + J⊥) = ©JJJJ⊥ + JJJJ||ª G (B⊥ + B||) 
                                                             ⇒ 	jSJ̈ ez = JJJJ⊥ G B⊥ 

                                                   	= £	J⊥ G (ez G J⊥�) 
                                                             = £	J⊥2� ez	,	 ⇒ J̈ ~		£ 

Also;  

                                      jSJ⊥ = JJJJ⊥ G B¤ez + C¤�¨ G B⊥ 

                                                 = £�JJJJ⊥ G 0¦¤ez + £�C¤�¨ G B⊥ 
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                                                 ⇒ J⊥~		£� 

The incompressibility of the velocity field allows us to define a stream function		«:  

v⊥ = e¤ G (JJJJ⊥«)																																																																(2.19) 
Another convenient form of the perpendicular velocity can be expressed as;  

r	>Z>X	s = K	ECX«CZ« 	L																																																																									 
From the above definition, it’s straight forward to prove that the flow is incompressible in 

perpendicular plane; 

JJJJ⊥. v⊥ = JJJJ⊥.  (ez G JJJJ⊥«) = 0.																																																		(2.20) 
2.4.2. Derivation of the incompressible two field equations 

2.4.2.1. Ohm’s law 

In order to derive the Ohm’s law, we start from the Faraday’s law: 

JJJJ G E = ECBCD = ECB⊥CD E	C0¦¦¦¦z ez	CD 	 
= 	E CCD (ez G JJJJ⊥�) E	C0¦z ezCD 	 
= 	JJJJ G KC� ezCD L E JJJJ G E⊥ 

⇒ 	E = C� ezCD + E⊥																																																								(2.21) 
Let insert equation (2.21) into equation (2.8), we get; 

C�				ezCD + E⊥ = Ev G B + ^J																																									(2.22) 
The ordering of the above equation is given as follows: 

£� C� ezCD + £�E⊥ = E£v⊥ G B¤Sez E £�v⊥ G B⊥E	£�v⊥ G 0¦¤ez 

E£�>¤ez G B⊥ + £�^J⊥ + £�^J̈ ez													 
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Considering the second order terms �	(£�): 
C� ezCD = E£�v⊥ G B⊥ E £�>¤ez G B⊥ + £�^J̈ ez														(2.23) 

The parallel component of equation (2.23) is given as follows: 

C�CD = Ev⊥ G B⊥ E >¤ez G B⊥ + ^J̈ ez																											(2.24) 
Using the fact that, 	jSJ̈ = JJJJ⊥2� and B⊥ = ez G JJJJ⊥� , the above equation can be 

reformulated to get the Ohm’s law: 

C�CD = Ev⊥ G (e¤ G JJJJ⊥�) E >¤e¤ G (e¤ G JJJJ⊥�) + ^	jS 	JJJJ⊥2�	e¤ 												(2.25) 
⇒		C�CD = E(v⊥ ∙ JJJJ)� + ^	jS 	JJJJ⊥2�																																					(2.26) 

The first term on the right hand of the above equation can be expressed in the form of 

Poisson bracket using the property;  

                                          		(v⊥ ∙ J)A = ((e¤ G J«) ∙ J)A = �«, A�,																										 
where, the Poisson bracket is defined as		�{, 0� = CZ{CX0 E CX{CZ0.  

Finally, the Ohm’s is written as follows: 

		C�CD = E�«,�� + ^	jS JJJJ⊥2�.																																						(2.27) 
This equation basically determines the evolution of the magnetic flux	�. In order to solve 

this equation, we also need the kinetic flow		«, which is discussed next. 

2.4.2.2. Derivation of the equation of motion 

We start from the equation of motion (2.2): 

<�<D = J G B E JJJJi,																																																										 
where we have applied the constant density assumption, i.e. q = constant= 1. Using the 

ampere’s law JJJJ G B = jSJ and the identity: 
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(JJJJ G B) G B = (B ∙ JJJJ)B E 12jS JJJJ0�,																																								 
 The equation of motion can be rewritten as: 

C�CD + (� .	JJJJ)� = (B ∙ JJJJ)B E 12jS JJJJ0� E JJJJi.																										(2.28) 
Expressing each term in £ orders; the second order (O £�) in the perpendicular direction 

gives:  

	Cv⊥CD + (v⊥ . JJJJ⊥)v⊥																																																																												 
= 1jS (B⊥ ∙ JJJJ⊥)B⊥ + 1jS Bz0©C¤B⊥ E JJJJ⊥0¦zª E 12jS JJJJ⊥B⊥� E JJJJ⊥i.								(2.29) 

From the fourth order (O £�) of equation (2.28) results in C¤B⊥ = JJJJ⊥0¦z; equation (2.29) is 

rearranged using this property: 

Cv⊥CD + (v⊥ . JJJJ⊥)v⊥ = 1jS (B⊥ ∙ JJJJ⊥)B⊥ E 12jS JJJJ⊥B⊥� E JJJJ⊥i.																				(2.30) 
The above equation is operated by	"e¤ ∙ JJJJ G "on both sides, so that the unnecessary terms 

of hydromagnetic and magnetic pressure are eliminated: 

e¤ ∙ J⊥ G Cv⊥CD + e¤ ∙ (J⊥ G (v⊥ . J⊥)v⊥) = 1jS (e¤ ∙ J⊥ G (B⊥ ∙ J⊥)B⊥)																	(2.30) 
Each term of this equation is simplified separately as follows: 

 

First term on right hand side of equation (2.30) is: 

e¤ ∙ J⊥ G Cv⊥CD = e¤ ∙ CCD (J⊥ G v⊥), 
																																								= e¤ ∙ CCD (J⊥ G  (ez G J⊥«)), 

											= CCD ©J⊥2«ª, 
where the term in parenthesis is defined as the parallel component of the vorticity, i.e.; 
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­ = e¤ ∙ (JJJJ⊥ G v⊥) = JJJJ⊥2«.																																				(2.31) 
Second term on right hand side of equation (2.30): 

e¤ ∙ (J⊥ G (v⊥ . J⊥)v⊥) = ë ∙ ©J⊥ G (ez G J⊥« . J⊥) (ez G J⊥«)ª							 
                                                   											= ë ∙ y(J⊥ G  (ez G J⊥«))(ez G J⊥« . J⊥)z	 

		= ©e¤ ∙ (J⊥�«	ë )ª(ez G J⊥« . J⊥)																									 
= (ez G JJJJ⊥« . JJJJ⊥)JJJJ⊥�«																																													 

The term on left hand side of equation (2.30): 

1jS (e¤ ∙ J⊥ G (B⊥ ∙ J⊥)B⊥) = 	 1jS Ke¤ ∙ yJ⊥ G ((e¤ G J⊥�) ∙ J⊥)(e¤ G J⊥�)zL 

= 1jS ©e¤ ∙ (JJJJ⊥ G (e¤ G JJJJ⊥�))(e¤ G JJJJ⊥� ∙ JJJJ⊥)ª					 
= 1jS ©e¤ ∙ JJJJ⊥2�e¤ª(e¤ G JJJJ⊥�		 ∙ JJJJ⊥)																										 
= 1jS 	(e¤ G JJJJ⊥� ∙ JJJJ⊥)JJJJ⊥2�																																										 

Applying these simplifications into equation (2.30), we obtain: 

CCD ©JJJJ⊥2«ª + (ez G JJJJ⊥« . JJJJ⊥)JJJJ⊥�« = 1jS 	(e¤ G JJJJ⊥� ∙ JJJJ⊥)JJJJ⊥2�.																					(2.32) 
Introducing the Poisson brackets and adding the viscosity term: 

C(J�«)CD = E�«, J�«� + 1jS ��, J��� + j®�(®�«)																					(2.37) 
This equation gives the evolution of the plasma flow, which can also be expressed in terms 

of parallel component of the plasma vorticity: 

C­CD = E�«, ­� + 1jS ��, J̈ � + j®�­																																					(2.38) 
Thus the reduced MHD equations (2.27) and (2.38) are solved simultaneously to find out 

the evolution of the magnetic flux and plasma vorticity. 
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2.5. Normalizations 

The two field reduced MHD equations obtained in the previous section are normalized 

with the following considerations:  

• Lengths are normalized to some characteristic length \ (layer width of the current 

carrying region near the singular surface). 

• Time is normalized to the Alfvén time, |v = \ ⁄ >v, where >v is Alfvén velocity 

defined by >v = BS }jSqS	⁄ = BS }jS⁄  (assuming that qS	 = 1) .  

• The magnetic field is normalized to the in-plane guide magnetic field	0S.  

With these normalizations, the fields are represented as follows: 

�̄ = �\0S ,																																															 «̄ = «\>v , 
�̄X = \�X ,																														0̄SX(a) = BSX(Z)0S 	. 

Implementing the above normalization (see Appendix A), the RMHD equations are: 

Cd°�̄ = E±«̄, �̄² + ^̂®̄��̄,																																																												(2.39) 
Cd°©®̄�«ª = E±«̄, ®̄�«̄² + ±�̄, ®̄��̄² + 	j®̄�©®̄�«̄ª,															(2.40) 

where, ̂ ̂ = ^/jS\>v = 1 ⁄ p, (S represents the Lundquist number and is also defined as 

the ratio of the resistive to Alfvén times). In addition, the diffusion of the equilibrium 

magnetic field in the Ohm’s is prevented by adding an externally applied electric field 

�S = E^®��S to the right-hand side of equation (3). Thus, dropping the hats, the final 

form of the normalized RMHD equations is given as follows: 

Cd� = E�«,�� + ^®�(� E �S),																																																					(2.41) 
Cd(®�«) = E�«, ®�«� + ��, ®��� + 	j®�(®�«).																						(2.42) 

The above two equations are actually solved in our simulation studies to analyze the 

evolution of the perturbed flux and plasma flow. 
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2.6. Summary 

In this chapter, we derived the reduced MHD equations, starting from the full length MHD 

equation system. Before, presenting the rigorous derivation details of the reduced MHD 

equations, we present the comparison of the simplified Ohm’s law and its generalized 

form. The terms which are missing from the simplified Ohm’s law are described one by 

one. The significance of each term and the corresponding assumptions for their omission 

are detailed. The variables in the MHD equations are then ordered to some power of the 

small parameter		£	. A strong axial component of the magnetic field, B¤S is assumed in the 

system. In deriving the reduced MHD equations, i.e. the Ohm’s law and equation of 

motion, we introduce the stream function « and the magnetic flux function	�. After 

deriving the two field RMHD equations, the variables are normalized to the system 

physical parameters. Finally, we obtain the normalized RMHD equations, which can be 

solved through simulations to find out the time evolution of the plasma vorticity and 

magnetic flux instantaneously.     
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Chapter 3 

Resistive Tearing Mode Instability 

3.1. Introduction 

According to the classical tearing mode theory, the tearing mode evolution consists of 

three distinct stages: first is the linear stage, described by the well known Furth-Killeen-

Rosenbluth (FKR) theory [52]. During this phase, the reconnection grows exponentially 

and the magnetic island width	� also grows at the same rate. When the island width is 

comparable to resistive layer width, nonlinear effects comes into play and the FKR theory 

is no more valid. In this stage of evolution, the magnetic island grows linearly in time, 

i.e.	<� <D	~	^Δ�⁄ , where ̂  is the plasma resistivity and Δ� is the instability parameter. This 

second slow phase of the tearing mode growth is known as Rutherford regime [53]. 

Finally, the magnetic island growth gets saturated as most of the available magnetic flux is 

reconnected. This phase of evolution is called the saturation stage.   

In this chapter, we analyze the standard linear theory of the resistive tearing mode. The 

validity of the FKR model is discussed under various conditions. Then, we derive the 

instability parameter for different equilibrium profiles. After the analytical description, we 

introduce the simulation model for solving the RMHD system and elaborate the relevant 

numerical schemes. Finally, a comparison of the simulation results with theory is presented 

for the linear tearing mode evolution.  

3.2. Linear Tearing Mode Theory 

This analysis is based on the original work of Furth et al. [52] and we reproduce their final 

results following the style of [121]. We start our analysis from the RMHD equations (2.27) 
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and (2.38), derived in the previous chapter. These two equations are linearized by splitting 

the magnetic flux � and plasma flow « into the equilibrium and perturbation parts, i.e. 

�(a, D) = �S(a, D) + ��(a, D),																																	(3.1) 
«(a, D) = «S(a, D) + «�(a, D).																																	(3.2) 

The initial equilibrium of plasma is,				 BSX = (C�S/Ca)´X = 0µS	�(a)´X	and	«S = 0, which 

means that plasma is considered to be stationary (equilibrium flows are zero).Note that 

�(a) is chosen to be odd function i.e.  �(Ea) = E�(a). Suppose that all perturbations are 

expressed as, {(a, D) = {(a) 6·¸X¹�d, then the flux and flow can be expressed as follows: 

�(a, e, D) = �S(a) + ��(a) 6·¸X¹�d,																							(3.3) 
«(a, e, D) = «�(a) 6·¸X¹�d,																																								(3.4) 

where � is the linear growth rate of the tearing instability. With these expressions of the 

magnetic flux and plasma flow, the ohm’s law (equation (2.27)) is rewritten as: 

C�CD 	+	C«Ca C�Ce 	E C«Ce C�Ca 		= 	 ĵS r
C�(� E �S)Ca� + C��Ce�s																							(3.5) 

						⇒ Cd(�S + �� 6·¸X¹�d) + CZ(«� 6·¸X¹�d). CX(�S +�� 6·¸X¹�d) E CX(«� 6·¸X¹�d)	 
CZ(�S + �� 6·¸X¹�d) = ĵS ©CZ� + CX�ª	(�S + �� 6·¸X¹�d) E ^CZ��S			 

⇒ �	�� 6·¸X¹�d + («�� 6·¸X¹�d)©Y�X	�� 6·¸X¹�dª E (Y�X«� 6·¸X¹�d)(�S� + ��� ) 6·¸X¹�d 
																																																																																							= ĵS ©���� 6·¸X¹�d E �X�	�� 6·¸X¹�dª	 

Note that here, the prime represents derivative along x. By taking the first order of the 

above equation, we obtain: 

�	�� 6·¸X¹�d E (Y�X«� 6·¸X¹�d)�S� = ĵS ©���� 6·¸X¹�d E �X�	�� 6·¸X¹�dª 
⇒ �	�� E Y�X«�	�S� = ĵS ©���� E �X�	��ª																													 
⇒ �	�� E Y�X«�	0µS	�(a) = ĵS ©CZ� E �X�ª	��											(3.6) 
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Next, we linearize the equation of motion in the same manner: 

        Cd(J�«) 	+ CZ«. CXJ�« E	CX«. CZJ�«	 = 	CZ�. CXJ�� E CX�. CZJ��					 
 	⇒ (�«��� E �X�«�) 6·¸X¹�d 	= 	Y�X�S� ©���� E �X�	��ª 6·¸X¹�d 	E Y�X�S���	��	 6·¸X¹�d 
                            ⇒ �©CZ� E �X�ª«� 	= 	Y�X�S� ©���� E �X�	��ª 	E Y�X�S���	��																		 

⇒ �©CZ� E �X�ª«� 	= 	Y�X0µS	�(a)©CZ� E �X�ª	��	– 	Y�X0µS	���(a)	��, 
where, we have used the definitions, �S� = 0µS	�(a)		and 	�S��� = 0µS	���(a). 

                         ⇒ �©CZ� E �X�ª K »¼6·¸½µ¾L = 		�(a)©CZ� E �X�ª	��	–	���(a)	��	 
⇒ ��\©CZ� E �X�ª KY«�� L r 1\�X0µSs = ���(a)	�� E �(a)©CZ� E �X�ª	��													(3.7) 

Let introduce the hydromagnetic and resistive times: |¿ = 1/(\�X0µS	) and |~ = jS\�/	^ 

into the equations (3.6) and (3.7) along with the simplification,	Y«�/�|¿ 	= «�, we finally 

get: 

	��|¿�\©CZ� E �X�ª«�	 = ���(a)	�� E �(a)©CZ� E �X�ª	��																	(3.8) 
�� E �(a)\ «�	 = \�

�|~ ©CZ� E �X�ª	��																																									(3.9) 
Thus, the linearized RMHD equations (3.8) and (3.9) are solved to calculate the Eigen 

functions ��	and «�	corresponding to Eigen-value	�. However, before proceeding further, 

it is important to consider some assumptions: 

The tearing mode grows on a hybrid time scales, which is much small than |~ but much 

greater than	|¿, i.e. 	1 	|¿À ≪ � ≪ 1 	|~À . Note that the plasma resistivity is important only 

in a small region of width	δ ≪ \, near the a = 0. Thus the plasma can be divided into two 

regions: outer region and inner region. 
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3.2.1. Outer Region 

The whole plasma domain outside the thin resistive layer is called the outer region, i.e. 

|a| ≫ δ. In this region, the contribution of plasma resistivity and inertia can be ignored. 

Thus, neglecting the plasma inertia (left-hand side of equation (3.8)) and plasma resistivity 

(right-hand side of equation (3.9)), these two equations are reduced to the following form:  

���(a)	�� E �(a)©CZ� E �X�ª	�� = 0																							(3.10) 
«�	 = ���(a)/\																																										(3.11) 

Let simplify Equation (3.10) further, we obtain: 

                                             ���(a)	�� = �(a)©CZ� E �X�ª	��																										 
                                        ⇒	���(a)	�� = �(a)���� E �(a)�X�	��																				 
                                                 ⇒		���� = 4ÃÃ(Z)

4(Z) 	�� + �X�	��																											 
                                                 ⇒		���� = K�X� + J¾Ã

 B¾¸L 	��																			(3.12) 
Equation (3.12) describes the flux freezing condition, where the plasma is bound to the 

magnetic field lines. Actually, this equation is the linearized form of the static force 

balance criteria, i.e.  J G (JG B) = 0. Note that equations (3.11) and (3.12) are the ideal 

MHD equations and valid in most region of the plasma, except in the vicinity of		�(a) = 0, 

i.e., where the magnetic field reverses direction as shown in Figure. (3.1). Thus there is a 

thin layer in the vicinity of		a = 0, where the plasma inertia and resistivity becomes 

important and can’t be neglected.  

3.2.2. Inner Region 

In the inner thin region		|a| ≪ 1, the plasma inertia and resistivity can no longer be 

neglected. Thus we have to solve the full version of the linearized RMHD equations (3.8) 

and (3.9). The inner region solution is then matched at the boundary layer to the outer 
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solution of equations (3.11) and (3.12). Making use of the fact that < <a⁄ ≫ �	 and		�(a) ≈
a, the linearized equations in the inner thin layer reduces to: 

�� E a\ «�	 = \�
�|~ 	����																																											(3.13) 

	��|¿�«��� = Ea\����																																												(3.14) 
Let us consider the solution of ideal MHD equation (3.12) at large positive		a, which 

satisfies the physical boundary conditions as a → 0 and integrate this solution to the inner 

layer boundary at		a = 0¹. In the same way, we could consider the solution at large 

negative a and integrate this solution to		a = 0x. Now, we have to multiply some factors to 

make sure that the magnetic flux matches on both sides of the thin layer. Thus, the problem 

becomes very simple, just finding these constant numerical factors. Note that the flux 

derivate 	���  is discontinuous at the two sides of the resistive layer. This jump in the 

logarithmic derivative of the flux �� to the left and right of the layer is expressed by the 

parameter ∆� as follows: 

∆�	= 	 Å <<a ln��ÇÈÉSÊ
ÈÉSË 																																														 (3.15) 

The parameter ∆� is known as the plasma instability parameter, which only depends on the 

plasma equilibrium and the wave number. This is a fundamental quantity in tearing mode 

theory. It has been shown by Furth et al. [52] that the linear tearing mode is unstable only 

and only if		∆�` 0.  

• Constant-ψ approximation: 

The flux variation inside the resistive tearing layer is given by: 

g���� 	~	����� δ	~	∆�δ	 
For small enough	∆�, the ∆�δ ≪ 1 can be assumed to be approximately constant in the 

tearing layer. The assumption that the magnetic flux inside the resistive layer is constant is 

known as the constant-� approximation. The validity of this approximation will be 
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discussed later in this chapter. With the constant-� approximation, equation (3.13) takes 

the following form:   

��(0) E a\ «�	 = \�
�|~ 	����																																								(3.16) 

A matching condition for the exterior and interior solutions can be obtained by integrating 

equation (3.14) over the inner region 

	E��|¿� B «���a/\ <a
¹Z

xZ
	 = B ����<a.

¹Z

xZ
																																				(3.17) 

Let note that the right hand side integral can be simplified further as: 

B ����<a =
¹Z

xZ
Í��� |Z E Í��� |xZ = ��(0)∆�																							(3.18) 

Using this relation in equation (3.17), we get: 

E ��|¿���(0) B «���a/\ <a
¹Z

xZ
	= ∆�																																				(3.19) 

Let combine equations (3.13) and (3.16) to get an expression for		«�: 

�|¿�|~ «��� = Ea\ Î��(0) E a\ «�	Ï																												(3.20) 
To simplify the above expression we introduce the following transformation of variables: 

a\ = r�|¿�|~ s�/��																																																															(3.21) 

«� = r�|¿�|~ sx�/� ��(0)Ð																																																(3.22) 
With the above transformation, equation (3.20) can be reduced to the following simple 

form: 

Ð�� E ��Ð = �																																																												(3.23) 
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The solution of the above equation was given in Ref [122]. 

Ð(�) = E�2 	B �Yn�/�Ñ	 ai rE���l�Ñ2 s
Ò/�

S
<Ñ																						(3.24) 

In terms of the new variables, the matching condition, equation (3.19) is rewritten as: 

��/�|¿�/�|~�/� B <�� Ð��
Ó

xÓ
	= ∆�\																																								(3.25) 

Note that in deriving the above expression we have used the fact that the limits of equation 

(3.19) can be extended to infinity with a minimum error. Now the term Ð′′	(�)/� can be 

truncated at � = 2 with a minimum error. Hence, the tearing layer width can be expressed 

as: 

δ\ = 2r�|¿�|~ s�/� 																																													(3.26) 
When the range of integration is truncated at		� = 2, the integral in equation (3.25) can be 

approximated by: 

B <�� Ð��
Ó

xÓ
	= 43√2	Γ(3/4)Γ(7/4)	~	2.1																						(3.27) 

Inserting this into equation (3.25), after simplification we finally obtain the scaling of the 

growth rate and resistive layer width: 

� ≈ 0.55	|~x�/�	|¿x�/�	(∆�\	)	�/�																																	(3.28) 
δ\ ≈ 	1.72	|~x�/�	|¿�/�	(∆�\	)	�/�																																			(3.29) 

Alternatively these scalings can be written as: 

� ≈ 0.55	^�/�	(�0µS)�/�	∆��/�																																							(3.30) 
δ ≈ 1.72	^�/�	(�0µS)x�/�	∆��/�																																					(3.31) 
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Note that for the case of our chosen equilibrium		0µS = 2�µS = 	2,				(∵ �µS = 1). The 

validity of the constant-� approximation can now be assessed. As defined earlier, for the 

constant-� approximation to hold it has to satisfy the condition, ∆�δ ≪ 1. This means that 

the resistive diffusion time across the tearing layer must be shorter than the instability 

growth time: 

|~Ö = μSδ�^ ≪ 1�																																																				(3.32) 
Using expressions (3.30) and (3.31), we finally obtain: 

^ ≪ 1
(kBÙS)x�∆�� 																																																		(3.33) 

In the same the regime of validity of the FRK linear theory can be estimated using 

expressions (3.38) and (3.29), which results in: 

^ ≪ \�/�
|¿	∆��/� 																																																							(3.34) 

3.3. Non- constant-Ú Case 

The constant-� approximation cannot be used if the condition (3.33) is not valid. The inner 

region problem has to be solved now without the constant-� approximation. The procedure 

we adopt to solve the non-constant-	� case is almost the same as given by Coppi et al. 

[123], except that the matching condition is different for the internal kink mode. We start 

from the same equations as the previous case of constant-	�, repeated here: 

�� E a\ «�	 = \�
�|~ 	����																																								(3.35) 

	��|¿�«��� = Ea\����																																													(3.36) 
Let introduce an auxiliary function defined as:  

Ð(a) = a��� (a) E ��(a)																																		(3.37) 
Differentiating the above equation and combining with equation (3.36), we get: 
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Ð�(a) = a����(a)																																													(3.38) 
Ð�(a) = E\��|¿�«���																																						(3.39) 

Integrating the above equation with respect to a, we obtain: 

Ð(a) = E\��|¿�«�� (a) + ÐÓ																								(3.40) 
where ÐÓ	is an integration constant. An expression for ��� (a) can be obtained from 

equation (3.38):  

��� (a) = BÐ�
a

Z

S
	<a																																								(3.41) 

Integrating it once more with respect to a, we get: 

��(a) = aBÐ�
a

Z

S
	<a E Ð(a)																												(3.42) 

Inserting the ����(a) and ��(a) into equation (3.35) and divide it by	a, we obtain: 

B Ð�	a \⁄
Z

S
	<a E Ða \⁄ E «�	 = \�|~ 	

Ð�
(a \⁄ )� 																(3.43) 

Differentiating the above equation with respect to	a, we get: 

�|¿�|~ K\Ð�� E 2\	 Ða \⁄ L E �(a \⁄ )� + ��|¿� �Ð = EÐÓ(a \⁄ )�																(3.44) 
Applying the same transformation (equations (3.21) and (3.22)), we obtain: 

Ð��(�) E 2� Ð�(�) E (�� + Û�/�)Ð = EÐÓ��																(3.45) 
Where, Û = 	�|¿�/�|~�/�. 

The solution of the above equation can be expressed in integral form as follows: 

Ð(�)ÐÓ = 1E Û�/�2 B (1 E D)ÜÝ/Þx���
S (1 + D)xÜÝ/Þ¹��  xdßÞ �À 	<D																						(3.46) 
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We now match the inner and the outer solution. For large enough value of		a, equation 

(3.42) can be rewritten as: 

��(a) = aB Ð�
a

Ó

S
	<a E ÐÓ E aB Ð�

a
Ó

Z
	<a																											(3.42) 

The third term on the RHS of this equation can be neglected, resulting in: 

��(a) = aB Ð�
a

Ó

S
	<a E ÐÓ																																									(3.42) 

In the overlap region, we can use �(a) ≈ a and simplifying equation (3.12) yields: 

��(W) = �µ� + a\�µµ�																																									(3.43) 
«�(W) = ��		a/\ 																																																		(3.44) 

Using the definition of instability parameter	∆�, we easily obtain: 

	∆�= 2\�µµ��µ� 																																					(3.45) 
Comparison of equation (3.42) and (3.43) result in the following correspondence:  

�µ� → EÐÓ																																																					(3.46) 
�µµ� → B Ð�

a/\
Ó

S
<a																																												(3.47) 

Thus using the above relations, the matching condition (equation (3.45)) becomes: 

	∆�\ = E 2ÐÓB Ð�
a/\

Ó

S
<a																																				(	3.48)	 

In terms of		�, this can be written as: 

	∆�= E 2ÐÓ r�|¿�|~ sx�/�B Ð�(�)
�

Ó

S
<�																														(	3.49) 
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Evaluating the integral, finally we obtain: 

	∆�\ = Eà8 γ�/�	|¿�/�|~�/� Γ±©Û�/� E 1ª/4²Γ�(Û�/� + 5)/4� 																									(	3.50) 
The FKR scaling is recovered for	Û ≪ 1: 

γ = 0.55	|~x�/�|¿x�/�	(	∆�\)�/�																											(	3.51) 
Next consider the limiting case		Û → 1x: 

From the series expansion of the gamma function, we know that		Γ(z) ≈ 1/z. Therefore, 

for small argument value, we can write; 

Γ�KÛ�� E 1L /4� ≈ 4
KÛ�� E 1L																										(3.52) 

Equation (3.50) can now be rewritten as: 

	∆�\ = Eà8 γ�/�	|¿�/�|~�/� 4	
Γ(3/2) KÛ�� E 1L																									(	3.53) 

⇒ E2à Γ(3/2)	∆�\γx�/�	|¿x�/�|~x�/� 	= 1
KÛ�� E 1L																									(	3.54) 

Using the definition Û = 	�|¿�/�|~�/� the above equation is further simplified as follows: 

⇒ E2à Γ(3/2)	∆�\(Ûx�/� |¿x�/-|~x�/��À )|¿x�/�|~x�/� 	= 1
KÛ�� E 1L																	(	3.55) 

⇒ E2à 	Γ(3/2)∆�\|¿�/�|~x�/� 	= Û�/�
KÛ�� E 1L																	(	3.56) 

Let consider		Û = 1 E ã, this gives: 

Û��
KÛ�� E 1L = E(1 E ã)�� K1 E (1 E ã)��Lx� ~E (1 E 5ã 4⁄ )(3ã 2⁄ )x� 
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	= E (5Û E 1)4 23(1 E Û) = E 23(1 E Û)																																				 
Hence, equation (3.56) can now be written as: 

⇒ E 2à 	Γ(3/2)∆�\|¿�/�|~x�/� 	= E 23(1 E Û)																							(	3.57) 
By solving for � after some simple manipulation, we finally obtain: 

� = |¿x�/�|~x�/� E 			1.18(∆�\)x�	|¿x�																									(	3.58) 
For		∆�≫ 1, the second term can be neglected and we recover the well known scaling for 

the resistive kink mode, originally derived in Ref [123]. 

� = |¿x�/�|~x�/�																																															(3.59) 
Finally, the Û ≫ 1 case corresponds to negative values of	∆�, for which the tearing mode 

instability does not happen. 

3.4. Initial Equilibrium Profiles and ∆� Calculations 

The initial equilibrium that we have selected to study is defined as follows: 

�S(a) = 1cosh�(a)																																																						(3.60) 
«S(a) = 0																																																																					(3.61) 

This means that the plasma is considered to have no initial flow. The analytical expressions 

for the corresponding magnetic field and current density are listed below.  

 BSX(a) = KC�SCa L = E2	sech�(a)	tanh(x)																							(3.62) 
 JS¤(a) = rC��SCa� s = 2	sech�(a)	�cosh(2a) E 2�											(3.63) 

The equilibrium profiles of		�S(a),	 BSX(a) and  JS¤(a) are plotted in Figure 3.1. This 

equilibrium is unstable to tearing mode only at the resonant surface a = 0 and hence 

produces only one tearing layer inside the simulation domain. 
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Figure 3.1: The equilibrium profiles of magnetic flux, field and electrict current. 

 
 We now calculate the instability parameter 	∆� as defined by equation (3.15). For this 

purpose, equation (3.12) has to be solved for the perturbation flux		��. Note that such 

analysis is basically the same as briefly reported in [121], however, we here provide more 

details and also discuss the case of generalized equilibrium as given in Appendix B.  

For the sake of convenience, we repeat the equation (3.12): 

		����(a) E r�X� + JS�
 BSXs 	��(a) = 0																														(3.64) 

Applying the initial equilibrium (Equation (3.60)) into the above equation, we obtain: 

		����(a) E r�X� + 8	sech�(a)sinh(a)�3 E cosh�(a)�	E2	sech�(a)	tanh(a) s 	��(a) = 0																				(3.65) 
Simplifying the above equation results in: 

		����(a) E K��� E 12cosh�(a)L 	��(a) = 0																				(3.66) 
Here, ��� = �X� + 4, and �X = 2à
/]X. Note that here m represents the poloidal mode 

number and ]X is the length of the simulation domain in the y-axis). 
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Let introduce the following transformation: 

															W = coshx�(a)		 
��(a) = 	ψ�(W)Wxå¼Þ . 

Equation (3.66) is transformed into the Gauss’ hyper-geometric equation: 

	W(1 E W)ψ��� + Å(1 E ��) E K32 E ��L WÇψ�� E r���4 E ��4 E 3sψ� = 0													(3.67) 
The solution of this equation can be expressed in terms of the Gauss hyper-geometric 

functions [124].  

	ψ�(W) = o�æ KE32 E ��2 , 2 E ��2 , 1 E ��, WL																												 
+o�W·¼æ KE32 + ��2 , 2 + ��2 , 1 + ��, WL															(3.68) 

The solution can be expressed in terms of the original variable ��(a) as follows: 

��(a) = o�cosh·¼(a)æ çE32 E ��2 , 2 E ��2 , 1 E ��, coshx�(a)è																											 

																										+o�coshx·¼(a)æ çE32 + ��2 , 2 + ��2 , 1 + ��, coshx�(a)è														(3.69) 
To get the solution for large x, we set  o� = 0 and		o� = 1, we obtain: 

��(a) = coshx·¼(a)æ çE32 + ��2 , 2 + ��2 , 1 + ��, coshx�(a)è												(3.70) 
It is now straight forward to estimate the instability parameter ∆�	using its definition 

(equation (3.15)). Details of the complete derivation for two generalized equilibrium 

profiles are given in Appendix B. 

	∆�=	��� (0 +) E ��� (0 E)
��(0) = 2��� (0 +)

��(0) 																				(3.71) 
Where, we have used the fact that ��(a) is an even function. After some manipulation, 

finally we obtain the relation for		∆�: 
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	∆�= 2 é 6��� E 9��(��� E 4) E ��ê																																(3.72) 
For the tearing mode to be unstable		∆�` 0, which implies that 	��� ≤ 9 or		� ≤ √5. In the 

limit of 		� ≪ 1, an asymptotic expression can be derived for		∆�: 

	∆�≈ 15�� 																																																															(3.73) 
Let remind the reader that throughout this thesis, 	∆� is modified by changing the domain 

size in the y-direction i.e.	[X. 

3.5. Simulation Setup 

We next implement the reduced magneto-hydrodynamics (RMHD) model to describe the 

evolution of nonlinear tearing mode in slab geometry with B=B0z´ë+´ë G JJJJ�0. Here ́ ë is 

unit vector of the strong guide magnetic field	0S¤. The total magnetic flux function �	and 

the stream function « in the plane perpendicular to the guide field are given as follows: 

                                        	∂í� = E�«,�� + ^®��	,																																																							(3.74) 
                              ∂í(®�«) = E�«, ®�«� + �ψ, J�ψ� + 	μJ�(J�ϕ).													(3.75) 

Note that here, the Poisson bracket is defined as	�{, 0� = CZ{CX0 E CX{CZ0. The lengths 

are normalized by the scale length of the equilibrium field	\ and the time is normalized by 

the Alfvén time, |v = \ ⁄ >v, where >v is Alfvén velocity defined as >v = B0z }4àqS	⁄ . 

The magnetic field is normalized by the guide field	0S¤. The equilibrium configuration 

employed in these simulations is represented by		�S (a) = 1 cosh�(a)⁄  and		«S = 0. 

Equations (1) and (2) are solved as an initial value problem. A spectral code using Fourier 

decomposition along y direction with simulation domain	�0, 2à[X	� is applied, namely,  

                  �ï(a, e, D)~ �
� ð�ï(a, e) ai©Y
e/[Xª + �. �ñ	,																																					(3.76)			 

where, m is the mode number in y direction and c.c stands for the complex conjugate of the 

corresponding field. In this study, we usually fix the mode numbers of the order 
~50. 

However, we also confirm the numerical resolution of the simulations even with higher 
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number of poloidal modes. Here the wave number is defined as		�ò = 
 [X⁄ . A second 

order finite difference method is employed in the x direction with a box size of �E5, 5�	and 

mesh number of 2048. A semi-implicit Crank-Nicolson numerical scheme is implemented 

to solve the equations in the radial direction. Note that the control parameters in 

simulations are the instability parameter	∆�, the plasma resistivity	^ and the viscosity		j. 

Note that the value of		∆� is varied by changing the wave number �X using the equation 

(3.72).  

3.6. Linear Simulation Results 

In this section, we report the linear analysis of the resistive tearing mode via computer 

simulation of the two field resistive RMHD equations (3.74) and (3.75).  Although, the 

main focus of this thesis is the investigation of nonlinear evolution phase of the tearing 

mode, however, it may useful to first benchmark our code by validating the FKR theory. 

The key parameters in the simulation are		∆�	and		^. The effect of finitely large viscosity is 

not considered here and will be included in the coming chapters.  

Before starting the linear analysis of the tearing mode, it is important to define the 

linear growth rate		�ó67. In the simulations, we calculate the mean square perturbation 

electrostatic potential (�· = 〈«¦�〉/2) and mean square perturbation magnetic 

potential		�k = 〈�¦�〉/2, where «¦	 and �¦ are the perturbation electrostatic potential and 

perturbation magnetic flux respectively.  Note that the symbol 〈	〉 represents the space 

averaged quantities. Since the magnetic flux and kinetic flow are Fourier transformed 

along y-axis, therefore, more precisely we can express the mean square perturbation 

quantities as follows: 

�· = ö«¦k� /2
k

,																																																				(3.77) 

�k = ö�¦k� /2
k

,																																																				(3.78) 
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where,		∑k is the summation of the contributions from all the poloidal harmonics. In the 

linear regime of tearing instability, the perturbation flow and magnetic flux grow 

exponentially, i.e.  «¦, �¦~exp	(γó67t). Note that the linear growth rate of the mean square 

electrostatic potential and magnetic potential is two times the linear growth rate of the 

perturbation flow and flux. In this thesis, we will mostly plot the mean square perturbation 

potentials to describe the time evolution of the tearing mode. To describe the nonlinear 

evolution, we will later define the nonlinear instantaneous growth rate	γ.  

The dependence of the linear growth rates of the tearing mode on		∆� and ̂  is depicted 

in Figure 3.2. In Figure 3.2(a), we plot the linear growth rate verses the		∆�, for two 

different resistivities. The dashed lines show the FKR theoretical growth rate for each 

resistivity. It is evident that the simulation results are in good agreement with the FKR 

theory for low enough values of		∆�	and not only reproduce the correct slopes but also the 

actual values of the growth rate predicted by the theory for small enough		^. The deviation 

from the FKR theory is caused by large ^ or large	∆�. This is because at large		^, the 

resistive layer width increases and can become comparable to the plasma scale length. In 

such situation, the resistive dissipation becomes important in the whole regime and thus 
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Figure 3.2: Scaling of the linear grwoth rate verses (a) instability parameter		∆� for two 

cases of resistivities, and verses (b) resistivity ^ for two fixed values of 		∆�. The dashed 

lines, represents the theoritical scalings of the linear growth rate as predicted by FRK. 
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the assumptions, on which the theory is based, are no longer valid. Similarly, the growth 

rate scaling with	^ as shown in Figure 3.2 (b) deviates from the theory by larger extent at 

larger		∆�. This is because of the fact that at large enough		∆�, the constant-	� 

approximation is not valid. 

3.7. Summary 

In this chapter, we reviewed the classical resistive tearing mode theory. A systematic 

derivation of the FKR theory is performed both for the case of constant-	� as well as non-

constant-	�. In both the cases, the plasma domain is divided into the inner resistive layer 

and outer ideal layer. The inner region solution is then matched with the outer layer 

solution, obtaining the FKR relation. Then, we introduce the equilibrium profiles used in 

this study and derive the instability parameter for it. After the analytical description, we 

introduce the simulation model for solving the RMHD system and elaborate the relevant 

numerical schemes. Finally, we present a comparison of the linear simulation results with 

the FKR theory to benchmark our simulation code. In particular, we illustrate the 

dependence of the linear growth rates of the tearing mode on the instability parameter		∆� 
and plasma resistivity	^. The simulation results are found to be in good agreement with the 

theory in the regime of		∆�	and small enough		^. The linear growth rate scaling deviated 

from the theory by larger extent at larger		∆�, because at large enough		∆�, the constant-	� 

approximation is not valid. 
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Chapter 4 

Abrupt Growth Dynamics of Nonlinear 

Resistive Tearing Mode and Viscosity Effects 

4.1. Introduction 

The nonlinear evolution of the resistive tearing mode exhibits an abrupt growth for large 

enough values of the instability parameter	∆′, once the magnetic island exceeds a certain 

critical width		∆′��. Actually, the transition from slow growth phase to the faster phase is 

accompanied by change of X-point magnetic flux configuration at the rational surface into 

Y-type current sheet [63-67]. In this work, we investigate the underlying mechanism of the 

X-point collapse, which leads to the faster current sheet instability phase. To achieve this 

goal, we suggest a secondary instability, based on the quasilinear modification of the 

equilibrium current profile due to the zonal current. It is noteworthy that this analysis is 

similar to the secondary instability analysis in the case of DTM [51]; however, the driving 

force for the secondary instability is different. The zonal current is found to modify the 

equilibrium current profile in two ways, peaking at the rational surface and broadening in 

the outer region. Thus, we explore the effects of such zonal current peaking and 

broadening through the secondary instability analysis, separately. The secondary instability 

analysis is also performed for the cases of finitely large viscosity. 

 Another key objective of this study is to clarify the role of viscosity in the transition 

from the slow Rutherford regime to the abrupt reconnection phase during the non-linear 

evolution of the resistive tearing instability. Since critical island width is a signature for the 

onset of abrupt reconnection phase, therefore, it may be useful to analyze the dependence 

of the critical island width for the X-point collapse on the viscosity. Though, previously 



 

70 

 

the scaling of critical island width had been analyzed [67], however, the effect of finite 

viscosity was not included in that work. Generally, the viscosity plays a dissipation role in 

the MHD fluctuations while the resistivity determines the singular layer dynamics of the 

tearing mode. It is noteworthy that viscosity is not always weak as compared to the 

resistivity in laboratory and astrophysical plasmas because micro-scale turbulence can 

enhance the viscosity [68-70]. The turbulent viscosity is usually larger than the collisional 

value and depends on the temperature and magnetic field. Hence, the magnetic Prandtl 

number 	��	 = j ^⁄  is of the order of		��	 = 200�� 0�⁄ , which shows a strong dependence 

of temperature. For a typical magnetic fusion plasma with 0 = 4� �]\ and	� = 2� !, 

	��	is of the order of 100. Therefore, it is worthwhile to examine the role of finitely large 

viscosity in the evolution of resistive tearing instability. 

 The content of this chapter (adopted mostly from Ref [125]) is organized as follows: 

First, we introduce a typical simulation result, depicting the abrupt nonlinear evolution of 

the resistive tearing mode. The zonal modification of the equilibrium current profile is 

delineated for a typical case and the basic quantities involved in the analysis are defined. 

The effects of current peaking at the rational surface and current broadening in the outer 

region are separately investigated, both for resistive and viscous cases through secondary 

instability analysis. After the investigation of the trigger mechanism of the X-point 

collapse, we analyze the effects of viscosity on the linear growths of the tearing mode in a 

broad viscosity range. It is followed by the scaling analysis of critical island width through 

nonlinear simulations, including the viscosity effects. Finally, the effects of viscosity on 

the abrupt reconnection are examined by measuring the reconnected flux during the abrupt 

reconnection phase after the X-point collapse. 

4.2. Nonlinear Tearing Mode Evolution for Different ø� 
Nonlinear simulations are performed for different values of the resistivity		η and the 

instability parameter	Δ�. It is observed that for low		Δ�, the mean square electrostatic 

potential		(�· = 〈«¦�〉/2) and mean square magnetic potential (�k = 〈�¦�〉/2), after the 

linear FKR region, grow slowly in the Rutherford’s nonlinear growth phase [52, 53]. 

Actually, for such low values of		Δ�, the magnetic island finally stops growing further and 
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Figure 4.1: Time history of the mean square electrostatic and magnetic potential �· and 

	�k	(a) and their instantaneous growth rates for	∆� = 9.32 (b) Time history of �· and 

	�k	for the case 	∆� = 24.5 (c) and their instantaneous growth rates (d). Other 

parameters are ^ = 2.8 G 10x� and j = 0. 

 

gets saturated. These different stages of the tearing mode evolution are depicted in the 

Figure 4.1 (a) for a case of low ∆�. After the linear stage (I), the evolution goes through the 

slow Rutherford stage (II) and finally the island is saturated (III). The dynamics of the 

perturbation quantities is more evident by plotting their instantaneous growth rates, defined 

by		�·,k = Cd(ln �·,k), as shown in Figure 4.1(b). However for sufficiently large ∆�, the 

evolution of magnetic island does not saturate and the perturbation quantities grow again 

after the slow Rutherford regime. This situation is shown in Figure 4.1 (c) and (d) for the 

case of large	∆�. The time of abrupt nonlinear destabilization is defined as the critical 
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Figure 4.2: Time history of the mean square electrostatic potential �· and mean square 

magnetic potentail	�k	(a) and their instantaneous growth rates (b). Parameters are: 

	∆� = 17.3, ^ = 1.4 G 10x� and j = 0.  

 
time	D·�, at which	Cd(�·) = 0. This time actually corresponds to the point of inflection in 

the evolution of kinetic energy. It is noteworthy that after this critical time, the mean 

square perturbation potential grows again and can achieve higher growth rate than the 

linear growths for sufficiently low values of		η, as shown in Figure 4.1(d).  

4.3. The Abrupt Nonlinear Growth Phase and X-point Collapse 

In order to explicate the nonlinear dynamics of the resistive tearing mode in the regime of 

large ∆�, we consider a typical simulation case of smaller resistivity	^ = 1.4 G 10x�, 

where the instantaneous growth rate, defined as		�·,k = Cd(ln �·,k), increases again after 

the slow nonlinear evolution as depicted in Figure 4.2. To further strengthen our 

understanding of the actual dynamics, we plot the magnetic flux contours at different times 

in the nonlinear evolution stage. It is observed that at the critical time		Dk�, at 

which	Cd(�k) = 0, the X-point configuration collapses to a current sheet as depicted in 

Figure 4.3. The narrow current sheet then leads to the secondary island generation at the 

previous X-point. This change of configuration along the rational surface, leads to a 

dynamical change in the magnetic reconnection process. In this chapter we only focus on 

such transition phase from the slow nonlinear growth (the X-point configuration) to the 
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faster reconnection (Y-type current sheet). The island width corresponding to the X-point 

collapse is defined as the critical island width,	��, which is a precursor to enter the 

explosive nonlinear growth stage. Although, this instability has recently been rigorously 

investigated, however, the driving mechanism for the X-point collapse is still a less 

understood problem. Thus, it is worthwhile to clarify the trigger mechanism of the X-point 

collapse, resulting in the formation of secondary narrow current sheet which leads to the 

abrupt growth phase.  

4.4. Secondary Instability Analysis for Inviscid Case 

Although, the abrupt nonlinear growth of the mean square perturbations in both classical 

and double tearing modes is quite analogous to each other in feature, however the magnetic 

flux configuration is quite different. In the case of DTM, the formation of triangular 

structure of the magnetic island was identified to be responsible for triggering the 

explosive dynamics [50, 51]. On the other hand, the single tearing mode in the regime of 

 

Figure 4.3: 2D contour plots of the current, merged with the magnetic flux lines, during 

the nonlinear evolution of Figure. 4.2.  
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large		∆�, is characterized by a current sheet formation along the single resonant surface 

following the X-point collapse [63-67]. We here propose a secondary instability, which 

originates from the quasilinear modification of the equilibrium current profile by the zonal 

perturbation current, to analyze the X-point collapse. It’s noteworthy that such zonal 

current perturbations results from the nonlinear coupling of the poloidal modes. We 

perform the secondary instability analysis for the inviscid and viscous cases separately to 

get clear understanding of the results.  

First, we consider the case of resistive tearing mode in the inviscid limit (j = 0). In 

general, the equilibrium profile gets flattened in the early Rutherford’s regime as depicted 

in Figure 4.4(a) and this actually leads to the stabilization of the growth rate. However, at 

the critical times D·�,k� (after the Rutherford regime), the equilibrium current is mainly 

modified in the inner region. These modifications are caused by the generation of the zonal 

current. The profile of zonal component of the perturbation current is plotted in Figure 

4.4(b) at a given time in the evolution of Figure 4.2. The dashed lines mark the inner and 
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Figure 4.4: (a) Current profiles modified by the zonal current at different times during 

the nonlinear evolution in the simulation of Figure 4.1. (b)The structure of zonal current 

at time t = 410. The pairs of inner and outer dashed lines label the local peaking and 

global broadening regions, respectively. 
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outer region corresponding to the peaking and broadening effects respectively. It is 

speculated that such a current modification may enhance the magnetic island width and 

plasma flow if it can destabilize the tearing mode. To verify such an idea, we implement a 

secondary instability analysis by assuming a quasi-steady equilibrium state involving the 

zonal current. Thus the new equilibrium is composed of two parts, the initial current at 

time t=0 and the zonal current at the time t=t0 during the explosive nonlinear growth 

phase, which can be expressed as,    

�ú(a, e, D) = �S(a, D = 0) + �kÉS(a, D = DS)	,																							(4.1)                                  
�ú(a, e: D) = �S(a, D = 0) + �kÉS(a, D = DS)			.																									(4.2) 

The RMHD equations are modified with the new equilibrium and are rewritten here for the 

sake of convenience. 

Cd� = E�«,�ú� + ^®��																																																														(4.3)	
		Cd®�«	 = E��ú , ®��� + ��, ®��ú� 	+ j®�(®�«)																	(4.4) 

We perform linear simulations through the RMHD equations (4.3) and (4.4), involving the 

instantaneous modifications of the equilibrium profile by the zonal current at different 

times during the nonlinear evolution. The growth rates of the mean square linear 

perturbations		�� = Cd(ln �·) = Cd(ln �k) of the most unstable m=1 component in the 

secondary instability analysis are the same as the instantaneous growth rates �·,k in the 

linear phase of the primary tearing mode since the zonal current is too weak as described in 

Figure 4.5. Note that,	�� 	should be twice the linear growth rate of the perturbations in usual 

instability analysis, in which the latter one is defined by the perturbation itself. In the 

Rutherford regime, the secondary growth rate tends to decrease but be higher than		�·,k, 

showing that except for the quasilinear stabilization due to current profile relaxation, the 

nonlinear mechanisms such as the mode coupling may also stabilize the primary tearing 

mode. However, �� starts to increase from the critical time	D·�. This increasing tendency 

suggests that the current modification due to the zonal current can excite a secondary 

instability to provide a positive destabilization feedback for the abrupt nonlinear growth. 

The secondary instability may trigger the X-point collapse around 	Dk�	and then enhance 

the current sheet formation. In order to verify such a working hypothesis, we examine the 

effect of local and global modification due to the zonal current. 
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4.4.1. Secondary Instability due to Current Peaking and Broadening  

As shown in Figure 4.4(a), the initial equilibrium current profile is mainly modified in two 

ways: locally peaked near the resonant surface and globally broadened in the outer region 

far from the resistive layer. Both of these effects get stronger with time during the 

nonlinear evolution. We separately consider the effects of current peaking and broadening 

on the secondary instability. The peaking height gℎ and broadening width g� are defined 

through the structure of the zonal current component as the difference of the amplitude 

between points A and E (or B and E) and the projection in the x direction between points A 

and C (or B and D), respectively, as depicted in Figure 4.4(b). Using this methodology, we 

estimate the secondary growth rates �ý and �ß of the perturbation energy due to the zonal 

current peaking and broadening effects separately. The results are compared in Figure 4.5. 

The current peaking effect destabilizes the secondary excitation of the fluctuations, while 

the current broadening plays a stabilizing role. At the late stage of the explosive growing 
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Figure 4.5: Time history of the secondary growth rates of perturbation energy due to 

zonal current, current peaking and current broadening (represented by �� , �ý	and	�ß 

respectively) along with the growth rates of the mean square electrostatic and magnetic 

potential (�k 	and	�·). The simulatoin parameters are the same as in Figure 4.2.  
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phase, the secondary growth rate �ý due to the current peaking effect tends to be 

compatible with	�·, showing that the peaking effect of zonal current may be plausibly 

responsible for the explosive dynamics.  

 To further elucidate the current peaking and broadening effects, Figure 4.6(a) plots the 

instantaneous values of the peaking height gℎ and the broadening width g� of the current 

profile corresponding to different times in the nonlinear evolution. The fitted dashed lines 

indicate the exponential growth of both the current peaking height and broadening width in 

time, which can be expressed as: 

gℎ~exp©þý(D E Dk�)ª,																																												(4.3), 
g�~exp©þß(D E Dk�)ª. 																																											(4.4) 

The dependence of secondary growth rates on the peaking height gℎ		and broadening 

width		g� is depicted in Figure 4.6(b) and 4.6(c). A proportional relation is revealed for 

both current peaking height and broadening width as  

�ý	~	¢ý	(gℎ E gℎS),																																																			(4.5) 
�ß 	~	¢ß	(gwE gwS).																																																(4.6) 
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Figure 4.6: Secondary growth rates (a) due to the current peaking versus the peaking 

height (b) and broadening width verses the broadening width. Parameters are		∆� = 17.3, 

^ = 2.8 G 10x� and		j = 0. 
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Here 	¢ý ` 0 and		¢ß _ 0, which represent the destabilizing role of the current peaking 

and the stabilizing role of the current broadening effects, respectively. Here gℎS and gwS 

correspond to the critical peaking height and broadening width at the X-point collapse, as 

marked in Figure 4.6(a). Hence, the secondary instability due to the current peaking effect 

may trigger the X-point collapse. Equations (4.3) and (4.5) combinedly exhibit a much 

faster growth of the tearing mode fluctuations than the exponential evolution, namely, 

exponential of exponential growth as follows: 

�� , «�~	exp(¢ýexp	(þýD))		.																																				(4.7) 
This suggests that the current peaking effect may be plausibly responsible for driving the 

explosive dynamics of the nonlinear tearing mode by exciting a secondary instability, which 

may cause a fast magnetic reconnection. Note that here the secondary fluctuations are of the 

same mode features as the primary tearing instability due to the quasilinearly modified 

current peaking effect. Interestingly, the linear properties of the system can be embodied in 

the nonlinear dynamics through the secondary instability analysis. It is probably such 

secondary instability that triggers the X-point collapse and the positive feedback effect of the 
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Figure 4.7: Time evolution of the (a) secondary growth rates due to the zonal current 

modifications and (b) the zonal current modification of the equilibium current profiles. 

The simulation parameters are ∆�= 17.3, ̂ = j = 2.8 G 10x�. 
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same secondary fluctuation that nonlinearly gives rise to a current sheet formation, namely 

explosive growth dynamics.     

4.5. Secondary Instability Analysis for Viscous Case 

Next, we perform the secondary instability analysis including the finitely large viscosity. It 

is important to consider the effects of viscosity on the evolution of the tearing mode 

instability, since viscosity is not always smaller than the resistivity. Usually, viscosity 

plays a stabilizing role, reducing the outflows and increasing the current sheet width of the 

resistive tearing mode. Thus, it may be worthwhile to consider the effects of viscosity on 

the X-point collapse, which triggers the faster nonlinear reconnection stage. First, we 

describe a typical nonlinear simulation case of		��	 = 1, with		^ = μ = 4.8 G 10x�, as 

depicted in Figure 4.7. The instantaneous growth rates of the mean square perturbed 

magnetic potential and electrostatic potential show the similar explosive nature in 

nonlinear growth phase as observed in the resistive case. Furthermore, the peak growth rate 

of the magnetic potential grows higher than the linear phase. The secondary instability 

analysis results are also plotted in Figure 4.7 (a). In general, the secondary instability 

analysis results follow the same tendency as observed in the inviscid case in Figure 4.5. In 

the explosive growth phase, the secondary growth rate due to the zonal current peaking 
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Figure 4.8: Time evolution of (a) current peaking height and (b) broadening width for 

different values of viscosity. ∆�= 17.3, ̂ = 2.8 G 10x�. 
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Figure 4.9: Growth rates of the peaking height and broadening width versus viscosity. 

The dashed and solid lines are for reference.	∆�= 17.3 and		^ = 2.8 G 10x�. 

matches the nonlinear perturbation growth rate. Thus the zonal current peaking may act as 

trigger for the onset of the explosive growth dynamics. The modification of the 

equilibrium current due to the zonal current is shown in Figure 4.7 (b) for some selected 

times during the nonlinear evolution and is compared with the initial equilibrium profile.           

 Next, we scan the zonal current modification effects in a broad range of viscosity		μ =
0.0		to		0.001 at fixed values of		^ = 4.8 G 10x� and		∆�= 17.3. The nonlinear simulation 

results reveal that similar to the inviscid case, the instantaneous peaking height	gℎ and 

broadening width  g� in the explosive growth phase grow exponentially, as shown in 

Figure 4.8(a) and 4.8(b). It is noticed that the current peaking height and broadening width 

at the time of X-point collapse, defined as gℎS and gwS respectively, increase with the 

viscosity at the critical time	Dk�. This tendency may result from the viscosity effect since at 

the onset of the X-point collapse, larger current peaking is required to compensate the 

viscous dissipation and then drive the secondary instability. The growth rates þý and þß of 

both gℎ and g� roughly remain constant for weak viscosity. However, both growth rates 

decrease as the viscosity increases in larger	��	region with the same scaling, as explicitly 

depicted in Figure 4.9 showing a transition of the viscosity dependence around		��	 ≳ 1.  
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Figure 4.10: Secondary growth rate versus the peaking height(a) and the broadening 

width(b) for different viscosity. (c) Proportional factors of the peaking height and 

broadening width against viscosity. 	∆�= 17.3 and	^ = 2.8 G 10x�. 

 To inspect separately the effects of the local current peaking and global current 

broadening on the secondary instability including the viscous effects, we perform secondary 

instability analysis for the same simulation settings as that of Figure 4.9. The results show 

that local current peaking effect remarkably destabilizes the secondary tearing mode, while 

the global broadening effect plays a strong stabilizing role, as illustrated in Figure 4.10. It is 

observed that the growth rates of the secondary instability are proportional to the peaking 

height and inversely to broadening width. The combination of these two dependences can 

lead to fluctuation evolution as		��, «�~	exp©¢ý,ßexp	(þý,ßD)ª. Identical to the �� = 0 

case, the current peaking can possibly drive the explosive (i.e., exponential of exponential) 

growth of the secondary instability, which may cause the abrupt growth of the reconnection 

rate. However, the dependence of the secondary growth rate on both the current peaking and 

broadening becomes weaker as the viscosity increases. This tendency is represented by the 

proportional factor ¢ý,ß versus the viscosity, as shown in Figure 4.10(c), for ∆�= 17.3 

and	^ = 2.8E E 4. Remarkably, the magnitudes of ¢ý,ß decrease quickly in the region of 

		��	 _ 1 while they decrease slightly for		��	 ` 1, showing a transition of the viscosity 

dependence. Furthermore, the secondary growth rates get reduced with increasing viscosity 

at the same evolution phase, exhibiting a stabilizing effect of the viscosity. Comparisons 
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with the nonlinear growth rate of the instantaneous gℎ and g� (Figure 4.8) may imply that 

the explosive growth of the tearing mode is a purely nonlinear process in nature although the 

quasilinear secondary instability may provide a plausible trigger mechanism. 

Next, we examine the effect of viscosity on the X-point collapse more directly through 

nonlinear simulations and explore the role of viscosity on the critical widths of the magnetic 

island for the X-point collapse.  

4.6. The Effect of Viscosity on the Tearing Mode Evolution 

Before scanning the parametric dependence of viscosity on the tearing mode evolution, we 

would like to quickly overview its effects on the stability of linear as well as nonlinear 

evolution of the tearing mode. Generally, the viscosity plays a dissipation role in the 

resistive tearing mode evolution while the resistivity determines the singular layer 

dynamics of the tearing mode. The magnetic Prandtl number 	��	 = j ^⁄  can be as high as 

of the order of 100 for typical parameters of the fusion device due to the microturbulence 
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Figure 4.11: Time history of the instantaneous growth rates of (a) the mean square 

electrostatic potential, �·		and (b) the mean square mangetic potentail,	�k 	. The 

simulation parameters are: 	∆� = 17.3, ^ = 2.8 G 10x�, 	j = 0, 2.8 G 10x�	and	2.8 G
10x� corresponding to		��	 = 0, 1	and	10 respectively.  
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Figure 4.12: 2D contour plots of the current, merged with the magnetic flux lines, during 

the nonlinear evolution of Figure. 4.11. The upper panel represents the case of 	��	 = 0 

and lower panel 	��	 = 10.  

effects. In the limit of low	∆�, the usual tearing scaling of the growth rate 	�~^�/� is 

modified in the case of finite viscosity and scales as �~^�/�	��	x�/-, which was termed as 
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the visco-tearing mode [71]. On the other hand, in the limit of		∆�→ ∞, the growth rate 

scales as �~^�/�	��	x�/� and is known as the visco-resistive kink mode. Thus, viscosity can 

significantly affect the linear stability of the resistive tearing instability. However, the 

impact of viscosity on nonlinear dynamics of the tearing mode is still poorly understood.   

 To have an overview of the linear stabilization as well as nonlinear effects of finitely 

large values of viscosity, we perform nonlinear simulations at ∆�= 17.3 and	^ = 2.8E E 4 

for different values of viscosity, corresponding to 	��	 = 0, 1	and	10 as depicted in Figure 

4.11. In the linear stage, the growth rate is significantly reduced as we increase the 

viscosity. This linear stabilization also delays the onset of the abrupt nonlinear growth 

phase after the slow Rutherford regime. This implies that viscosity may play an important 

role in the onset criteria for the abrupt reconnection phase, which will be discussed later in 

detail. Comparing the instantaneous growth rates of the perturbation potentials, it is seems 

that viscosity may reduce the reconnection rate in the abrupt growth phase after the X-

point collapse. However, the ratio of the peak nonlinear growth rate to the linear growth 

rate seems to be enhanced with the viscosity.  

 The effect of viscosity has been investigated in a previous study in the case of slowly 

evolving current sheet, which concluded that it increases the current sheet width and slows 

the outflows [126]. This means that by including large viscosity, the current sheet will 

remain stable for longer time compared to the inviscid case, until it becomes thin enough 

to be unstable to the secondary island formation. To confirm this understanding, we plot 

the contours of the current sheet merged with the magnetic flux lines at different times in 

the nonlinear evolution of the tearing mode, as depicted in Figure 4.12. For the sake of 

comparison, we plot the current sheets at similar stages of the nonlinear evolution for the 

inviscid		(��	 = 0) and viscous		(��	 = 10) cases. The times 	D�		represent the time at which 

the perturbed potential attains peak value, 	D�	 is the time at which the current sheet aspect 

ratio is maximum just before the formation of the secondary island and		D�	is the time after 

the secondary island formation. The comparison of the two cases, quite evidently reveals 

that the current sheet width is significantly increased by including large viscosity (��	 ≫ 1). 

This implies that for large viscosity case, the secondary current sheet remains stable for 

longer time, which can be clearly observed for the viscous case (lower panel), where the 
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secondary island is generated much later after the magnetic potential peak. Meanwhile, the 

current sheet length is also increases sufficiently, until it reaches the maximum length so 

that the critical aspect ratio of the current sheet for the collapse is achieved. Thus, finitely 

large viscosity may not only stabilize the linear tearing mode but also affect its nonlinear 

dynamics.     

4.7. Viscosity Dependence of the Linear Growth Rates 

Before elaborating the nonlinear features, first we briefly discuss the viscosity effect on the 

linear growth rate by performing a parametric scan 	with four different resistivity	^ and a 

broad range of viscosity j (10x� to	10x�) for given instability parameter	Δ� = 17.3. The 

linear growth rates versus the viscosity for different ̂  values are plotted in Figure 4.13. It 

is obvious that increasing the viscosity generally reduces the linear growth rates because of 

the viscous dissipation, which opposes the resistive destabilization [73]. However, the 

trend of viscosity dependence of the linear growth rates apparently shows a slight 

transition at		��	 = 1. The growth rates for 	��	 ` 1 decrease with the viscosity faster than 
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Figure 4.13: Linear growth rates versus viscosity for four different resistivity cases and 

Δ� = 17.3. The dashed line with arrow labels the �� = 1 for reference.  
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those in the region of		��	 _ 1, similar to the observation in Harris current sheet 

configuration [71]. Actually for		��	 ` 1, the resistive tearing mode becomes the visco-

tearing mode and its growth rate scaling is estimated as		�ó67~	jx�/� , which is a bit 

different from the theoretical prediction of	�ó67~jx�/-. However, the theory is valid for 

very small Δ� and high		��	. 
4.8. Role of Viscosity in the Onset of X-Point Collapse 

The critical island width for the X-point collapse is a precursor for the onset of the abrupt 

reconnection stage, which previously has been shown [67] to depend on the resistivity and 

the instability parameter		∆�. However, the effects of viscosity were not analyzed in such 

studies. Therefore, we comprehensively investigate the role of the viscosity in the onset of 

the X-point collapse and the abrupt nonlinear reconnection dynamics. As described in Sec. 

III (A), the X-point configuration collapses to a current sheet, which causes an abrupt 

increase in the growth rate of the perturbation energies when the island width exceeds a 

certain critical value	��. We perform a systematic investigation of the viscosity 

dependence of the critical island width in terms of Δ��� in the limit of low ̂  and large 
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Figure 4.14: Critical island width 		∆��� versus	^, for different		∆�. (a) j = 0, (b) j =
2.8 G 10x�. 
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enough	Δ� = 17.3. First, nonlinear simulations are performed by varying ^ and Δ� for the 

case of 	��	 = 0 to validate the previous scaling of the critical island width. The results are 

depicted in Figure 4.14(a), where 	Δ��� is plotted versus the resistivity for different values 

of	Δ�, showing a proportional dependence of the critical island width on the resistivity. In 

the limit of		^ → 0, Δ��� converges to the same value of 8.2 for different values of		Δ�, thus 

verifying the scaling of Loureiro et al. [67]. Note that in this analysis, the island width is 

calculated numerically through the identification of the positions of X and O-points.   

Next, we investigate the effect of viscosity on the critical island width	Δ���. Nonlinear 

simulations are performed by including viscosity in a broad range (10x� to	10x�).  Figure 

4.14(b) depicts the scaling of critical island width Δ��� versus the resistivity ^ at constant 

value of viscosity j = 2.8	G10x�  and three different values of		Δ�. Comparison of Figures 

4.14(a) and 4.14(b) suggests that viscosity modifies the scaling of critical island width 

mainly in two ways: reducing the slopes of Δ��� scaling and up-shifting the value of the 

critical island width in the limit of zero resistivity. It indicates that the viscosity plays an 

important role in determining the critical island width for the X-point collapse. We propose 

that the critical island width scaling gets modified in the presence of viscosity and can be 

expressed as:  
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Figure 4.15: Factors o(j) (a) and g(	Δ�,µ) (b) against the viscosity. 	Δ� = 17.3.  
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 Δ��� 	≈ o(j) + �(Δ�, j)^	.																																														(4.8) 
Here, C(μ) is the value of Δ��� in the limit of zero resistivity and it depends only on the 

viscosity. The slope of the scaling �(Δ�, j) is not only the function of Δ�	as observed 

previously by Loureiro et-al., [67] but also exhibit a strong dependence on	j. To further 

explain the viscosity dependence of the limiting value of critical island width o(j) and the 

slope function	�(Δ�, j), we plot these two quantities against the viscosity in Figure 4.15(a) 

and 4.15(b). It is observed that in the limit of low viscosity, both the functions o(j)	and �(Δ�, j) are more sensitive to the viscosity variation with a slight transition. On the other 

hand, C(μ) is linearly increasing but g(∆�, μ)	is slightly decreasing versus the viscosity for 

large enough values.  

Viscosity dependence of the critical island width  ����	 for four cases with different 

resistivity and constant value of		∆� can be further exhibited in Figure 4.16. The results can 

be interpreted in terms of the magnetic Prandtl number	��	. We observe that ���� is 

inversely proportional to j in the region of		��	 _ 1, whilst proportional for		��	 ` 1. An 
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Figure 4.16: Critical island width ∆′	��	 versus viscosity for four different resistivity 

cases. The dashed line with arrow labels 	��	 = 1 for reference.  Δ� = 17.3. 
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obvious scaling transition is revealed at		��	 = 1. In the region of large viscosity (		��	 ` 1), 

the critical island width is increased almost linearly with the viscosity, since viscosity 

damps the inflows and outflows. However, the effect of viscosity in the 	��	 _ 1 regime is 

not so obvious. It seems that the current sheet width is increased and the flow is reduced, 

but since the flux and flow are decoupled in this regime, there may an imbalance in the 

flux to flow ratio, which may reduce the critical island width for the X-point collapse. The 

results also show that for a given viscosity, the critical width ���� increases with the 

resistivity, which is in accordance with the new scaling (equation (4.8)).  

4.9. Viscosity Effects on the Speed-up Reconnection Stage 

Finally, it is interesting to extend our investigations on the viscosity effects to the abrupt 

reconnection stage after the X-point collapse. Note that Park et al. [126] predicted that the 

viscosity can modify the Sweet-Parker type reconnection, leading to a scaling of the 
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Figure 4.17: Growth rates of reconnected flux in the explosive growth phase versus 

viscosity for three different resistivity cases. The dashed line with arrow 

represents		��	 = 1 and other dashes lines are for reference. 
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reconnection rate as		��� ~^�/�	��	Ê¼/		for		��	 ≫ 1, where ���  is the change rate of the 

magnetic flux at the X-point. To demonstrate the viscosity effects on the magnetic 

reconnection more clearly, we evaluate the scaling of the growth rate of reconnected 

flux,	�=2, which is defined as ���� E ��bóó =  ai©�=2(D E Dk�)ª. Here, ���� is the 

reconnected flux, which is measured as the difference between the maximal and minimal 

fluxes through the X-point along the current sheet.  ��bóó is the reconnected flux at the 

critical time Dk�, which corresponds to the X-point collapse. For the case without 

viscosity, we confirm the Sweet-Parker scaling as		�=2~^¼/Þ. However, the viscosity 

modifies it to deviate from the index of 1/2. Most importantly, it is observed that �=2 is 

almost independent of the viscosity for		��	 _ 1 in a wide resistivity range, as shown in 

Figure 4.17. The value of the	�=2 moderately decreases around	��	~1. However, the 

viscosity effect is prominent for	��	 ≫ 1, showing a scaling law as �=2~jx�/� in a wide 

resistivity range. Hence, similar to the linear growth rates and critical island width, �=2 in 

the explosive growth phase also exhibits a transition behavior around	��	 ≈ 1. 

4.10. Summary 

We have performed a comprehensive investigation of the trigger mechanism for the 

onset of the X-point collapse and the drive force of the abrupt nonlinear growth of the 

resistive tearing mode for sufficiently large instability parameter		�′. The X-point collapse 

occurs when the magnetic island exceeds a critical width	�′�� in the late Rutherford 

regime. Afterwards, the tearing mode grows explosively to form a current sheet, leading to 

fast magnetic reconnection. To explore the origin of such processes, a secondary instability 

analysis has been proposed, in which the zonal current quasilinearly modifies the 

equilibrium current profile. The peaking and broadening effects of the current profile due 

to the zonal current have further been examined. Secondary instability analyses show that 

the local current peaking due to the zonal current generation remarkably destabilizes the 

tearing mode in the inviscid limit. The combination of the secondary instability with the 

exponentially growing current peaking effect results in a positive nonlinear feedback to 

enhance the tearing mode fluctuations, suggesting a plausible mechanism responsible for 

the onset of X-point collapse and explosive nonlinear growth. Nonlinear simulations with a 
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parametric scan in a broad range of viscosity for fixed values of 	∆′ and		^ show that the 

zonal current peaking height gℎ and broadening width g� still grow exponentially in time 

in viscous tearing modes. The growth rates are found to be independent of the viscosity in 

low viscosity region corresponding to	��	 _ 1, while they decrease with increasing 

viscosity for		��	 ` 1, exhibiting a scaling transition around		��	 = 1. On the other hand, the 

secondary instability due to the current peaking effect is weakened, but mainly in the 

region of		��	 _ 1, also showing a transition of the viscosity dependence around		��	 = 1.  

 Furthermore, the viscosity effects on the nonlinear dynamics as well as the linear 

instability of the tearing mode have been inspected with a focus on the scaling transition 

versus the magnetic Prandtl number	��	. It is observed that the viscosity dependence of the 

linear resistive tearing mode instability is characterized by a scaling transition noticeably 

at		��	 = 1. The linear growth rate for 	��	 ` 1 decreases faster than that in the region 

of		��	 _ 1 as the viscosity increases. Most importantly, it is found that in the presence of 

finite viscosity, the critical island width for the X-point collapse is modified as expressed 

by		���� 	≈ o(j) + �(��, j)^. We found that the scaling of critical island width		���� 
versus the viscosity, exhibit a transition behavior at magnetic Prandtl number	��	 ≈ 1. 

However, the explosive growth seems to be independent of the viscosity in the	��	 _ 1 

regime, while large viscosity plays a strong dissipative role. 

 

 

 

 

 

 

 

 

 

 



 

92 

 

Chapter 5 

Impulsive Magnetic Reconnection with the 

Dynamic Flow Effects 

5.1. Introduction 

So far we have assumed the laminar tearing mode reconnection without any turbulence 

effects. However, the astrophysical and heliophysics environments where the reconnection 

occurs are usually turbulent because of the high Reynolds numbers. Since the turbulence 

occurs in various plasmas and can change the nonlinear processes, then it is essential and 

relevant to the real physical systems to investigate the impact of background small scale 

turbulence on the magnetic reconnection process. It is now well established that turbulence 

can enhance the reconnection process by generating the multiple reconnection sites along 

the current sheet [103-111]. In most of these studies the turbulence was introduced in the 

form of random noise. However, there is still no universal agreement on the role of added 

noise.  

 Besides the turbulence effects, shear flows may also play important role in the linear 

and nonlinear evolution of the magnetic island. Note that the shear flows can stabilize the 

resistive tearing mode and reduce the saturation island width [127]. Moreover, symmetric 

flows (potential) with radial even-parity can produce considerably higher stabilization 

effect compared to the antisymmetric ones. The flow shear at the rational surface can make 

the effective instability parameter ∆� more negative, playing a stabilizing role [128]. 

Recently, the shear flow effects have been considered in the case of plasmoid instability 

[129], which concluded that the effect of flow shear is negligible for fast growing modes in 
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the limit of high Lundquist number S. However, it became important at lower S, where the 

instantaneous growth rate of the perturbation flux was found to decay in time.  

 Instead of applying the turbulence forcing in the form of random noise or a static 

shear flow, it may be interesting to consider a dynamic turbulent flow with finite 

frequency, similar to ion temperature gradient (ITG) driven small scale turbulence in 

the tearing mode reconnection [112]. Such dynamic flows can be realized in magnetically 

confined fusion plasmas where the MHD activities such as the tearing mode and ITG 

driven drift wave coexist simultaneously. We consider both symmetric (even-parity) and 

anti-symmetric (odd-parity) dynamic flows, which commonly exist in real turbulent 

plasma environment. It is expected that the dynamic flows with different radial parity can 

not only affect the linear stability property of the resistive tearing mode, but most 

importantly may also contribute to the fast magnetic reconnection through the nonlinear 

interaction processes. It is expected that the background turbulence will facilitate the 

triggering of the plasmoid instability, leading to the fast reconnection. It will be interesting 

to explore how the dynamics of the plasmoids is affected with the flow features such as the 

radial parity and frequency of the dynamic turbulent flow. This chapter is thus devoted to 

the study of the tearing mode reconnection with the dynamic flow. The reconnection 

behavior is examined verses the dynamic flow properties, such as the radial parity, 

frequency and amplitude. The content of this chapter is mostly adopted from [125, 130]. 

 The organization of this chapter is as follows: The modeling details as well as the 

definitions of key parameters are presented. Before starting the rigorous analysis, we 

introduce the typical simulation results, exhibiting the plasmoid-dominated fast 

reconnection. Dynamics of the multiple plasmoid is further explicated by plotting the 2D 

flux contours for several cases. The dependence of the plasmoids dynamics on the radial 

parity and frequency of the dynamic flow is explicated by the contour plots of the flux. 

Then, we present the linear stability analysis of the tearing mode with the dynamic flow. 

After that we comprehensively analyze the onset condition of the impulsive bursty 

reconnection as a function of the dynamic flow properties, such as radial parity, amplitude 

and frequency. The effective reconnection rate in the plasmoid-dominate fast reconnection 

phase is measured and scaling with resistivity is plotted.  
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5.2. Physical Model of the Dynamic Flow 

 In order to investigate the resistive tearing mode reconnection behavior with the 

background dynamic flow, we assume a dynamic flow		«�
, similar to the electrostatic 

ITG eigenmode, which evolve independently and is represented as follows [112], 

«�
©D, a, �Xª = {	«̄(7)(a) x6�d¹6·�̧�X.																								(5.1) 
Where, { is the constant amplitude factor of the dynamic flow and 	«̄(7) represents the 

radial eigen-function corresponding to the eigenfrequency		� and the wave number		�X�
.  

The eigen-function is expressed by the nth Hermite function, which determines the parity 

of the dynamic flow, whether odd/even, depending on the value of n odd/even. The 

independently evolving dynamic flow is included in the RMHD equations through Poisson 

brackets, i.e.		« = «�¿� + «�
, undergoing poloidal mode coupling with the perturbation 

flux and stream function. We here consider both symmetric (even-parity) and anti-

symmetric (odd-parity) dynamic flows, which commonly exist in real turbulent plasma 

environment. It is expected that the dynamic flows with different radial parity can not only 

affect the linear stability property of the resistive tearing mode, but most importantly may 

also contribute to the fast magnetic reconnection through the nonlinear interaction 

processes. The radial profiles of dynamic flow with even- and odd-parity cases at a given 

time are depicted in Figure 5.1. The local flow shear (second derivate of the electrostatic 

potential) at the rational surface		a = 0, is maximum for the radial even-parity flow and is 

zero for the radial odd-parity flow. This difference in the flow shear at the rational surface 

may play a key role in the linear and nonlinear evolution of the resistive tearing mode, 

which we will discuss further in later part of this chapter. In addition to the radial profile 

dependence, this flow has a dynamic behavior in time (having finite frequency), which is 

another key factor that can affect the tearing mode reconnection process.  

 The ultimate goal of this study is to determine the behavior of the resistive tearing 

mode reconnection during the impulsive nonlinear reconnection phase. For this purpose, 

we will explore the effective reconnection rate �¡�� during the abrupt nonlinear growth 

phase of the tearing mode in six-dimensional parameter space, i.e. �¡��(^, j, parity,
�X , {, �). However, in this study we will investigate the impact of only four 
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parameters		^	, i\QYDe, {		and		�. We assume a constant wave number		�X�
 = 2.75, set 

the amplitude of flow as		{ = 10x�S	to	10x� and the frequency of flow in the range 0.02 to 

2.0, based on the corresponding realistic frequency regime observed in the direct 

multiscale ITG and tearing mode simulations [112]. 

5.3. The Onset of Plasmoid Instability with the Dynamic Flow 

We start our simulations from the case without the external dynamic flow. After the linear 

Furth-Killeen-Rosenbluth (FKR) growth phase [52], the magnetic island enters the slowly 

evolving Rutherford stage [53]. Note that for sufficiently large value		Δ�, the usual X-point 

configuration is replaced by secondary current sheet, leading to the formation of the 

secondary island [67, 125]. Similarly, for our selected instability parameter	Δ� = 17.3, the 

X-point collapses to a narrow current sheet, which finally results in a secondary island 

formation at the original X-point position. In order to analyze the effects of background 

dynamic flow on the magnetic island evolution, we compare the simulation results of the 

tearing mode in the cases with and without dynamic flow. The time history of mean square 

perturbations, i.e. mean square electrostatic potential (�· =	_ «¦� ` 2⁄ ) and mean square 
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Figure 5.1: (a) Radial profiles of dynamic flow («�
) at a given time for  radial even- 

and odd-parity cases (b) Time evolution of the mean square dynamic flow at a fixed 

position a = 0. Simulation parameters are		^ = 2.8 G 10x�, ∆�= 17.3, \n<	�X�
 = 2.75. 
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magnetic potential		�k =	_ �¦� ` 2⁄ , are plotted in Figure 5.2 for three different 

frequencies of the dynamic flow with radial even-parity (corresponding to the Hermite 

function of order		n = 2). The linear stability of tearing mode is quite evidently affected by 

the dynamic flows with a strong dependence on the flow frequency. In the linear evolution 

phase, moderate stabilization is observed for low frequency		� = 0.12. However by 

increasing the flow frequency, the stabilization effect gets reduced and then a little 

destabilization effect is observed at higher frequency		� = 0.48, compared to the case 

without flow. Actually by increasing the flow frequency, the effective flow shear (which 

mainly reduces the linear growth rates of the tearing instability) gets reduced and this leads 

to the reduction in the linear stabilization impact of the flow. Finally, the growth rate of the 

tearing mode tends to approach to the case without flow at		� = 2.0.  

 The key objective of this study is to examine the effects of dynamic flow on the 

magnetic reconnection process of the resistive tearing modes. A common feature observed 

in the nonlinear evolution phase is that the nonlinear magnetic reconnection processes 

proceed in two phases: in the first phase, a narrow current sheet is generated with the SP 

scaling, and a plasmoid instability is triggered in the second phase where multiple 
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Figure 5.2: Time history of the mean square perturbed electrostatic potential �· =
_ «� ` 2⁄  (a) and magnetic potential 	�k = _ �� ` 2⁄  (b) for the radial even-parity 

dynamic flows with different frequency. Simulation parameters are		^ = 2.8 G 10x�, 

∆�= 17.3, �X�
 = 2.75		and		{ = 8 G 10x�. 
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plasmoids are continuously generated and ejected along the narrow current sheet, as 

depicted for the cases of 	� = 0.48		(upper panel) and 	� = 2.0		(lower panel) in Figure. 

5.3. During the bursty reconnection phase, small plasmoids grow in size, coalesce with 

each other, occasionally form big monster plasmoids and eventually shift along the current 

sheet to merge with the primary island. Meanwhile, new plasmoids are being constantly 

generated and this process is repeated many times. From Figure 5.3, it is observed that the 

  

Figure 5.3: Contour plots of magnetic flux at different times in the simulations of Figure 

5.2, with frequency		� = 0.48 (upper panel) and		� = 2.0 (lower panel), respectively. 
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direction of the plasmoids ejection depends on the frequency as well as radial parity of the 

dynamic flow. In the case of even-parity, the ejection direction alternates after the half 

period of the flow oscillation. Alternation of the direction of the plasmoids ejection tends 

to be fast as the flow frequency increases. 

The impact of odd-parity flow on the linear and nonlinear evolution of the tearing 

mode is quite different from the even-parity flow case as depicted in Figure. 5.4. The linear 

growth rate is almost not affected. This is due to the fact that the flow shear at the rational 

surface is quite low (almost zero) in the odd-parity case. However, in the nonlinear 

evolution of the tearing instability, the odd-parity flow also leads to the plasmoid 

instability, similar to the case with even-parity flow. Comparison of the plasmoid evolution 

(contour plots of magnetic flux) during the impulsive reconnection phase for both even- 

and odd-parity flows is shown in Figure. 5.5. Due to small value of the flow frequency, we 

can see that plasmoids are ejected only in upward direction in the case of even-parity flow 

(upper panel). However, in the case of odd-parity, the flow has no effect on the direction of 

plasmoid ejection. This means the plasmoid will be ejected either in upward or downward 

direction, depending on its position where it is close to the upper or lower end of the 

current sheet. Interestingly, this behavior is somewhat consistent with previous simulation 
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Figure 5.4: Time history of mean square perturbed electrostatic potential		�· =
_ «� ` 2⁄  (a) and magnetic potential 	�k = _ �� ` 2⁄  (b) for Even/Odd dynamic 

flows. The simulation parameters are		^ = 1.4 G 10x� ,		{ = 8 G 10x� and Ω = 0.08. 
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Figure 5.5: Contour plots of magnetic flux at different times in the nonlinear 

simulations of Figure 5.4, for even-parity (upper panel) and odd-parity flows (lower 

panel), respectively. 

results [112], where the magnetic island showed an oscillatory behavior with even-parity 

flow but no effect in the case of odd-parity flow.  

Another important feature of the plasmoid-dominated reconnection phase is the 

formation of monster plasmoid, which is a quite rare observation. Without the background 

turbulence, the plasmoids were observed to form in a statistical manner [81, 83]. They 
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have confirmed that in the linear growth phase, the plasmoids grow exponentially and then 

enter the complex nonlinear stage once the plasmoid width grows larger than the current 

sheet width. The plasmoids may be formed with different sizes and at different positions 

along the current sheet. The small plasmoids have short lifetime and are quickly coalesced 

with the bigger plasmoids. The monster plasmoids were occasionally observed with 

maximum width of		�k�Z = �¡���/�[~0.1[, where �¡�� and L are the effective reconnection 

rate and length of the secondary current sheet respectively. In this study, we observe quite 

similar behavior of the plasmoid instability, where initially small plasmoids are formed 

along the current sheet, which then coalesce with each other, forming larger plasmoids. In 

general, the monster plasmoid appears only if the secondary island is created at the center 

of the narrow secondary current sheet. Our observations suggest that monster plasmoids 

are generated, more probably in the case of even-parity flow with intermediate frequencies. 

The maximum size of the monster plasmoid can be roughly estimated as		�k�Z =
�¡���/�[~0.164, which is close to the observed value of		�k�Z~0.17, for the even-parity 

case of 	�~0.48 in Figure 5.3. Here the effective reconnection rate in the plasmoid 

dominated stage is �¡��	~0.027 and the current sheet length		[~1.0. Thus, the plasmoid 

instability with the dynamic flow roughly follows the same tendency as observed in the 

previous cases without flows [81, 83]. In addition to the frequency and radial parity effect 

of the dynamic flow on the plasmoid dynamics, more importantly the critical condition for 

the plasmoid instability, i.e.	p ≥ 10�, is relaxed.  

The difference between even and odd-parity flows is further illustrated by plotting the 

full pictures of the flux contours as depicted in Figure 5.6. The primary magnetic island 

exhibits rotation in the case of even-parity flow with a frequency equal to that of the 

imposed dynamic flow. One complete cycle of the magnetic island oscillation is plotted 

from t=281 to t=293 (one time period is		| = 2à Ω⁄ ≈ 13|v. The magnetic island rotation 

is evidently reversed after half of the time period of the flow oscillation. Such an 

oscillatory behavior of the magnetic island in case of even-parity dynamic flow may 

plausibly be responsible for the altering the plasmoid direction of plasmoid ejection along 

the current sheet. Actually, this kind of oscillations may come from the finitely large flow 

shear at the rational surface. This understanding is further substantiated by the fact that the 
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magnetic island oscillation effect is absent in the case of odd-parity flow as depicted in the 

lower panel of Figure 5.6. That’s why in case of odd-parity flow, the plasmoid direction is 

not influenced by the dynamic flow.  

It is noteworthy that the primary magnetic island is perfectly symmetric along the y-

axis in the tearing mode evolution without flows, where the O-point of the single 

  

 

Figure 5.6: Contour plots of magnetic flux at different times during the nonlinear 

simulations for even-parity (upper panel) and odd-parity (lower panel), respectively. 

The other simulation parameters are,	^ = 2.8 G 10x� ,		{ = 8 G 10x� and Ω = 0.48. 
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secondary island coincides with the X-point of the primary island. However, including the 

dynamic flow with a finite	�X�
, symmetries of the primary magnetic island along both x- 

and y-axes are affected significantly. The primary island is actually shifted either upward 

or downward along the y-axis and exhibits slight oscillations along x- and y-axes in the 

plasmoid dominated regime, depending on the flow properties. In the following, we will 

elaborate the linear stability analyses of the tearing mode by scanning the parametric 

dependence of the dynamic flows and quantify the flow effect on the magnetic 

reconnection by measuring the reconnected flux or effective reconnection rates. 

5.4. Linear Stability Analysis 

Though the main focus of our study is to explore the dynamics of impulsive nonlinear 

reconnection phase, however, it may be helpful to have a quick look at the linear stability 

properties of the tearing mode under the influence of a background dynamic flow. It is 

evident from Figure 5.4 that dynamic flows with even radial parity modify the linear 

growth rates of the tearing mode. However, in case of odd radial parity flows, the linear 

growths remain almost unaffected. This different response is identified to result from the 

local flow shear at the rational surface	a = 0, which is maximum for the even parity flow 

and zero for the odd parity dynamic flow. To clarify this mechanism, we simulate the cases 

by artificially changing the local flow shear at the rational surface, confirming that as long 

as the local flow shear is strong in the resistive layer, the linear growth of the mode is 

significantly stabilized. Therefore, we limit the linear stability analysis of the tearing mode 

to even radial parity flow only. However, during the nonlinear evolution of tearing mode 

both even and odd parity flows are effective in modifying the reconnection properties. 

5.4.1.   Linear Growth Rate Dependence on the Dynamic Flow Amplitude 

The dependence of linear tearing mode on the dynamic flow amplitude	{, is investigated in 

the range of		{ = 10x�	~	10x�. Simulations at a fixed frequency	� = 0.08 show that 

linear stabilization of the tearing mode is effective for the flow amplitude		{ ≥ 10x�. The 

maximum amplitude of the dynamic flow is chosen to be comparable to the level of the 

plasma flow. Figure 5.7(a) plots the growth rate verses the flow amplitude for three 

x
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resistivity cases at fixed		∆�= 17.3	. The stabilization effect due to the background dynamic 

flow gets enhanced with the flow amplitude and gets slightly stronger at lower resistivity. 

This is due to the fact that flow shear stabilization is more effective in narrow resistive 

layer (corresponding to lower		^). Figure 5.7 (b) plots the growth rate verses the amplitude 

for three values of		∆� at a fixed resistivity		^ = 2.8 G 10x�, showing similar stabilization 

dependence.  

5.4.2. Linear Growth Rate Dependence on the Dynamic Flow Frequency  

Next, we analyze the frequency effect of the dynamic flow. Note that it is the finite 

frequency and		�X dependence of this flow, which distinguishes it from the usually 

considered random flows in turbulent reconnection. For the radial even parity flow with 

fixed		�X, linear simulations are performed in a broad frequency region with � =
0.0	~	2.0, as shown in Figure 5.8, where the linear growth rates are plotted verses the 

turbulent flow frequency for three constant amplitudes.  It seems reasonable to divide the 

entire frequency domain into three sub-regions: (I) Low frequency region, where the 

growth rate is remarkably reduced by the even-parity flow (even with negligible 

frequency), the stabilization weekly depends on the frequency. (II) Medium frequency 
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Figure 5.7: Linear growth rates of the tearing mode verses the amplitude of even radial 

parity dynamic flow for different values of η (a) and different values of		∆� (b). 
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region with		Ω ≥	Ω� ≈ γ���, where the impact of dynamic turbulent flow becomes 

measurable. The critical frequency Ω� in Fig. 4 is about		0.04. The tearing mode instability 

is significantly affected by the dynamic flow in this region. Specifically, the stabilization 

effect is evidently weakened by the finite frequency. This influence of the finite frequency 

flows on tearing mode instability is quite analogous to that of time dependent		� G � flows 

in micro-turbulence [131, 132], where the flow frequency can reduce its role in 

suppressing the turbulence. (III) High frequency region with			Ω ≫ γ���, where the flow 

stabilization effect almost disappears, and even slight destabilization takes place. In this 

region, the dependence of the dynamic flow effect on the flow frequency tends to be weak, 

suggesting that the macro-scale tearing mode perturbations hardly response directly to the 

micro-scale turbulent flow. However, high frequency dynamic flows may play vital role in 

0.03

0.04

0.001 0.01 0.1 1

Even_A = 4E-4
Even_A = 6E-4
Even_A = 8E-4
Odd_A = 8E-4

γγ γγ M
H

D

ΩΩΩΩ

ΩΩΩΩ = 0.04 ~ γγγγ
MHD

γγγγ
without flow

= 0.0391

I II III

 

Figure 5.8: Linear growth rates of the tearing mode verses the frequency of radial even-

parity dynamic flow for different amplitudes (solid curves). The triangular marks 

represent the case with odd-parity flow. The horizontal dashed line references the 

growth rate in the case without flow; vertical dashed lines partition the parameter region 

with different physical dependence. Simulation parameters are ̂ = 2.8 G 10x�, 

∆�= 17.3 and		�X�
 = 2.75. 
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determining the onset criteria for the nonlinear impulsive reconnection phase even if they 

are linearly non-relevant. In addition, the growth rates verses the flow frequency for the 

case with odd-parity dynamic flow are also illustrated in Figure 5.8 (labeled by the blue 

triangular marks) for comparison, showing almost no impact of the odd-parity dynamic 

flow on the tearing mode instability. 

5.5. Effective Reconnection Rates in Plasmoid-Dominated Phase 

In order to explicate the two phase reconnection process in the presence of dynamic 

turbulent flow, we evaluate the magnetic reconnection by measuring the effective 

reconnection rate	�¡��	 so that the flow effect can be quantitatively described. For the 

tearing mode without the external flow, the reconnection rate is defined in usual way as the 

rate of change of the reconnected magnetic flux along the current sheet, i.e.		�¡��	 =
<���� <D⁄ , where ���� is the reconnected flux, measured along the current sheet at		a =
e = 0. However, in the presence of background dynamic flow, this diagnostic is not 

applicable as it is, because of the turbulent motions of the current sheet and the plasmoids. 

In this case, reconnected magnetic flux 	���� is defined instead as the difference of 

maximum (O-point) and minimum (X-point) fluxes along the current sheet (a = 0). Thus 

the maximum and the minimum fluxes are evaluated at each time step to account for the 

dynamic behavior of the system. From this reconnected flux, instantaneous reconnection 

rate	� is defined as follows:  

�(D) = <����<D = <<D ©max©�(0, e, D)ª Emin©�(0, e, D)ªª.																		(5.2)	
In the plasmoid dominated impulsive reconnection regime, we get a fluctuating 

reconnection rate, which average value is defined as the effective reconnection rate		�¡��. 
Alternatively, we get the same value of the effective reconnection rate by fitting slope to 

the fluctuating reconnected flux in the plasmoid dominated regime, where the reconnected 

flux approximately grows from 	0.4  to		0.8 (for example, see Figure 9 (c)). 

The reconnected flux and the corresponding reconnection rates are calculated for the 

dynamic flow with even radial parity and the corresponding original tearing mode without 

flow, by using this diagnostics and plotted in Figure 5.9 (c) and 5.9(d) respectively. In 



 

106 

 

Figure 5.9(a) and 5.9 (b), we plot the time history of mean square magnetic potential and 

the instantaneous growth rate of the corresponding averaged magnetic flux. In the linear 

stage, the growth rate is stabilized by the dynamic flow, which plausibly delays the onset 

of the impulsive reconnection phase as evident from Figure 5.9 (b). After the quasistatic 

evolution of the current sheet in the SP reconnection phase, the plasmoids instability is 

triggered at once for the dynamic flow case, where the secondary plasmoids are 

continuously generated and ejected from the current sheet (see Figure 5.3 and Figure 5.5). 

These plasmoids grow in size, coalesce with each other, forming big monster plasmoid and 

finally coalesce with the primary island. This kind of plasmoid instability leads to sudden 
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Figure 5.9: Time history of mean square perturbed magnetic potential �k = _ �� ` 2⁄  

(a); instantaneous growth rate of the corresponding magnetic flux (b); the reconnected 

magnetic flux(c); the reconnection rate (d) in a typical nonlinear simulation with even 

parity dynamic flow. Parameters are		^ = 2.8 G 10x�,		{ = 4 G 10x� and		� = 0.08. 
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Figure 5.10: Time evolution of reconnection rates (a) for even-parity and, (b) odd parity 

dynamic flows with different frequencies. Parameters are		^ = 2.8 G 10x�	and	{ = 8 G
10x�. The symbols of red squares represent onset of the fast reconnection phase. 

enhancement of the reconnected flux as depicted in Figure 5.9 (c). The impulsive bursty 

reconnection phase can easily be identified by the marked oscillations of the reconnected 

flux, which are more evident in the reconnection rate evolution (Figure 5.9 (d)). The 

corresponding effective reconnection rate in the plasmoid dominated phase is 0.027, which 

is much higher than the slow SP reconnection rate with a peak reconnection rate of 0.01.  

5.6. Impulsive Reconnection as a Function of Flow Frequency 

We next examine the onset conditions of the impulsive bursty reconnection as a function 

of frequency, parity and amplitude of the dynamic flow. For this purpose, we perform 

nonlinear simulations with different flow frequencies, both for odd and even radial 

parities. It is observed that the onset of the impulsive fast reconnection phase is 

considerably modified with the frequency of the dynamic flow, as depicted in Figure 5.10 

for three different frequencies cases. The onset time of the impulsive bursty reconnection 

is marked by small squares, which actually indicate the start of the plasmoid instability.  

The onset time corresponds to the time when the secondary current sheet (SP type) starts 

fragmenting into small size plasmoids, which then enters into complex nonlinear stage. 
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From this time onward there is an evident increase in amplitude as well as fluctuations in 

the reconnection rate as depicted in Figure 10. Such fluctuations of the reconnection rate 

evolution correspond to the evolution dynamics of the plasmoids. The fluctuation level is 

modified with the plasmoid size. This fact is more evident from the magnetic flux contours 

of Figure 5.3. In the case of even-parity flow with		Ω = 0.48, the monster plamoids are 

formed at time		D = 292, the corresponding fluctuation level in the reconnection rate is 

very high as shown in Figure 5.10 (a). For the higher frequency		Ω = 2.0, the level of 

fluctuation in the reconnection rate is low, because the plasmoid size is much smaller 

compared to that in the case of		Ω = 0.48. It seems that the fluctuation level scales almost 

linearly with plasmoid size however we have not confirmed the exact relation. In the case 

of the radial even-parity dynamic flows (Figure. 5.10 (a)), it is observed that the plasmoids 

dominated fast reconnection is triggered earlier with increasing the frequency, however, 

this tendency is reversed for higher frequency. On the other hand, for radial odd-parity 

flow, the onset time of the impulsive reconnection is delayed with the flow frequency as 

shown in Figure 5.10 (b).  

5.7. Dependence of the Impulsive Reconnection on Flow Parity 

To further clarify the dependence of the plasmoid onset on the flow frequency and radial 

parity, we plot the onset time of the plasmoid instability verses the flow frequency in a 

broad range of		Ω = 0.04	to	2.0, both for even and odd parity flows as depicted in Figure 

5.11. For radial even parity dynamic flows, the onset of the impulsive reconnection is 

triggered early with the increasing flow frequency until		Ω~0.5, beyond which this 

tendency of onset is reversed and becomes almost independent of the flow frequency. This 

kind of behavior is quite consistent with the linear analysis (Figure 5.8), where the 

stabilization effect gets reduced with the increasing flow frequency until some critical 

value, after which the growth rate comes back to the original value (that of without flow 

case). The odd radial flow exhibits different frequency dependence, where the onset time 

of the impulsive reconnection phase is delayed with the increasing flow frequency in a 

narrow frequency regime of		0.04 ≤ Ω ≤ 0.12		and finally not affected. This implies that 

the onset of the impulsive reconnection may not only depend on the linear growth 
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Figure 5.11: Onset time of the plasmoid dominated turbulent reconnection phase verses 

the dynamic flow frequency, both for even and odd radial parities. Parameters are 

^ = 2.8 G 10x�, { = 8 G 10x�		and		Ω = 0.08.  

 

behavior but also involve some nonlinear contributions. It is important to note that 

although the onset condition of the impulsive reconnection is significantly modified by the 

flow frequency, the effective peak reconnection rate in the turbulent phase is almost 

independent of the flow frequency, both for even and odd parity flows.  

5.8. Impulsive Reconnection as a Function of Flow Amplitude 

Amplitude of the dynamic flow is another important factor that can affect the impulsive 

reconnection behavior. Simulation results for three different flow amplitudes are presented 

in Figure 5.12 for both the odd and even radial parities. Compare to the high amplitude 

case in Figure 5.9, the two distinct reconnection phases are well separated for the low 

amplitudes flows. Actually, for low amplitude flows, the SP current sheet instead of 

directly inducing the plasmoid instability, leads to the formation of a single secondary 

island, which flows upward or downward, finally leading to the plasmoid instability. Thus, 

the onset time of impulsive bursty reconnection is delayed by decreasing the amplitude of 

the dynamic flow, both for even and odd parity flow. The difference in the onset time with 
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different flow amplitudes is more obvious for the even radial parity flow. The effective 

reconnection rate in case of even parity slightly decreases by reducing the flow amplitude, 

however, the effective reconnection rate is almost independent of the flow amplitude in 

case of odd parity dynamic flows. From this analysis we can conclude that the plasmoid 

instability is very weakly dependent on the turbulent flow amplitude. This is somewhat 

consistent with the previous turbulent reconnection studies [107] where they conclude that 

the role of the background turbulence is just to accelerate the triggering of the plasmoid 

instability and even very small amplitude random noise may be sufficient for the onset of 

the plasmoid instability. However, the role of external turbulence forcing and its type is 

still a debatable issue and further research is required in this regard.     

5.9. Scaling Analysis of the Effective Reconnection Rate 

Finally, it is worthwhile to confirm that the above mentioned plasmoid-dominated 

reconnection is truly a fast reconnection (which means independent of	S). For this purpose, 

we perform scaling analysis of the effective reconnection rate with the Lundquist number. 

For fixed frequency and amplitude of the dynamic turbulent flow, effective peak 
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Figure 5.12: Time evolution of the reconnection rates for different dynamic flow with 

even (a) or odd (b) radial parity and amplitudes {�1� = 10x-, 10x�	and	10x�S. Other 

parameters are ^ = 2.8 G 10x�	and		Ω = 0.08. 
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reconnection rates are estimated for different resistivity runs with both even and odd radial 

parities. The resulting dependence of the effective reconnection rates on the Lundquist 

number		S = 1 η⁄ 	 is depicted in Figure 5.13. For the sake of comparison, we also plot the 

reconnection rates of the resistive tearing mode without flow, depicting good agreement 

with the SP scaling		Sx�/� (represented by dashed line). Note that here the error bars 

represent the standard deviation. These results clearly demonstrate that the effective 

reconnection rate is almost independent of resistivity both for the odd and even parity 

flows as shown in Figure 5.13 (a), which implies that the plasmoid dominated turbulent 

reconnection is truly fast reconnection. It is noteworthy that the effective reconnection rate 

�¡�� is higher for the odd radial parity case compared to the even parity at the same value 

of Lundquist number. The �¡�� scaling with Lundquist number is also plotted for two 

different frequency cases as depicted in Figure 5.13 (b). A similar tendency is observed for 

the effective reconnection scaling with the Lundquist number, for both of the frequencies. 

However, the effective reconnection rate is slightly enhanced for higher frequency.  
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Figure 5.13: Effective reconnection rates verses S for different cases. (a) The flow with 

even or odd parity and frequency Ω = 0.08 and amplitude		{�1� = 4 G 10x�; (b) the 

even parity flows with frequency Ω = 0.12 or Ω = 0.08 and amplitude		{�1� = 8 G
10x�. The dashed line shows the case without dynamic flow for reference. 
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5.10. Discussion and Conclusions 

We have performed a detailed numerical study of the two dimensional incompressible 

resistive magnetic reconnection with a finite frequency dynamic turbulent flow. We found 

that the linear stability properties of the tearing mode are moderately affected by dynamic 

flow with different radial parity, amplitude and frequency. More importantly, a two phase 

reconnection process is observed, where the quasistatic SP reconnection takes place in the 

first phase and is followed by the plasmoid-dominated fast reconnection in the second 

phase. The reconnection rate is significantly enhanced in the region of low resistivity for 

the typical dynamic flow parameters. In addition, the onset time of the plasmoid-

dominated impulsive reconnection phase is strongly modified with the flow frequency and 

amplitude, and is more sensitive for the radial even-parity flows. The scaling of the 

effective reconnection rate with the Lundquist number S showed that the plasmoid-

dominated reconnection is independent of S, which confirms that this is truly a fast 

reconnection. The enhancement of the reconnection rates which is observed by including 

the dynamic flow may be associated with the dynamic multiple plasmoid generation along 

the current sheet, quite similar to the previous observations in turbulent reconnection [103-

111]. In most of those studies the turbulent effects were usually introduced by an external 

forcing term in the form of random noise. However, so far there is no universal agreement 

on the role of the random noise in the magnetic reconnection process. Thus, instead of the 

random noise we considered the ITG-like small scale turbulence in our study, which made 

it possible to explore the effects of finite frequency and radial parity of the turbulent flow 

on the magnetic reconnection process and is quite analogous to the real physical situation 

where the MHD tearing mode interacts with the small scale ITG driven turbulence.  

In this study, we did not include the viscosity effects, however small values of 

viscosity (Prandtl number	�Q = j ^⁄ ≪ 1) are used to avoid numerical problems. The 

inclusions of strong viscosity �Q ≥ 1 might affect the reconnection process by modifying 

the onset criteria of the current sheet and the SP scaling and therefore may also modify the 

impulsive reconnection phase. Therefore, finitely large values of viscosity may affect the 

impulsive reconnection process and is left for future study. Another, feature of the flow not 

covered in this study is the wave number	�X�
. Throughout this study, we kept a constant 
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value of		�X�
 = 2.75 for the dynamic flow. However, in realistic physical situations, it 

may be necessary to consider a broad spectrum of		�X�
, which may add further complexity 

to the nonlinear MHD turbulence interactions. Finally, it may be useful to analyze the 

impact of changing the boundary conditions and the equilibrium profiles on the magnetic 

reconnection behavior of resistive tearing mode with the pre-existing small scale 

turbulence. 
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Chapter 6 

Conclusions and Future Work 

In the limit of large instability parameter	∆�	(strongly driven regime), the nonlinear 

dynamics of resistive tearing mode exhibit an abrupt growth phase after the Rutherford’s 

slow nonlinear phase, which is accompanied by a collapse of the typical X-point 

configuration to Y-type current sheet. The physical trigger mechanism for the X-point 

collapse, leading to the explosive growth dynamics, is still an unresolved issue. Moreover, 

the role of viscosity in the transition from slow nonlinear phase to abrupt growth phase has 

not been considered in the previous studies. Another big issue in the present day 

reconnection research is the identification of mechanism responsible for the observed 

faster reconnection rates in weakly collisional plasmas with high Lundquist number		p =
1/^, compared to the much slower reconnection rates predicted by the Sweet Parker (SP) 

theory. This thesis is thus devoted to the study of the complex nonlinear dynamics of the 

resistive tearing mode, focusing on the investigation of the trigger mechanism for the X-

point collapse as well as the role of viscosity in the transition from slow growth phase to 

the abrupt reconnection phase. Furthermore, the case of turbulent magnetic reconnection is 

also addressed in this study, aiming to get faster reconnection rates by exciting the 

dynamic plasmoid instability and hence fill the gap between theory and observations. 

In order to achieve these objectives, the incompressible two field reduced-

magnetohydrodynamics (RMHD) equations are solved as initial value problem in the 

simplified two-dimensional slab geometry. The simulation code is first benchmarked for 

the linear growth rate scaling of the resistive tearing instability for various plasma 

parameters. The main achievements of this study includes the identification of the physical 

trigger mechanism for the X-point collapse, as well as the role of plasma viscosity		j on 

the critical conditions for the transition from the slow nonlinear growth phase to the abrupt 
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growth phase. A secondary instability analysis was proposed, which testified that zonal 

current peaking may plausibly be responsible for the onset of explosive growth dynamics. 

In addition, a new transition criterion for the critical island width of the X-point collapse 

was suggested by performing a comprehensive nonlinear scaling analysis of the critical 

island width in terms of		∆��� verses the viscosity. Moreover, by introducing a pre-existing 

dynamic turbulent flow in the RMHD system, the plasmoid-dominated impulsive bursty 

reconnection is studied. Through such analysis, we actually tried to realize the real 

physical situation where the MHD tearing mode interacts with the small scale ITG driven 

turbulence.  

6.1. Conclusions 

For the sake of convenience, the key findings of this research study are summarized as 

follows: 

1. The nonlinear evolution of the resistive tearing mode is investigated in the 

framework of RMHD, where the transition from the slow Rutherford regime to the 

Sweet Parker reconnection phase is observed in the case of large enough instability 

parameter	Δ� and low values of resistivity. This transition is identified by the 

change in the magnetic island configuration, where the X-point geometry is 

replaced by a narrow current sheet. The trigger mechanism of such X-point 

collapse is studied in detail.   

2. A secondary instability analysis is proposed based on the quasilinear modification 

of the equilibrium current profile due to the zonal current. Thus, the new 

equilibrium contains two parts, the original equilibrium and the instantaneous value 

of the zonal current. The zonal current modifies the equilibrium profile in two 

ways, by inducing local peaking of the current profile at the rational surface and 

broadening of the current profile in the region away from the resistive layer. 

3. The secondary instability analysis is applied separately for the zonal current 

peaking and broadening effects. The simulation results reveal that actually it is the 

local current peaking effect due to the zonal current that results in a nonlinear 

positive feedback to enhance the tearing mode fluctuations, signifying a probable 
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mechanism for the onset of X-point collapse and explosive nonlinear growth. On 

the other hand, flattening of the equilibrium profile causes stabilization of the 

growth rates. By including finitely large viscosity, the current peaking and 

broadening effect due to the zonal current is reduced, however, from secondary 

analysis a similar tendency as found in non-viscous case, is observed. 

4.  It is found that the previous scaling of the critical island width for the X-point 

collapse ∆���	[67] is modified in the presence of finite viscosity. A new transition 

criterion is suggested for the critical island width scaling by including the viscosity 

dependence [125]:	Δ��� 	≈ o(j) + �(Δ�, j)^  (Equation 4.8) 

5. Viscosity modifies the scaling of critical island width mainly in two ways: reducing 

the slopes of its scaling with resistivity and up-shifting the value of the critical 

island width in the limit of zero resistivity. Most importantly, a transition behavior 

is observed in the critical island width scaling with the viscosity at		�� =1. 

6. In the speed up reconnection phase, the reconnection rate scaling strongly depends 

on the plasma viscosity, showing almost no change in		�� _ 1	regime and strong 

stabilization effect in		�� ` 1 regime. 

7. The resistive tearing mode reconnection is found to be significantly modified by 

including a finite frequency dynamic turbulent flow, quite similar to an electrostatic 

ITG wave and is coupled with the stream function and magnetic flux through 

Poisson brackets. 

8. The linear and nonlinear reconnection properties of the resistive tearing mode are 

analyzed by including a background dynamic turbulent flow. Linear stability 

properties of the tearing mode are found to be moderately modified with the 

dynamic flow, depending on the radial parity, frequency and amplitude of the flow. 

In particular, it is observed that by increasing the flow frequency beyond a critical 

value	i. e.		(Ω ≥	Ω� ≈ γ���), the stabilization effect of the dynamic flow is 

reduced, quite analogous to that of time dependent		� G � flows in micro-

turbulence [131, 132].  
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9. The linear stability properties of the tearing mode are found to be modified only in 

the case of even-parity dynamic flow. This different response for even and odd 

parity flows is identified to result from the local flow shear at the rational 

surface	a = 0, which is maximum for even-parity flow and zero for the odd-parity 

dynamic flow.  

10. Most importantly, the nonlinear evolution of magnetic island exhibits two phase 

reconnection by including the dynamic flow. A current sheet is formed in the first 

phase where slow SP reconnection takes place and is followed by the plasmoid 

instability in the second phase, where multiple plasmoids are continuously 

generated and ejected along the current sheet, leading to a bursty impulsive 

reconnection. The onset time of the plasmoid-dominate impulsive reconnection is 

strongly modified with the flow frequency and parity. 

11. The direction of ejection of the plamoids is found to be dependent on the radial 

flow profile (whether symmetric or anti-symmetric) as well as the flow frequency. 

In the case of even-parity, the ejection direction alternates after the half period of 

the flow oscillation. Alternation of the direction of the plasmoids ejection tends to 

be fast as the flow frequency increases. However, in the case of odd-parity, the 

flow has no effect on the direction of plasmoid ejection. This implies that the 

plasmoid will be ejected either in upward or downward direction, depending on its 

position where it is close to the upper or lower end of the current sheet.  

12. The difference between the radial odd and even parity cases is further illustrated by 

the primary magnetic island dynamic behavior in the nonlinear phase. The primary 

magnetic island exhibit rotation with the radial symmetric dynamic flows and no 

impact for the anti-symmetric flows. The frequency of the island rotation is exactly 

the same as that of the imposed turbulent flow. This result is quite consistent with 

the previous simulations [112].  

13. Another important result is the formation of monster plasmoid in the impulsive 

nonlinear reconnection phase. The monster plasmoid are formed only if the 

secondary island is created at the center of the narrow secondary current sheet. Our 

observations suggest that monster plasmoids occur more probably in the case of 
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even-parity flow with intermediate frequencies. The maximum size of the monster 

plasmoid can be roughly estimated to be	~0.164, which is close to the observed 

value of		�k�Z~0.17, for the even-parity case of 	�~0.48 in Figure 5.3. 

14. Finally, the scaling of reconnection rates is found to be independent of resistivity, 

which signify the fact that plasmoid-dominated reconnection is truly fast 

reconnection. Thus our results suggest enhancement of the reconnection rates with 

the inclusion of finite frequency dynamic turbulent flow, most probably by the 

generation of multiple dynamic plasmoids along the current sheet. 

6.2. Future Work 

6.2.1. Improvement of the Numerical Code 

The numerical study of the current sheet and plasmoid instability require very high 

resolution since such instability can only be observed in the limit of large values of the 

instability parameter		∆�	and small resistivity		^. Thus, we need to improve the numerical 

resolution of our simulation code (in spatial domain), to unearth the hidden physics of the 

nonlinear resistive tearing mode reconnection. Another possible improvement may be 

increasing the accuracy of the finite difference scheme by employing higher order 

schemes. This will make it easy to increase the numerical resolution along the radial 

direction. The tearing mode evolution continues for much longer times for small values		^, 

which means it is the waste of computational resources to use fixed mesh size. Therefore, 

it will be very useful to implement the adaptive mesh algorithm in our simulation code, 

which will make it possible to study the more realistic high Lundquist number regimes. To 

further enhance the speed of our simulations, it will be really helpful to parallelize our 

numerical code. 

6.2.2. The Multi-scale Problem  

In the last part of this thesis, we discussed the impact of pre-existing dynamic turbulent 

flow similar to the ITG-like electrostatic wave, on the resistive tearing mode reconnection 

process. Actually, the coexistence of MHD activities including the tearing mode and ITG 
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driven drift wave have been reported to occur commonly in magnetic fusion plasmas[113-

115]. Those studies have revealed that multi-scale turbulence and resistive MHD 

interaction may provide new destabilizing/stabilizing mechanism. The fluctuations from 

different scales can directly interact with each other or indirectly affect through a zonal 

flow. Thus, it is quite important to consider the impact of ITG-turbulence (with full 

spectrum of wavelengths) on the impulsive fast magnetic reconnection in the case of 

resistive tearing mode.  

6.2.3. Reconnection beyond Resistive-MHD 

In this study, we have analyzed the tearing mode reconnection in the framework of 

resistive MHD, where the nonlinear evolution exhibits the formation of slowly evolving 

Sweet Parker type current sheet. However, it has been known for quite some time that such 

a current sheet can be unstable to the plasmoid instability at high Lundquist number S with 

critical values of the order of		p~10�. Actually at such high values of S, the resistive MHD 

description is no more valid and the current sheet width reaches the kinetic scales. Then the 

two fluid (Hall) and kinetic effects become important. For example, without a guide field, 

the transition from the slow collisional (Resistive MHD) to the fast collisionless Hall MHD 

occurs if the half thickness of the current sheet predicted by SP model is smaller than the 

ion skin depth, i.e. g=2 _ <6, where g=2 represent the SP current sheet width and <6 is the 

ion skin depth and which should be replaced by the ion Larmor radius at the sound speed 

q�	, if the strong guide field is considered [87-93]. There are two possibilities, either the 

secondary current sheet becomes thin enough to directly trigger the collisionless Hall 

reconnection or alternatively, the current sheet is unstable to the collisional plasmoid 

instability, leading to much thinner inter-plasmoid current sheets, which can onset the fast 

Hall reconnection. Therefore, transition from the collisional plasmoid instability to the 

collisionless Hall reconnection can be a promising future reconnection study. Furthermore, 

it may be interesting to investigate the impact of small scale background turbulence on the 

onset of plasmoid-induced Hall reconnection. 
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6.2.4. The 3D Effects 

The results presented in this thesis are based on 2D study. The validity of these results in 

the more realistic 3D geometry is still poorly understood that needs further investigations. 

However, a few 3D studies have recently been performed using the Harris sheet 

equilibrium and including a strong guide field [133-134]. The main consequence of 

incorporating the guide field in the third dimension is that the 2D island now becomes flux 

ropes, which can are defined as regions of helical field. In addition to the formation of the 

flux ropes (magnetic island), there are many other 3D processes, which can affect the 

reconnection, e.g. streaming instability, low-hybrid drift instability and kinetic instabilities. 

Therefore, it is worthwhile to explore the physics of fast magnetic reconnection (for 

example the plasmoid-dominated impulsive reconnection) in complex but realistic 3D 

geometries. 
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Appendixes  

A. Normalization of the RMHD equations 

In this appendix, we describe the normalization implemented in RMHD equations. The 

details are as follows: 

• Lengths are normalized to some characteristic length a (layer width of the current 

carrying region near the singular surface). 

• Time is normalized to the Alfvén time,	|v = \ ⁄ >v, where >v is Alfvén velocity 

defined by >v = BS }jSqS	⁄ = BS }jS⁄   (assuming that qS	 = 1) .  

• The magnetic field is normalized to the in-plane guide magnetic field	0S.  

For sake of convenience let rewrite the Ohm’s law (equation (2.27)) and equation of 

motion (equation (2.37)): 

Cd� + �«,�� = 1jS ^®��,																																																															(A. 1) 
Cd(®�«) + �«, ®�«� = 1jS ��, ®��� + j®�(®�«)																			(A. 2) 

With these normalizations, the fields are represented as follows: 

�̄ = �\0S ,																																															 «̄ = «\>v , 
�̄X = \�X ,																														0̄SX(a) = BSX(Z)0S 	. 

Implementing the above normalization, equation (A.1) can be written as: 

\0S|v
C�̄CD̂ + 1\� ±\>v«̄, \0S�̄² = ĵS

\0S\� ®̄��̄,																																			(A. 3) 
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⇒ 	\0S  1|v C�̄CD̂ + \>v\� ±«̄, �̄²! 	= \0S ĵS
1\� ®̄��̄																									(A. 4) 

⇒	 1|v
C�̄CD̂ + >v\ ±«̄, �̄² = ĵS

1\� ®̄��̄																																																		(A. 5) 

⇒	 1|v
C�̄CD̂ + 1|v ±«̄, �̄² = ĵS

1\� ®̄��̄																																																		(A. 6) 

⇒	C�̄CD̂ + ±«̄, �̄² = ĵS
|v\� ®̄��̄																																																(A. 7) 

⇒	C�̄CD̂ + ±«̄, �̄² = ^jS\>v ®̄��̄,																																																(A. 8) 

⇒	C�̄CD̂ + ±«̄, �̄² = ^̂®̄��̄.																																																(A. 9) 
Where,		^̂ = ^/jS\>v = 1 ⁄ p (S represents the Lundquist number and is also defined as 

the ratio of the resistive time to Alfvén time). 

Now, from the equation of motion we get:    

\>v\�|v
CCD̂ ©®̄�«̄ª + 1\� Î\>v«̄, \>v\� ®̄�«̄Ï = 1jS

(\0S)�\� Å�̄, 1\� ®̄��̄Ç + j \>v\� ®̄�©®̄�«̄ª	(A. 10) 

⇒	 1|v
>v\ CCD̂ ©®̄�«̄ª + >v�\� ±«̄, ®̄�«̄² = 1jS

0S�\� ±�̄, ®̄��̄² + j >v\� ®̄�©®̄�«̄ª																(A. 11) 

⇒	 1|v�
CCD̂ ©®̄�«̄ª + 1|v� ±«̄, ®̄�«̄² = 1jS

0S�\� ±�̄, ®̄��̄² 	+ j >v\� ®̄�©®̄�«̄ª																		(A. 12) 

⇒	 CCD̂ ©®̄�«̄ª + ±«̄, ®̄�«̄² = |v�jS
0S�\� ±�̄, ®̄��̄² 		+ j |v�>v\� ®̄�©®̄�«̄ª																	(A. 13) 

⇒	 CCD̂ ©®̄�«̄ª + ±«̄, ®̄�«̄² = ±�̄, ®̄��̄² 	+ j\>v ®̄�©®̄�«̄ª																		(A. 14) 
⇒	 CCD̂ ©®̄�«̄ª + ±«̄, ®̄�«̄² = ±�̄, ®̄��̄² 	+ ĵ®̄�©®̄�«̄ª.																		(A. 15) 

Where,		ĵ is the normalized viscosity. In addition, the diffusion of the equilibrium 

magnetic field in the Ohm’s law is prevented by adding an externally applied electric field 
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�S = E^®��S to the right-hand side of equation (A.9). Thus, dropping the hats, the final 

form of the normalized RMHD equations is given as follows: 

Cd� = E�«,�� + ^®�(� E �S),																																																					(A. 16) 
Cd(®�«) = E�«, ®�«� + ��, ®��� + 	j®�(®�«).																						(A. 17) 

The above two equations are actually solved in our simulation studies to analyze the 

evolution of the perturbed flux and plasma flow. 
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B. Delta Prime Calculations 

In this section, we detail calculations of the instability parameter		∆� for two types of 

equilibrium profiles. First, we consider the 1/cosh2 and latter will repeat the analysis for 

the Harris equilibrium. The basic approach is the same as reported in [121].  

B.1 Equilibrium profile of 1/cosh2(x)  

Let consider the equilibrium in generalized form as follows:   

�Sò(a) = �S	sech�(a/\)																																(B. 1) 
The analytical expressions for the corresponding  BSX,  JS¤ and JS¤� 	are given below.  

 BSX(a) = rC�SXCa s = E 2\�S	sech�(a/\)	tanh(a/\)																							(B. 2) 

 JS¤(a) = rC��SCa� s = 2\� �S	sech�(a/\)	�cosh(2a/\) E 2�											(B. 3) 
JS¤� (a) = 8\� 	�Ssech�(a/\)	sinh	(a/\)�3 E cosh�(a/\)�											(B. 4) 

To calculate the instability parameter	∆�, we have to solve equation (3.12) for the 

perturbation flux		��. For the sake of convenience, we rewrite the equation (3.12): 

		����(a) E r�X� + JS�
 BSXs 	��(a) = 0																				(B. 5) 

Inserting the equilibrium expression into the above equation, we obtain: 

		����(a) E "�X� + 8\� 	�Ssech�(a/\)	sinh	(a/\)�3 E cosh�(a/\)�
E 2\�S	sech�(a/\)	tanh(a/\) # 	��(a) = 0					(B. 6) 

After simplification, we can easily obtain the following equation: 

		����(a) E K�X� + 4\� E 12\� cosh�(a/\)L 	��(a) = 0																														(B. 7) 
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	⇒ 	����(a) E 1\� K\��X� + 4 E 12cosh�(a/\)L 	��(a) = 0																														 
⇒	����(a) E 1\� Kkµ� E 12cosh�(a/\)L 	��(a) = 0																														(B. 8) 

Where, kµ� = \��X� + 4. 

⇒	����(a) E 4\� rkµ
�
4 E 3cosh�(a/\)s 	��(a) = 0																														(B. 9) 

In order to solve the above equation, we make use of the following transformation; 

z = 1/cosh�(a/\)  and   �(a) = �¨(a)zx$Ù/�. 

To avoid confusion, we may write it as,	�(a) = «¨(a)zx$Ù/�, (i.e. �¨(a) = «¨(a)) 
Therefore,  

CzCa = E 2\ sech� ya\z tanh ya\z 			⇒ CzCa = E2\ W}(1 E W), 
C�zCa� = 4\� KW E 32 W�L. 

Now, we can write: 

�(a) = «¤(a)Wx·µ/� ⇒ ��(a) = C«CW CWCa Wx·µ/� E «¤ �µ2 Wx·µ�x� CWCa 

⇒ 	��(a) = éW�«¤� E �µ2 W
�
W «¤ê Wx·µ/�																														(B. 10) 

Similarly we can have, 

⇒ 	���(a) = rW�«¤� + W��«¤�� + �µ2 1W� W��«¤ E �µ2 1W W��«¤ E �µ2 1W W��«¤�s Wx·µ/� 																								
+ rW�«¤� E �µ2 1W W�«¤s	(E�µ/2)(W�. Wx·µ�x�)																																																		(B. 11) 

 

After some simplifications, finally we get: 
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	���(a) = éW. W(1 E W)«¤�� + W %©1 E �µª E K32 E �µL W& 										
+  �µ�4 E �µ�4 W E �µ2 W + 3�µ4 W!«¤ê K 4\�L Wx·µ�																																																	(B. 12) 

Putting the values of 	��(a) and 	���(a) into equation (B.12), we obtain:  

W(1 E W)�¤�� + r©1 E �µª E K32 E �µL Ws�¤� E r�µ�4 E �µ4 E 3s�¤ = 0										(B. 13) 
This is the well known Gauss’ hypergeometric equation, which is easy to solve. 

Now, let compare this equation with the general form of hypergeometric equation: 

W(1 E W)�¤�� + (� E (\ + � + 1)W)�¤� E \��¤ = 0																														(B. 14) 
Comparing equations (B.13) and (B.14), we get: 

� = 1 E �µ																																																											(B. 15) 
\� = �µ�4 E �µ4 E 3																																													(B. 16) 
\ + � + 1 = 32 E �µ.																																									(B. 17) 

Inserting the value of	"\"	from equation (B.16) into equation (B.15), we get the following 

quadratic equation.  

4�� + ©4�µ E 2ª� + ©�µ� E �µ E 12ª = 0																										(B. 18) 
Solving this equation, we obtain: � = 2 E �µ/2   and  \ = E3/2 E 3�µ/2 

The standard solution of the hypergeometric equation (B.14) is given as:  

�·(W) = æ�� (\, �; 	�; 	a) + a�x� æ�� (\ E � + 1, � E � + 1; 	2 E �; 	a)																										(B. 19) 
In the same, the solution of equation (B.13) is given as follows: 

ψ$(z) = C� F�� rE32 E kµ2 , 2 E kµ2 ; 1 E kµ; zs + C�z$Ù F�� rE32 + kµ2 , 2 + kµ2 ; 1 + k; zs (B. 20) 
In terms of the original variables, equation (B.20) is written as: 
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�·(a)W·µ� = o� æ�� çE32 E �µ2 , 2 E �µ2 ; 1 E �µ; coshx� ya\zè																									 

+o�W·µ æ�� çE32 + �µ2 , 2 + �µ2 ; 1 + �µ; coshx�(a/\)è										(B. 21) 

⇒ 	�·(a) = o�©coshx�(a/\)ªx·µ/� æ�� çE32 E �µ2 , 2 E �µ2 ; 1 E �µ; coshx�(a/\)è																				 

+o�©coshx�(a/\)ª·µ/�W·µ æ�� çE32 + �µ2 , 2 + �µ2 ; 1 + �µ; coshx�(a/\)è						(B. 22) 
To vanish this solution at large x, we assume o� = 0 and	o� = 1, thus we get: 

⇒ 	�·µ (a) = ©cosh(a/\)ªx·µ æ�� çE32 + �µ2 , 2 + �µ2 ; 1 + �µ; coshx�(a/\)è						(B. 23) 
The instability parameter can now be estimated as follows: 

∆�=	��� (0 +) E ��� (0 E)
��(0) ≈ 2��� (0 +)��(0) 													(B. 24) 

From equation (B. 23) we get: 

	�·µ (0) = æ�� rE32 + �µ2 , 2 + �µ2 ; 1 + �µ; 1s																																									 

⇒ �·µ (0) =
			Γ©�µ + 1ª. Γ r©�µ + 1ª E	KE 32 + �µ2L E K2 + �µ2Ls		
Γ r©�µ + 1ª	KE32 + �µ2Ls Γr©�µ + 1ª E K2 + �µ2Ls

				 

⇒ 	�·µ (0) = 			Γ©�µ + 1ª. Γ y12z		
Γ K�µ2 E 1L Γ K�µ2 + 52L

																																												(B. 25) 

Note that in above manipulations, we have used the following property: 

æ�� (\, �; �; 1) = 			Γ(�). Γ(c E a E b)		Γ(� E \)Γ(� E �) 																																		(B. 26) 
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Next, each term in equation (B.25) is simplified using the properties; 

Γ(W + 1) = WΓ(W) 
	Γ(W)Γ(W + 1/2) = 2√à2�¤ 	Γ(2W) 

 Finally in simplified form, the equation (B.25) is expressed as:  

⇒ 	�·µ (0) = 		2·µ . �µ(�µ E 2)		
©�µ + 1ª(�µ + 3)																																												(B. 27) 

Next, we determine		�·µ� (a); 
By definition, 

	�·µ� (a) = <�(W)<W <W<a 																																																	(B. 28) 
Now, 

	�·µ (W) = W·µ/� æ�� (þ, ¢; �; W) 
	<�(W)<W = <<W %<W·µ� æ�� (þ, ¢; �; W)& 

⇒ <�(W)<W = �µ2 WåÙÞÊ¼ æ�� (þ, ¢; �; W) + WåÙÞ. þ¢� æ�� (þ + 1, ¢ + 1; � + 1; W)														(B. 29) 
Since,  

<�(W)<W = E2\ W√1 E W																																																									(B. 30) 
Putting equations (B.29) and (B.30) into equation (B.28), we get: 

	�·µ� (a) = �µ\ WåÙ/�	√1 E W	 æ�� (þ, ¢; �; W) E 2þ¢\� WåÙÞË¼	 æ�� (� E þ, � E ¢; � + 1; W)							(B. 31) 
Where we have used, the properties; 

                                                 æ�� (þ, ¢; �; W) = æ�� (� E þ, � E ¢; �; W) 
From equation (B.13) in the limit of a → 0¹(W → 1), the first term goes to zero, we get; 
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limZ→SË �·µ� (0¹) = lim¤→��·µ� (0¹) = E2þ¢\� 	 æ�� (� E þ, � E ¢; � + 1; W)													(B. 32) 

⇒	�·µ� (0¹) = E2 KE32 + �µ2L K2 + �µ2L\©1 + �µª 	 æ�� r�µ2 + 52 , �
µ
2 E 1; �µ + 2; 1s													(B. 33) 

⇒ �·µ� (0¹) = E2·µ ©�µ E 1ª©�µ E 3ª
\©�µ + 2ª 																																(B. 34) 

Thus the instability parameter can now be calculated as follows: 

∆�= 	2��� (0 +)
��(0) = E2. 2·µ ©�µ E 1ª©�µ E 3ª

\©�µ + 2ª 		 			©�µ + 1ª(�µ + 3)	
2·µ . �µ(�µ E 2) 																										(B. 35) 

⇒	∆�=	E2\ ©�µ� E 10�µ� + 9ª
�µ(�µ� E 4) 																																										(B. 36) 

⇒	∆�=	2\ ©E�µ� + 6�µ� + 4�µ� E 9ª
�µ(�µ� E 4) 																																(B. 37) 

⇒	∆�=	2\ é 6�µ� E 9
�µ(�µ� E 4) E �µ	ê																																(B. 38) 

Where, �µ� = \��X� + 4. This is the instability parameter ∆� for the given equilibrium 

profile		�Sò(a) = �S	sech�(a/\). Note that in this study, we have considered the 

equilibrium profile with \ = 1 and		�S = 1. 

B.2 Equilibrium profile of Harris sheet 

Let consider Harris sheet equilibrium:   

�Sò(a) = a�S log�cosh(a/\)�																																			(B. 39) 
The analytical expressions for the corresponding  BSX,  JS¤ and JS¤� 	are given below.  

 BSX(a) = rC�SXCa s = �Stanh(a/\)																											(B. 40) 

 JS¤(a) = rC��SCa� s = �S\ 	sech�(a/\)																						(B. 41) 
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JS¤� (a) = E2�S\� 	sech�(a/\)	tanh(a/\)															(B. 42) 
To calculate the instability parameter	∆�, we have to solve equation (3.12) for the 

perturbation flux		��. For the sake of convenience, we rewrite the equation (3.12): 

		����(a) E r�X� + JS�
 BSXs 	��(a) = 0																														(B. 43) 

Inserting the equilibrium expression into the above equation, we obtain: 

		����(a) E "�X� + E2�S\� 	sech�(a/\)	tanh(a/\)
�Stanh(a/\) # 	��(a) = 0					(B. 44) 

After simplification, we can easily obtain: 

		����(a) E K�X� E 2cosh�(a/\)L 	��(a) = 0																				(B. 45) 

	⇒ 	����(a) E 4\� r\
��X�4 E 12cosh�(a/\)s 	��(a) = 0								(B. 46) 

⇒	����(a) E 4\� r�
�
4 E 12cosh�(a/\)s 	��(a) = 0								(B. 47) 

Where, �� = \��X�. 

In order to solve the above equation, we use similar transformation as applied in the 

previous equilibrium case; 

z = 1/cosh�(a/\), 
�(a) = �¨(a)zx$/� 

To avoid confusion, we may write it as,	�(a) = «¨(a)zx$/�, (i.e. �¨(a) = «¨(a)) 
Therefore,  

								CzCa = E2\ W}(1 E W), 
C�zCa� = 4\� KW E 32 W�L. 
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Thus, we can write: 

�(a) = «¨(a)zx$/� 
⇒ 	��(a) = éW�«¤� E k2 W

�
W «¤ê zx$/�																														(B. 48) 

After some simplifications, we can get: 

	���(a) = éW. W(1 E W)«¤�� + W %(1 E �) E K32 E �L W& 										
+  k�

4 E k�
4 W E k2 W + 3k4 W!«¤ê K 4\�L zx$�																																																		(B. 49) 

Putting the values of 	��(a) and 	���(a) into equation (B.47), we obtain:  

W(1 E W)�¤�� + r(1 E �) E K32 E �L Ws�¤� E rk�4 E k4 E 12s�¤ = 0										(B. 50) 
This is the Gauss’ hypergeometric equation, which is solved in the same manner as done in 

the previous case, by comparing with the general form. 

Comparing equations (B.50) and (B.14), we get: 

� = 1 E �																																																											(B. 51) 
\� = ��

4 E �4 E 3																																													(B. 52) 
\ + � + 1 = 12 E �.																																									(B. 53) 

Solving the above relations for a and b, we can easily obtain; 

\ = E12 E �2 			\n<		� = 1 E �2																																							 
Now, the solution of the hypergeometric equation (B.50) is given as follows: 

 

�·(W) = o� æ�� KE12 E �2 , 1 E �2 ; 1 E �; WL 
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																																																			+o�W· æ�� KE 12 + �2 , 1 + �2 ; 1 + �; WL																													(B. 54) 
In terms of the original variables, equation (B.20) is written as: 

�·(a)W·� = o� æ�� çE12 E �2 , 1 E �2 ; 1 E �; coshx� ya\zè																																									 

+o�W· æ�� çE32 + �2 , 2 + �2 ; 1 + �; coshx�(a/\)è																										(B. 55) 

⇒ 	�·(a) = o�©coshx�(a/\)ªx·/� æ�� çE32 E �2 , 2 E �2 ; 1 E �; coshx�(a/\)è																				 

+o�©coshx�(a/\)ª·/�W·µ æ�� çE32 + �2 , 2 + �2 ; 1 + �; coshx�(a/\)è						(B. 56) 
At large x, we assume o� = 0 and	o� = 1, thus we get: 

⇒ 	�·µ (a) = ©cosh(a/\)ªx· æ�� çE32 + �2 , 2 + �2 ; 1 + �; coshx�(a/\)è																	(B. 57) 
The instability parameter can now be estimated as follows: 

∆�=	��� (0 +) E ��� (0 E)��(0) ≈ 2��� (0 +)
��(0) 																												(B. 58) 

	�·µ (0) = æ�� KE 12 + �2 , 1 + �2 ; 1 + �; 1L																																									 

⇒ 	�·µ (0) = 			Γ(� + 1). Γ y12z		
Γ y�2z Γ y�2 + 32z

= 		2· . �		(� + 1)																																												(B. 59) 

Next, we determine		�·� (a); 
By definition, 

	�·� (a) = <�(W)<W <W<a 																																																	(B. 60) 
Now, 
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	�·(W) = W·/� æ�� (þ, ¢; �; W) 
	<�(W)<W = <<W %<W·� æ�� (þ, ¢; �; W)& 

Finally, we get: 

	�·� (a) = �µ\ WåÙ/�	√1 E W	 æ�� (þ, ¢; �; W) E 2þ¢\� WåÞË¼	 æ�� (� E þ, � E ¢; � + 1; W)							(B. 61) 
From equation (B.61) in the limit of a → 0¹(W → 1), the first term goes to zero, we get; 

limZ→SË �·� (0¹) = lim¤→��·� (0¹) = E2þ¢\� 	 æ�� (� E þ, � E ¢; � + 1; W)													(B. 62) 
⇒	�·� (0¹) = E2þ¢\� 	 æ�� K�2 + 32 , �2 ; � + 2; 1L													(B. 63) 

⇒	�·� (0¹) = E2 yE12 + �2z y1 + �2z\(1 + �) 	" 			Γ(� + 2). Γ y12z		
Γ y�2 + 12zΓ y�2 + 2z	#																										 

⇒ �·� (0¹) = E2·(� E 1)\ 																																(B. 64) 
Thus the instability parameter can now be calculated as follows: 

∆�= 	2��� (0 +)
��(0) = E2. 2·(� E 1)\ 																												(B. 65) 

⇒	∆�=	E2\ K� E 1�L																																										(B. 66) 
Where, �� = \��X�. 
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