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Integrated Parallel Data Extraction from Comparable Corpora for
Statistical Machine Translation

S (OB BRI 50 5 3 /85 7 L3 — KA b ORIRT — 5 DA
o)
G S PT5 DER)

Machine translation (MT), as a high level application of natural language processing, is a
powerful tool to improve the efficiency and reduce the cost of translation. Over the last decade
or two, statistical machine translation (SMT) has been the main approach in both the research
community and the commercial sector. In SMT, translation knowledge is automatically
acquired from parallel corpora (sentence-aligned bilingual texts), making the rapid
development of MT systems for different language pairs and domains possible once parallel
corpora are available. Because of the high dependence on parallel corpora, the quality and
quantity of parallel corpora are crucial for SMT. However, except for a few language pairs and
some specialized domains, high quality parallel corpora of sufficient size remain a scarce
resource. This scarceness of parallel corpora has become the main bottleneck for SMT.

Comparable corpora are a set of monolingual corpora that describe roughly the same topic in
different languages, but are not exact translation equivalents of each other. Exploiting
comparable corpora for SMT is the key to addressing the scarceness of parallel corpora. The
reason for this is that comparable corpora are far more available than parallel corpora, and
there is a large amount of parallel data contained in the comparable texts. The main focus of
this thesis is extracting the parallel data from comparable corpora to improve SMT. There are
three types of parallel data in comparable corpora: bilingual lexicons, parallel sentences and
parallel fragments. In this thesis, we propose novel approaches to extract these three types of
parallel data from comparable corpora in an integrated framework. In addition, we exploit
linguistic knowledge of common Chinese characters for Chinese-Japanese parallel data
extraction as a case study. Bilingual lexicon extraction (BLE) is used for parallel sentence
extraction and improving SMT accuracy. The extracted parallel sentences and fragments are
used as training data for SMT. Experiments show the effectiveness of our proposed approaches
for the scarceness of parallel corpora that SMT suffers from.

In Chapter 2, we propose a method for automatically constructing a more complete resource of
common Chinese characters for the Chinese-Japanese language pair using freely available
resources. In addition, we propose an approach exploiting common Chinese characters in
Chinese word segmentation for SMT. Common Chinese characters are used for parallel
sentence (Chapter 4) and fragment extraction (Chapter 5). The optimized Chinese word
segmenter is used throughout this thesis work.

In Chapter 3, we present an iterative BLE system that is based on a novel combination of topic




model and context based methods, which are the two main categories of methods that have
been proposed for BLE from comparable corpora in the literature. Our system does not rely on
any prior knowledge and the performance can be iteratively improved. Experiments conducted
on Chinese-English, Japanese-English and Chinese-Japanese Wikipedia data show the
effectiveness of our proposed method.

In Chapter 4, we present a robust parallel sentence extraction system for constructing a
Chinese-Japanese parallel corpus from Wikipedia. The system mainly consists of a parallel
sentence candidate filter and a classifier for parallel sentence identification. We improve the
system by using common Chinese characters for filtering and three novel feature sets for
classification. We further apply the bilingual lexicons extracted in Chapter 3 for parallel
sentence extraction. Experiments show that our system performs significantly better than the
previous studies for both accuracy in parallel sentence extraction and SMT performance.

In Chapter 5, an accurate parallel fragment extraction system is proposed. In many types of
comparable corpora, there are parallel fragments existing in comparable sentences that are also
helpful for SMT. We propose a system that uses a word alignment to locate the parallel
fragment candidates, and uses an accurate lexicon-based filter to identify the truly parallel
ones. We further use common Chinese characters for the lexicon-based filter to improve its
coverage. Experiments conducted on Chinese-Japanese comparable corpora indicate that our
system can accurately extract parallel fragments. In addition, we show that parallel sentences
and fragments can be extracted in an integrated manner from comparable corpora.

In Chapter 6, BLE together with paraphrases is proposed for the accuracy problem of SMT.
The translation pairs and their feature scores in the translation model of SMT can be
inaccurate, because of the quality of the unsupervised methods used for translation model
learning. Estimating comparable features from comparable corpora with BLE has been
proposed for the accuracy problem of SMT. However, BLE suffers from the data sparseness,
which makes the comparable features inaccurate. We propose using paraphrases to address this
issue. Paraphrases are used to smooth the vectors used in comparable feature estimation with
BLE. Experiments conducted on Chinese-English SMT show the effectiveness of our proposed
method.

In Chapter 7, we provide concluding remarks and summaries of this thesis, and outline the
possible directions for future work.
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