<table>
<thead>
<tr>
<th>Title</th>
<th>Modeling of Biological and Economical Phenomena Based on Analysis of Nonlinear Competitive Systems (Dissertation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author(s)</td>
<td>Uechi, Risa</td>
</tr>
<tr>
<td>Citation</td>
<td>Kyoto University (京都大学)</td>
</tr>
<tr>
<td>Issue Date</td>
<td>2015-03-23</td>
</tr>
<tr>
<td>URL</td>
<td><a href="https://doi.org/10.14989/doctor.k19108">https://doi.org/10.14989/doctor.k19108</a></td>
</tr>
<tr>
<td>Type</td>
<td>Thesis or Dissertation</td>
</tr>
<tr>
<td>Textversion</td>
<td>ETD</td>
</tr>
</tbody>
</table>

Kyoto University
Modeling of Biological and Economical Phenomena Based on Analysis of Nonlinear Competitive Systems

非線形競合システム解析に基づく生命と経済現象のモデル化

Risa Uechi

上地 理沙
Abstract

The concept of stability is important in order to understand natural phenomena in physical systems and complex or nonlinear dynamical systems such as biological, environmental and social systems. Complex and nonlinear dynamical systems are characterized by self-interactions, self-organization, spontaneous emergence of order and dissipative structures. Complex and nonlinear dynamical systems are difficult to handle unlike linear dynamical systems since their complex interactions and structures make it difficult to understand a response of a system from external effects and perturbations, and there are no simple ways to extract conservation laws or orders. However, conservation laws, symmetries and orders in nonlinear dynamical systems are expected to exist in biology, ecology and economical system. In this thesis, we introduce our approach to find conservation laws and principal theories in complex systems and their applications based on methods for conservation law in physics. First, we discuss a conservation law of an interacting system by applying Lagrangian or Hamiltonian approaches in physics to the model of ordinary differential equations for Lotka-Volterra type of prey-predator competitive system. We show our investigation that it is possible to apply Lagrangian approach and Noether’s theorem to symmetric 2n-dimensional nonlinear differential equations, and the system of 2n-dimensional equation has the conservation law derived from Noether’s theorem. As an example of ecology, we applied our 2n-dimensional nonlinear differential equations for prey-predator system to the relation between Canadian Lynx and Snowshoe hare. We found a stable rhythm of change in the dynamics of Lynx and hare. Using the same approach, we also introduce the conservation law in Turing pattern. Second, we discuss the probability distribution of impact degree of metabolic network using generating function approach and data from Kyoto Encyclopedia of Genes and Genomes (KEGG) database to estimate damage expansion rate. We investigate the model of expected impact degree for multiple knockouts. In the last part of the thesis, we introduce the embedded information analysis in empirical correlation matrix using stock-market data. We present a new measure to investigate the functional structure of financial markets, the Sector Dominance Ratio (SDR). We investigate the information contained in raw and partial correlations using the sector dominance ratio and its variation over time. We find a characteristic change of the largest eigenvalue from raw and partial correlations and the SDR that coincides with sharp breaks in asset valuations. Finally, we conclude and discuss the topics of thesis and future works.
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Chapter 1

Introduction

1.1 Background

The system of life emerged about thirty four millions ago, and the origin of life has been considered since human obtained the intelligence to think about surrounding nature. It is referred that the system of life is not a miracle as if a clock is made naturally around a sand beach but necessary phenomena. The emergences of life or living system are related to complexity and diversity of molecules which compose of its structure, and these complex interactions support the system of life. If we divide a living organism into a molecule, it would be no longer a living system. In addition to these complex phenomena and structure, the system of life has a property called dissipative structure (Figure 1.1). The lives take energies and materials from external world and also dissipate energy and materials to outside while remaining these structures. Besides dissipative structure, the phenomena of biology have many contradicted properties such as diversity, conservation, evolution and stability. Not only in biological phenomena, dissipative structure is observed in the field of economy. Our industrial society consume resources from nature and labor from minimum community defined as family, then dissipate exhaust gas to nature and retired people to family. Although living organism has dissipative structure by itself, it would be consumable supplies for maintaining industrial society. There may be some relations among dissipative structure, symmetry (extreme principle) and scalability.

It is known that nonlinear dynamical systems or non-equilibrium systems are difficult to handle unlike linear dynamical systems, their complex interactions and structures make it so difficult to understand a response of a system from perturbations or external effects. Therefore it seems that there exist no simple laws or orders in such nonlinear systems. However, from the perspective of natural sciences, conservation laws, symmetries and orders in nonlinear dynamical systems would exist even in nonlinear and non-equilibrium systems such as biology, ecology, and economical systems. Also, in the field of economy, a conserved quantity in the phenomena is studied. The concept of symmetry provides us with quantitative formulation of conservation laws and enables us to find stable solutions of nonlinear differential equations and systems.

The researches on symmetries and the first integrals of systems attracted attention in the twenty century. The Lagrangian approach to equations of motion is known as an important method to analyze conservation laws in nonlinear dynamics and generalized to space-time and multi-dimensional systems. The concept of symmetry provides us with quantitative formulation of conservation laws.
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and enables us to find stable solutions of nonlinear differential equations \[44\].

Figure 1.1: Examples of dissipative structures in the world.

The important models in the field of ecology or economy are that of Malthus for a population analysis, prey-predator nonlinear differential equations known as Lotka-Volterra equation. Also, in the field of economy, a conserved quantity in the phenomena of business cycle \[125\] is studied and this model of business cycle is regarded as a predator-prey type of competitive system, and also a mathematical model for Lanchester Strategic Management is known as a predator-prey type competitive system \[32\]. The classical predator-prey model is deterministic model described as nonlinear ordinary differential equations. In addition to these deterministic models, there are various prey-predator type competitive models with perturbations. However, most of them are with small and stochastic perturbations. The behaviors of conservation laws with external perturbations have been seldom considered.

In addition to the deterministic nonlinear dynamical model in biological system, it has been shown by many researchers that a relatively simple set of interactions can explain complex phenomena. For example, Turing suggested chemical molecular mechanism called the reaction-diffusion system which is defined as semi-linear parabolic partial differential equations. This reaction-diffusion system is well applied for explaining stripe patterns of the marine angelfish. It is also an interesting problem to investigate in ecological systems if a large complex system should be stable or not, and many researchers have discussed the criteria concerning the stability of a system for deterministic ordinary differential equations and statistical framework.

Beside analytical mechanics, the statistical mechanics and approaches are also important methods to analysis complex phenomena in our world since many phenomena show probabilistic behaviors. It is also known that economical and financial markets are highly complex adaptive systems, resulting from multi-scale interactions amongst individuals, institutions, companies and countries. To better understand the dynamics and structure of financial markets, one can draw on the tools developed in the discipline of complexity science, which has focused on the extraction of useful information for understanding and controlling dynamic interacting systems such as economic, biological, and other complex systems. Approaches of analytical and statistical mechanics also have been proposed for avoiding and controlling systemic risks and crises in financial markets, while complex phenomena such as chaos generally lead to
unpredictability, classical dynamics and quantum statistical mechanics in physics have been applied to many fields of science. Such methods have been successful in analyzing information and conservation laws, and have contributed to the understanding of nonlinear and complex dynamical interacting systems that are not in a state of equilibrium.

The network approach also has been used to analyze metabolic network and connections between world financial markets and social network since many data are available because of advancement of technology such as DNA and RNA analysis in biological experiments and web system. Percolation theory for discrete network system has developed, and examining stability and robustness of network structure has become primary research subjects. For example, the robustness of metabolic network is measured using impact degree. These approaches are also important in the field of economy.

In this thesis, we will analyze these complex systems using analytical, statistical mechanics and the concept of conservation law in natural science (Figure 1.2). We will study whether there would be conservation laws or conserved quantities in complex or non-equilibrium systems which are used to be considered not having conservation law. We will explicitly discuss properties of the conserved, stable nonlinear interacting system with external perturbations and the conservation law, its indications and possible applications to nonlinear interacting system. We will reconstruct non-equilibrium phenomena from the perspective of conservation law in analytical mechanics, and try to handle these complex phenomena using extreme principles in Chapter 3. Based on the concept of conservation law in complex phenomena, we introduce external perturbations to the model with conservation law in order to investigate characteristic changes of a system with a conservation law. It would be possible to simulate realistic system by using external perturbations. We also apply the concept of conservation law and nonlinear system for reaction-diffusion system to examine relations between pattern and conservation law. Besides
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these deterministic models, it is also primary subjects to analyze system from perspective of statistical mechanics. It is because complex systems have characteristic properties such as unpredictability and chaos. In addition, discrete network systems became novel and important subjects since advances of technology of web system and biological experiments. We combine both continuous and discrete methods to analyze complex systems such as ecology, metabolic network system using recurrence equations, and network system in stock markets.

1.2 Aim and scope

In this section, we briefly introduce aim and scope of this thesis.

In Chapter 3, we discuss the existence of conservation laws in a $2n$-dimensional Lotka-Volterra type of competitive system with general nonlinear interactions. Nonlinear competitive systems and nonlinear cooperative systems are well known in ecology and biology, as well as in the fields of information system and observed in complex system. We will employ the Lagrangian approach to examine a system of $2n$-dimensional nonlinear differential equations which contains linear interactions Lotka-Volterra type of nonlinear interactions, and self-interactions. We discuss that symmetries and conservation laws of nonlinear interactions are important in nature by analyzing a general nonlinear dynamical (ND) system using Noether’s theorem. We show it is possible to derive the conservation law of classical Lotka-Volterra equation and the results are consistent to classical Lotka-Volterra system.

In Chapter 4, we will explain the properties of solutions with a conservation law and applications to biological systems. We extend the BCF model and $2n$-dimensional nonlinear dynamical model to simulate external perturbations numerically. We will explicitly discuss properties of the conserved, stable, $2$-variable nonlinear interacting system with external perturbations and the conservation law, its indications and possible applications to nonlinear interacting system. We will show that $2$-variable ND model has the properties of restoration and recovery from external perturbations. We also show it is possible to simulate realistic data of Canadian lynx and snowshoe hare population cycles and predict unknown population changes of snowshoe hare from Canadian lynx data and $2$-variable ND model.

In Chapter 5, we develop a model of expected impact degree using recurrence and difference equation to estimate the impact degree with multiple knockouts and evaluate. We propose a model of discrete recurrence equations inspired by branching process and percolation. We propose the model of expected impact degree without size effects and the model of expected impact degree with finite size effects of metabolic network. We evaluate which model is suitable for simulating the expected impact degree for multiple knockouts and behaviors of metabolic network with multiple knockouts. We discuss the robustness and structural properties such as stability, symmetry and scalability using the model of expected impact degree. We show it is possible to simulate impact degree by simple nonlinear recurrence equation and importance of effects of network size.

In Chapter 6, we propose a new approach to uncover the functional dominance of economic sectors using RMT. We propose a new indicator, the Sector Dominance Ratio (SDR), to examine economic sectoral makeup at a certain reference time interval using both raw correlation and partial correlation matrices. We will introduce the SDR methodology and study the dynamic changes of SDR employing eigenvectors obtained from both raw and partial correlation matrices. The SDR uses RMT to identify the informative components of the empirical correlation matrices, and thus, unlike other factor models or principal components-based indicators, does not require making assumptions on where the meaningful
system information is embedded. We examine the SDR for both yearly and monthly bases for raw correlation and partial correlation matrices. We apply the SDR methodology to study the structure of four different stock markets, those of the U.S., U.K., Germany, and Japan, and investigate whether the economic sectoral makeup is indeed apparent in the observed prices and their evolution over time. The information obtained from the model of SDR provides important insights into the underlying driving forces in the dynamics of real stock markets: not only the importance of each sector, but also the state of the sector and whether its activity or growth rate is increasing or decreasing. Finally, we show the SDR is useful for predicting the behavior of VIX indexes using Granger causality and cross correlation tests for both raw and partial correlation. We show that the method of raw and partial correlations and the model of SDR provide important information on the underlying structure of financial markets and their dynamics.

1.3 Contribution

We have three contributions in this thesis. The first one is proposing a novel method to derive conservation law from a system composed by non-linear first-order differential equations, especially \( 2^n \)-dimensional differential equations. Some methods such as Lie method [13], Painlevé analysis [17] have been applied to search conservation laws or symmetries. For example, José Fernández-Núñez studied symmetries of two-dimensional Lotka-Volterra system [25] using Lagrangian structure. They discussed a Lagrangian structure in Lotka-Volterra system with Lagrangian linear in velocities. However, we expect a conservation law which is velocity-independent, and the symmetric nonlinear differential equations of \( 2^n \)-dimensional nonlinear dynamical system will be given from conservation laws by Noether’s theorem [97]. In Chapter 3, we provide a model of \( 2^n \) Nonlinear Dynamical model with conservation law to study the conservation law and symmetries in competitive systems using analytical mechanics such as Lagrangian approach and Noether’s theorem which are not applied in prior research. We investigate a system of \( 2^n \)-dimensional coupled first-order nonlinear differential equations which contains many complex nonlinear interactions. We show a system with symmetric nonlinear interaction has a conservation law and exists in the form of the \( 2^n \) independent variables or \( 2^n \) dimension. Using \( 2^n \)-nonlinear model, we can consider all quadratic nonlinear effects and examine dynamical changes with conserved quantity at arbitrary time point. We show that the possibility to have conservation law if a system is composed of even variables. We also find that there are many practical applications for the conservation law such as checking the accuracy of numerical solutions and state of a system.

In Chapter 4 we examine characteristic properties of ecological systems from the perspective of oscillation phenomena based on the \( 2^n \) Nonlinear Dynamical model and conservation law. It has been shown that a relatively simple set of interactions can explain complex phenomena in biological systems [30], [86]. For example, Turing suggested chemical molecular mechanism called the reaction-diffusion system [129] which is defined as semi-linear parabolic partial differential equations. This reaction-diffusion system is well applied for explaining stripe patterns of the marine angelfish, Pomacanthus, and restoration phenomena in its stripe patterns from injuries was observed [62], [65], [71]. Prigogine also proposed Brusselator model with nonlinear ordinary differential equations to illustrate spatial oscillations and Turing patterns [5]. It is also an interesting problem to investigate in ecological systems if a large complex system should be stable or not, and many researchers have discussed the criteria con-
concerning the stability of a system for $n$ dimensional ordinary differential equations and statistical framework \[ 16, 19, 43, 83, 126 \]. We focus on the ten-year cycle of lynx and hare using the model based on 2-variable nonlinear dynamical model. Our research shows it is possible to simulate population data of lynx using only one parameter of external perturbation. We show the existence of the standard rhythm which is presented by the numerical simulations of 2-variable nonlinear dynamical model. The necessity of the standard rhythm of a system is explained from the perspective of the conservation law. We can assume by checking the changing of conservation law that there was some catastrophic external effects for considering prey-predator nonlinear competitive systems, which property is not observed in previous works. In addition to the example of 2-variable nonlinear dynamical system, we extend our approach to a system of partial differential equations such as a system described as Turing pattern. The conservation law of Turing pattern is proposed.

In Chapter 5 we try to construct the model of expected impact degree for multiple knockouts based on simple recurrence equations inspired by Branching Process and using data of Kyoto Encyclopedia of Genes and Genomes (KEGG) database. We introduce novel nonlinear effects of size of network to the model of expected impact degree, and it is found that the model of expected impact degree with effects of size well fits to observed data from KEGG database. The efficient method to calculate impact degree that of large scale metabolic network is recently proposed \[ 93, 123 \] and investigated \[ 124 \]. However, it takes much computational times and costs to find precise impact degree with multiple knockouts more than 3 because of computational complexity, therefore, it is impossible to find expected impact degree more than 3. In this study, we develop a model of expected impact degree using recurrence and difference equation to estimate the impact degree with multiple knockouts and evaluate which model is suitable for simulating the expected impact degree for multiple knockouts. The model of expected impact degree can predict the expected impact degree with arbitrary number of knockouts which were not proposed in prior research. It became possible to evaluate expected impact degree more than 3 with high speeds. We investigate other properties of metabolic network such as scalability and symmetry which support the stability in metabolic network.

In Chapter 6 we present a novel measure, Sector Dominance Ratio (SDR), to quantify the evolving of activity of economic sectors with respect to time in financial markets. Kinlaw et al. \[ 60 \] introduced a method to measure systemic importance using the absorption ratio and variance of eigenvectors introduced by \[ 64 \], which is equal to the fraction of a markets total variance explained by a subset of important factors. In addition, the network structure of markets and the interactions and dependencies among economic sectors within national markets also can be modeled using such a structure \[ 18 \]. However, there are few researches focusing the relation between the direction of components of eigenvector and economic sector. We focused the direction of eigenvector assuming that it would be related to economic activity and investigated SDR for quantifying economic activity. Using SDR model, it becomes possible to extract information embedded in stock markets data and identify economic sectors with increasing dominance at certain time interval. The SDR model also provides us the information of systemic risk in stock market system. We also show it is possible to use the SDR model as an indicator of Volatility index especially in U.S. and U.K. stock markets, and Granger Causality Analysis supports that the SDR model can predict changes in the Volatility index.
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1.4 Organization of the thesis

The rest of this thesis is organized as follows.

In Chapter 2, we briefly review fundamental knowledge for this study and introduce our study.

In Chapter 3, we introduce the concept of conservation laws and symmetries in competitive system using Lagrangian approach and Noether’s theorem. We propose a model with conservation law as 2n-ND model. The model is extended by adding external perturbation terms in Chapter 4, and we examine the realistic example in ecological system using 2n-ND model. We also extend our methods to the system of partial differential equations such as Turing pattern.

In Chapter 5, we introduce the model for describing the expected impact degree for multiple knockouts in metabolic network system.

In Chapter 6, we show it is possible to extract information from highly complex system such as financial stock market systems. We introduce the application of random matrix theory the model to predict state of interacting stock markets.

In Chapter 7, we provide concluding remarks of this thesis and show future directions.
Chapter 2

Preliminaries

2.1 Extreme principle in natural science

In natural science and informatics, extreme principle, maximum or minimum principle has played an important role. Isaac Newton discovered universal gravitation and the laws of motion which explain the relation between force and velocity. After investigation of the Newtonian mechanics, Joseph-Louis Lagrange succeeded to reformulate Newtonian mechanics to Lagrangian mechanics. In Lagrangian mechanics, the behavior of natural system follows to minimize physical quantity of energy. Based on the principle of least action, fundamental theories of physics have developed.

The concept of extreme principle had been applied for many fields of physics such as thermodynamics. In the field of thermodynamics, natural phenomena are divided into two states, that is reversible reaction and irreversible reaction. The concept of entropy divides reversible reaction and irreversible reaction. Arthur Eddington express the concept of entropy as arrow of time. For example, if we take the video for the motion of pendulum, we won’t distinguish between normal playback and reverse playback. As well, also if one puts milk into black coffee, the spreads and motion of molecules of milk can’t be reversible.

The system of reversible reaction is also called as equilibrium system, and irreversible reaction is called as non-equilibrium system. In the case of equilibrium system, another property is extreme principle. In the case of isolated system, entropy will increase finitely and extreme value is achieved in equilibrium system. It is known that extreme principle does not form in the system of non-equilibrium far from equilibrium state. However, Las Onsager advocated that there exist extreme principles in non-equilibrium system which is close to equilibrium state in 1931. Onsager investigated linear relation in non-equilibrium systems which are close to equilibrium systems. It is possible to handle non-equilibrium systems which are close to equilibrium system as equilibrium system. Ilya Prigogine referred to concept of dissipative structure. Ilya Prigogine also hypothesize that the phenomena such as biology, ecology and social system are supported by dissipative structure and dissipative structure would be related to the concept of principle of minimum entropy production.
2.2 Variation of functionals

The calculus of variations deals with the problem of determining the extreme values of certain variable as functionals. Using functional, we can find a rule which associate a real number to each function. Let $A$ be a set of functions, $f_1, f_2, \ldots$; then a functional $J$ defined on $A$ is a mapping $J : A \to \mathbb{R}$ which associates to each $f \in A$ a real number $J(f)$. That is to say the fundamental problem of the calculus of variations is to determine which objects in $A$ afford minimum value to $J$ when a functional $J$ and a set of admissible objects $A$ are given.

2.3 Euler Lagrange equation from single integral problems

**Lemma 2.3.1.** Let $x_1$ and $x_2 (> x_1)$ be two constant values, and $F(x)$ be a continuous function among the range $x_1 \leq x \leq x_2$. If an arbitrary continuous function $\eta(x)$ which satisfies conditions

$$\eta(x_1) = \eta(x_2) = 0,$$

and

$$\int_{x_1}^{x_2} \eta(x)F(x)dx = 0,$$

it is possible to proof that

$$F(x) \equiv 0,$$

where $x_1 \leq x \leq x_2$. If $F(x') \neq 0$ and $F(x') > 0$ when $x'$ is in an interval $(x_1, x_2)$, $F(x)$ is larger than 0 since $F(x)$ is continuous. Suppose that the continuous function $\eta$ is chosen as follows

$$\eta(x) = \begin{cases} 
0 & (x_1 \leq x \leq x'_1), \\
(x - x'_1)^2(x - x'_2)^2 & (x'_1 \leq x \leq x'_2), \\
0 & (x'_2 \leq x \leq x_2). 
\end{cases}$$

Then following equation is given as

$$\int_{x_1}^{x_2} \eta(x)F(x)dx = \int_{x'_1}^{x'_2} (x - x'_1)^2(x - x'_2)^2 F(x)dx > 0.$$

It does not satisfy (2.2), therefore, $F(x) \equiv 0$.

We consider a functional $J : A \to \mathbb{R}$ called as fundamental or action integral:

$$J(x) \to \min, \text{ on } A.$$  

(2.6)

Let $C^2[a, b]$ denote the set of all functions on the interval $[a, b]$ whose second derivatives are continuous, and $x(t)$ is the function which is included in $C^2[a, b]$. Functions $x(t)$ and $x^k(t)$ ($k = 1, \ldots, n$) are defined as follows

$$x(t) = (x^1(t), \ldots, x^n(t)), t \in [a, b],$$

(2.7)
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\[ x^k(t) \in x(t), \dot{x}^k = \frac{dx^k}{dt}. \] (2.8)

The boundary conditions of each function are given as follows

\[ x^k(a) = \alpha^k, \] (2.9)
\[ x^k(b) = \beta^k, \] (2.10)

where both \( \alpha^k \) and \( \beta^k \) are defined as real numbers. The functional \( J(x(t)) \) is given as follows

\[ J(x(t)) = \int_a^b L(t, x^1(t) \cdots x^n(t), \dot{x}^1(t) \cdots \dot{x}(t)^k) dt. \] (2.11)

**Lemma 2.3.2.** If \( x(t) \) is the minimum value of the functional \( J \), it is obtained as

\[ \int_a^b \left\{ \frac{\partial L}{\partial x^k} - \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}^k} \right) \right\} \eta^k(t) dt = 0. \] (2.12)

Note that \( \eta(t) \in C^2_a \) and \( \eta(a) = \eta(b) = 0 \).

**Proof of Lemma 2.3.2.** The first variation of \( \delta J \) is calculated as follows

\[ \delta J(x(t), \eta^k(t)) = \left\{ \frac{d}{dt} \int_a^b L(t, x^k(t) + \epsilon \eta^k(t), \dot{x}^k(t) + \epsilon \dot{\eta}^k(t)) dt \right\}_{\epsilon = 0} \]

\[ = \int_a^b \left\{ \frac{\partial L}{\partial x^k} \frac{dx^k}{d\epsilon} + \frac{\partial L}{\partial \dot{x}^k} \frac{d\dot{x}^k}{d\epsilon} \right\} dt 
\]

Using the condition that \( x^k = x + \epsilon \eta^k \), we can obtain \( \delta J(x(t), \eta^k(t)) \) as follows

\[ \delta J(x(t), \eta^k(t)) = \int_a^b \left\{ \frac{\partial L}{\partial x^k} \eta^k + \frac{\partial L}{\partial \dot{x}^k} \dot{\eta}^k \right\} dt 
\]

\[ = \int_a^b \frac{\partial L}{\partial x^k} \eta^k dt + \left[ \frac{\partial L}{\partial \dot{x}^k} \eta^k \right]_a^b - \int_a^b \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}^k} \right) \eta^k dt 
\]

\[ = \int_a^b \left( \frac{\partial L}{\partial x^k} - \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}^k} \right) \right) \eta^k dt. \] (2.14)

Considering the equation (2.2), the formal of Euler-Lagrange equation is derived as follows

\[ \frac{\partial L}{\partial x^k} - \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}^k} \right) = 0. \] (2.15)

We can derive the law of energy conservation using Euler-Lagrange equation. \( \square \)
2.4 The Noether’s theorem and conservation laws

In this section, we show the classical theorem by Emmy Noether on invariant variational problems and conservation law which is derived using Lagrangian and the theorem by Emmy Noether [73].

We show that the classical theorem of Emmy Noether and conservation laws using Euler-Lagrange equation $E_k$,

$$E_k \equiv \frac{\partial L}{\partial x^k} - \frac{d}{dt} \frac{\partial L}{\partial \dot{x}^k} \quad (k = 1, \ldots, n).$$  \hspace{1cm} (2.16)

Then we have:

**Theorem 2.4.1.** (Noether)

$$- E_k(\xi^k_s - x^k_s \tau_s) = \frac{d}{dt} \left( \int (L - x^k \frac{\partial L}{\partial x^k}) \tau_s + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s - \Phi_s \right).$$  \hspace{1cm} (2.17)

**Proof of Theorem 2.4.1.** Using (A.10), definition of basic derivations and chain rule of differentiation,

$$\frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s = \frac{d}{dt} \left( \frac{\partial L}{\partial x^k} \dot{x}^k_s \right) - \frac{d}{dt} \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s,$$  \hspace{1cm} (2.18)

$$\frac{\partial L}{\partial \tau_s} + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \frac{d}{dt} \tau_s = \frac{d}{dt} \left( \frac{\partial L}{\partial \tau_s} + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \right) - \frac{d}{dt} \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \tau_s,$$  \hspace{1cm} (2.19)

$$\frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \frac{d}{dt} \tau_s + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s = \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \right) - \frac{d}{dt} \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \tau_s,$$  \hspace{1cm} (2.20)

Substituting these formulation into (A.10) and using Euler-Lagrange equation $E_k$, we can obtain the classical theorem by Emmy Noether. We shall apply deformation of formula (A.10) as follows

$$\frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \frac{d}{dt} \tau_s + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \frac{d^2}{dt^2} \tau_s + \frac{\partial L}{\partial \tau_s} \frac{d}{dt} \tau_s + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \frac{d}{dt} \tau_s + L \frac{d^2}{dt^2} \tau_s = \frac{d}{dt} \frac{d}{dt} \tau_s = \frac{d\Phi_s}{dt},$$  \hspace{1cm} (2.21)

$$\frac{d}{dt} \tau_s - \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \tau_s - \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \frac{d}{dt} \tau_s = \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \frac{d}{dt} \tau_s + \frac{\partial L}{\partial \tau_s} \dot{x}^k_s + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \right),$$  \hspace{1cm} (2.22)

$$\frac{d}{dt} \tau_s - \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \tau_s - \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \frac{d}{dt} \tau_s = \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \frac{d}{dt} \tau_s + \frac{\partial L}{\partial \tau_s} \dot{x}^k_s + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \right),$$  \hspace{1cm} (2.23)

$$\frac{d}{dt} \tau_s - \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \tau_s - \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \frac{d}{dt} \tau_s = \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \frac{d}{dt} \tau_s + \frac{\partial L}{\partial \tau_s} \dot{x}^k_s + \frac{\partial L}{\partial \dot{x}^k} \dot{x}^k_s \right),$$  \hspace{1cm} (2.24)
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Let us consider a particle of mass $m$ moves in a plane, and it is attracted to the origin by a force inversely proportional to the square of its distance from the origin. In this case, the action integral is given as follows

$$J(r, \theta) = \int_0^\gamma \left( \frac{1}{2} m (\dot{r}^2 + r^2 \dot{\theta}^2) + \frac{A}{r} \right) dt,$$

(2.32)
where $A$ is constant and $r$ and $\theta$ are the polar coordinates of the particle. We will consider the one-parameter family of rotations as

$$\bar{t} = t, \quad \bar{r} = r, \quad \bar{\theta} = \theta + \varepsilon,$$  \hspace{2cm} (2.33)

Note that $d\bar{\theta}/dt = d\theta/dt$. By applying Noether’s theorem, the conservation law is given as follows

$$\left( L - \frac{\partial L}{\partial \dot{\theta}} - \dot{\theta} \frac{\partial L}{\partial r} \right) \tau + \frac{\partial L}{\partial \dot{r}} \rho + \frac{\partial L}{\partial \dot{\theta}} \sigma = \text{constant},$$  \hspace{2cm} (2.34)

where $\tau$, $\rho$, and $\sigma$ are the generators given by

$$\tau \equiv \left. \frac{\partial \bar{t}}{\partial \varepsilon} \right|_0 = 0, \quad \rho \equiv \left. \frac{\partial \bar{r}}{\partial \varepsilon} \right|_0 = 0, \quad \sigma \equiv \left. \frac{\partial \bar{\theta}}{\partial \varepsilon} \right|_0 = 1.$$  \hspace{2cm} (2.35)

Consequently, we can obtain the law of conservation of angular momentum,

$$mr^2\dot{\theta} = \text{constant}.$$  \hspace{2cm} (2.36)

The action integral is also explicitly independent of time $t$, we can obtain the conservation law for time transformation as follows

$$L - \dot{\theta}L_0 - iL_r = \text{constant},$$  \hspace{2cm} (2.37)

or

$$\frac{1}{2} m (\dot{r}^2 + r^2 \dot{\theta}^2) - \frac{A}{r} = \text{constant}.$$  \hspace{2cm} (2.38)

This is a statement of conservation of energy for the system.

2.5 Overview of Random Matrix Theory (RMT)

Considering a portfolio of $N$ stocks with time $T$ records, the distribution of eigenvalue $\lambda$ of random matrix $\rho(\lambda)$ is given as

$$\rho(\lambda) = \frac{Q}{2\pi\sigma^2} \sqrt{(\lambda_{\text{max}} - \lambda)(\lambda - \lambda_{\text{min}})} \frac{1}{\lambda},$$  \hspace{2cm} (2.39)

where $\lambda_{\text{max}} \geq \lambda \geq \lambda_{\text{min}}$. The distribution is bounded with $n \to \infty$ and $T \to \infty$, and since the condition that $Q = T/n \geq 1$ is fixed, it holds that

$$\lambda_{\text{max}}^{\text{max}} = \sigma^2 \left( 1 + \frac{1}{Q} \right) \pm 2 \sqrt{\frac{1}{Q}}.$$  \hspace{2cm} (2.40)

The value of $\sigma^2$ is equal to the variance of the elements and equal to one ($\sigma^2 = 1$) for stock correlation matrices Eq. (2.39). We examine whether there exist eigenvalues obtained from empirical correlation matrices that deviate from the range of the distribution of eigenvalues, $\lambda_{\text{max}}$, corresponding to random matrices using Eq. (2.39) and Eq. (2.40). The eigenvalues of the random matrix represent zero-embedded information; therefore, the deviation from the range, $\lambda_{\text{max}}$, defined by (2.40), provides a measure for non-spurious information about behaviors of stock markets that are embedded in the correlation matrices.
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Conservation laws and symmetries in competitive systems

3.1 Background

In this chapter, we will introduce the conservation laws and symmetries in competitive systems using analytical mechanics. It is known that nonlinear dynamical systems and non-equilibrium systems which are characterized by complex interactions, self organizations, spontaneous emergence of order \[47\], dissipative structure \[104\] and nonlinear cooperative phenomena have shown essential roles in natural sciences, as well as financial system, ecological system, and life science. \[26\][115].

Since nonlinear dynamical systems or non-equilibrium systems are difficult to handle unlike linear dynamical systems, their complex interactions and structures make it so difficult to understand a response of a system from perturbations or external effects. Therefore it seems that there exist no simple laws or orders in such nonlinear systems.

However, from the perspective of natural sciences, conservation laws, symmetries and orders in nonlinear dynamical systems would exist even in nonlinear and non-equilibrium systems such as biology \[96\], ecology, and economical systems.

The important models in the field of ecology or economy are that of Malthus (1959) for a population analysis, Alfred Lotka (1925) \[74\] and Vito Volterra (1926) \[134\] for prey-predator nonlinear differential equations known as Lotka-Volterra (LV) equation. Also, in the field of economy, a conserved quantity in the phenomena of business cycle \[125\] is studied and this model of business cycle is regarded as a predator-prey type of competitive system, and also a mathematical model for Lanchester Strategic Management is known as a predator-prey type competitive system \[32\].

The researches on symmetries and the first integrals of the LV system attracted attention in the 20th century. The Lagrangian approach to equations of motion is known as an important method to analyze conservation laws in nonlinear dynamics \[38\] and generalized to space-time and multi-dimensional systems \[42\][46]. The concept of symmetry provides us with quantitative formulation of conservation laws and enables us to find stable solutions of nonlinear differential equations \[44\].

In addition, several methods such as the Lie method \[13\][85], Painlevé analysis \[17\], have been applied to search conservation laws or symmetries. For example, José Fernández-Núñez studied symmetries of two-dimensional LV system \[25\] using Lagrangian approach. They discussed a Lagrangian
structure in LV system with Lagrangian linear in velocities. However, we expect a conservation law which is velocity-independent, and the symmetric nonlinear differential equations of 2n-dimensional nonlinear dynamical system will be given from conservation laws by Noether’s theorem [97].

The symmetry and conservation law in the 2n-dimensional first-order nonlinear differential equations need a binary coupled form, therefore, the system of the nonlinear differential equations becomes the even dimensions (2, 4, 6, …, 2n). We denote the requirement of the symmetric form as the binary-coupled form (BCF).

In this chapter, we discuss the existence of conservation laws in a 2n-dimensional Lotka-Volterra type of competitive system with general nonlinear interactions. Competitive systems are well known in ecology and biology, as well as in the fields of information system [105]. We will employ the Lagrangian approach to examine a system of 2n-dimensional nonlinear differential equations which contains linear interactions Lotka-Volterra type of nonlinear interactions, and self interactions. We discuss that symmetries and conservation laws of nonlinear interactions are important in nature by analyzing a general nonlinear dynamical (ND) system using Noether’s theorem.

In section 3.2, we refer to notations of Euler-Lagrange equation and Noether’s theorem to define conservation laws. In section 3.3, we introduce Lagrangian and conservation laws of a general competitive system for the 2n-dimensional ND system. Then we discuss that a symmetric and nonlinear dynamical system should exist in a form of 2n-dimensional nonlinear differential equations when conservation law exists. In section 3.4, we will illustrate examples of conservation laws in two variables to explain the results discussed in section 3.3. In section 3.5, we will discuss our results.

3.2 Noether’s theorem and conservation laws

The general formulation of necessary condition for extrema in Lagrangian formulation, \( \mathcal{L}(t, x^k(t), \dot{x}^k(t)) \), is given by

\[
\delta J = \delta \int L(t, x^k(t), \dot{x}^k(t)) dt = 0 \quad (k = 1, \ldots, n),
\]  

(3.1)

and all functions, \( x(t) = (x^1(t), \ldots, x^n(t)) \), \( t \in [a, b] \), belong to \( C^2[a, b] \), which denotes the set of all continuous functions on the interval \( [a, b] \) and the second derivatives of all functions are continuous.

If \( x(t) \) is a relative minimum of the functional \( J \), the condition (3.1) generates,

\[
E_k = \frac{\partial L}{\partial x^k} - \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}^k} \right) = 0.
\]  

(3.2)

This is the Euler-Lagrange equation which determines equations of motion of a system.

Noether’s theorem describes that the Lagrangian with Euler-Lagrange equation is invariant under certain space-time transformations, and invariances of Lagrangian generate respective conservation laws. For example, the time-translation invariance of Lagrangian corresponds to the conservation of energy of a system. Let us consider \( r \)-parameter transformations in general that will be regarded as transformations of configuration space, \( (t, x^1, \ldots, x^n) \)-space, depending upon \( r \) real, independent parameters \( \epsilon^1, \ldots, \epsilon^r \). The transformations are defined by

\[
\bar{t} = t + \tau(t, x)\epsilon^s + o(\epsilon),
\]

\[
\bar{x}^k = x^k + \xi^k_s(t, x)\epsilon^s + o(\epsilon),
\]  

(3.3)
where \( s \) ranges over \( 1, \ldots, r \), and \( o(\varepsilon) \) denotes the terms which go to zero faster than \( |\varepsilon|, \lim_{|\varepsilon| \to 0} o(\varepsilon)/|\varepsilon| = 0 \). The functions \( \tau_s(t, x) \) and \( \xi^k_s(t, x) \) for linear parts of \( \bar{t} \) and \( \bar{x}^k \) with respect to \( \varepsilon \) are commonly called the infinitesimal generators of the transformations. Classical theorem of Emmy Noether on invariant variational problems can be derived under the hypotheses of extrema (3.1), and transformation (3.3) [73].

The result is the \( r \) identities produced by the transformation (3.3),

\[
-E_k(\xi^k_s - \dot{x}^k_s \tau_s) = \frac{d}{dt}\left( (L - \dot{x}^k \frac{\partial L}{\partial \dot{x}^k}) \tau_s + \frac{\partial L}{\partial \dot{x}^k} \xi^k_s - \Phi_s \right),
\]

where \( k = 1, \ldots, n \) is summed, and \( \Phi_s \) is an arbitrary function defined as a gauge function of the transformation. Note that the arbitrary choice of a gauge function will not change equations of motion of a system, which can be usually used for a convenient expression of conservation laws. If the fundamental integral (3.1) is divergence-invariant under the \( r \) parameter group of transformation (3.3), and if \( E_k = 0 \) for \( k = 1, \ldots, n \), then following \( r \) expressions are obtained:

\[
\Psi_s \equiv \left( L - \dot{x}^k \frac{\partial L}{\partial \dot{x}^k} \right) \tau_s + \frac{\partial L}{\partial \dot{x}^k} \xi^k_s - \Phi_s = \text{constant}.
\]

This defines the conserved quantities of a system. Since the expressions \( \Psi \) defined in (3.5) are constant with the condition: \( E_k = 0(k = 1, \ldots, n) \), they are the first integrals of the differential equations of motion, that is, the conserved quantities. In physical applications, the first integral (3.5) is interpreted as the energy of the system, whose governing equations are \( E_k = 0 \). In general, the expressions \( \Psi \) is constant with respect to time and along any extremal solutions of a system. By employing the formalism, the conservation law and symmetry of nonlinear dynamical differential equations are discussed in the section 3.3, and we will show the first integrals, the symmetry of \( \Psi \) and its solutions in an explicit coupled two-variables system in section (3.4) as an example for the current approach.

### 3.3 Conserved quantities and symmetric BCF in 2n-dimensional nonlinear dynamical (ND) systems

Nonlinear dynamical systems are well known in feedback systems, such as biology, environmental sciences and computer systems, and they are important to understand many complicated interactive structures. Consider a nonlinear dynamical system that has \( 2n \) variables. The system has self-interactions, mixing interactions of quadratic forms of all combinations, such as

\[
x_1^2, x_2^2, \ldots, x_1 x_2, x_3 x_4, \ldots.
\]

In this section, we will show the following. (1) We begin to examine a nonlinear dynamical system of \( 2n \) variables in symmetric form. The variables \((x_1, x_2, x_3, \ldots, x_{2n})\) are, for example, \( 2n \) species of competing creatures in LV system [115], or a cell-structured organism which cooperates together [96]. We will write down a quadratically interacting system as general as possible and investigate the properties of nonlinear interactions as a whole. (2) We will discuss that the solution of the \( 2n \)-dimensional ND differential system with respect to the conservation law and Noether’s theorem by calculating \( \Psi \) explicitly. (3) We will show that a coupled nonlinear dynamical system in BCF has a conserved quantity, or Hamiltonian of the BCF, which is velocity-independent.
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The 2n-dimensional ND system in BCF having 2n variables \( (x_1, \ldots, x_{2n}) \) is generally described as,

\[
\dot{x}_{2k-1} = \sum_{i=1}^{n} (a_{2k-1,2i-1} x_{2i-1} + a_{2k-1,2i} x_{2i}) + \sum_{j=1}^{2n} a_{2k-1,2n+j} x_j x_{2k-1} \\
+ \sum_{i=1}^{n'} a_{2k-1,4n+i} x_{2i-1} x_{2i},
\]

(3.6)

\[
\dot{x}_{2k} = \sum_{i=1}^{n} (a_{2k,2i-1} x_{2i-1} + a_{2k,2i} x_{2i}) + \sum_{j=1}^{2n} a_{2k,2n+j} x_j x_{2k} \\
+ \sum_{i=1}^{n'} a_{2k,4n+i} x_{2i-1} x_{2i},
\]

where \( k = 1, 2, \ldots, n \). The first summation expresses the linear part of interaction which contains all variables \( x_1, \ldots, x_{2n} \). The second term is the competitive interaction expressed by coupled two variables, \( x_k x_1, \ldots, x_k x_{2n} \). This term is typical in classical LV equations. The third term with prime, \( \sum_{i=1}^{n'} x_{2i-1} x_{2i} \), expresses all the mixing interactions other than \( i = k \).

The Lagrangian of (3.6) is given by the following form,

\[
\mathcal{L} = \sum_{i=1}^{n} (a_{2i-1,2i-1} x_{2i-1} + a_{2i,2i-1} x_{2i}) \\
+ \sum_{i=1}^{n} \sum_{j=1}^{2n} a_{2i,2n+j} x_{2i-1} x_j \\
+ \sum_{i=1}^{n} \sum_{j=1}^{2n} a_{2i,2n+2n(i-1)+j} x_{2i} x_j \\
+ \sum_{i=1}^{n} \sum_{j=1}^{2n} a_{2i,4n+i} x_{2i-1} x_{2i} x_j.
\]

(3.7)

Applying Euler-Lagrange equation (3.2) to Eq. (3.7), we can get ordinary differential equations; the ordinary differential equation for \( \dot{x}_{2k-1} \) is derived as

\[
d_{2k,2k-1} \dot{x}_{2k-1} = \sum_{i=1}^{n} (a_{2i,2n+2n(i-1)+2k} + a_{2i,2n+2n(k-1)+2i-1}) x_{2i-1} \\
+ \sum_{i=1}^{n} (a_{2i,2n^2+2n(i-1)+2k} + a_{2i,2n^2+2n(k-1)+2i}) x_{2i} \\
+ \sum_{j=1}^{2n} a_{4n+i,2n+2n(k-1)+2j} x_{2i} x_{2k-1} \\
+ \sum_{j=1}^{2n} a_{4n+i,2n+2n(i-1)+2k} x_{2j} x_{2k-1}.
\]

(3.8)
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and the ordinary differential equation for $\dot{x}_{2k}$ is derived as

$$
d_{2k-1,2k,\dot{x}_{2k}} = \sum_{i=1}^{n} \left( \alpha_{2n+2n(i-1)+2k-1} + \alpha_{2n+2n(k-1)+2i-1} \right) x_{2i-1}
+ \sum_{i=1}^{n} \left( \alpha_{2n+2n(i-1)+2k-1} + \alpha_{2n+2n(k-1)+2i} \right) x_{2i}
+ \sum_{j=1}^{n} \alpha_{4n^2+2n+2n(k-1)+j} \dot{x}_{2k}
+ \sum_{i=1}^{n} \alpha_{4n^2+2n+2n(i-1)+2k-1} x_{2i-1} x_{2i},
$$

(3.9)

where $d_{2k-1,2k} = \alpha_{2k} - \alpha_{2k-1}$ and $d_{2k,2k-1} = -d_{2k-1,2k}$ for all $k$. The conditions of parameters can be obtained by comparing (3.6) and (3.8) when the coupled ND differential equations have a conserved quantity. The conditions of coefficients for $\dot{x}_{2k-1}$ are given by,

$$
a_{2k-1,2i-1} = \frac{1}{d_{2k,2k-1}} (\alpha_{2n+2n(i-1)+2k} + \alpha_{2n+2n(k-1)+2i-1}),
$$

$$
a_{2k-1,2i} = \frac{1}{d_{2k,2k-1}} (\alpha_{2n+2n(i-1)+2k} + \alpha_{2n^2+2n(k-1)+2i}),
$$

(3.10)

$$
a_{2k-1,2n+j} = \begin{cases} 
\frac{2}{d_{2k,2k-1}}, & (j = 2k), \\
\frac{1}{d_{2k,2k-1}} \alpha_{4n^2+2n+2n(k-1)+j}, & (j \neq 2k), 
\end{cases}
$$

$$
a_{2k-1,4n+i} = \frac{1}{d_{2k,2k-1}} \alpha_{4n^2+2n+2n(i-1)+2k} \quad (i \neq k),
$$

and also by comparing (3.6), (3.9), we get conditions of parameters for $\dot{x}_{2k}$ ND differential equations,

$$
a_{2k,2i-1} = \frac{1}{d_{2k-1,2k}} (\alpha_{2n+2n(i-1)+2k-1} + \alpha_{2n+2n(k-1)+2i-1}),
$$

$$
a_{2k,2i} = \frac{1}{d_{2k-1,2k}} (\alpha_{2n+2n(i-1)+2k-1} + \alpha_{2n+2n(k-1)+2i}),
$$

(3.11)

$$
a_{2k,2n+j} = \begin{cases} 
\frac{2}{d_{2k-1,2k}}, & (j = 2k - 1), \\
\frac{1}{d_{2k-1,2k}} \alpha_{4n^2+2n+2n(k-1)+j}, & (j \neq 2k - 1), 
\end{cases}
$$

$$
a_{2k,4n+i} = \frac{1}{d_{2k-1,2k}} \alpha_{4n^2+2n+2n(i-1)+2k-1} \quad (i \neq k).
$$

One should note that if the parameters satisfy these conditions, then the ND differential equations have a conserved quantity. The conserved quantity for time transformation for the coupled ND equations is
given by,

\[ \Psi \equiv \sum_{i=1}^{n} \sum_{j=1}^{2n} \alpha_{i2n+2n(i-1)+j} \cdot x_{2i-1} \cdot x_{j} \]

\[ + \sum_{i=1}^{n} \sum_{j=1}^{2n} \alpha_{i2n^2+2n+2n(i-1)+j} \cdot x_{2i} \cdot x_{j} \]

\[ + \sum_{i=1}^{n} \sum_{j=1}^{2n} \alpha_{i4n^2+2n+2n(i-1)+j} \cdot x_{2i-1} \cdot x_{2j}. \]  \hspace{1cm} (3.12)

The conserved quantity, \( \Psi(x_1, x_2, \ldots, x_{2n}) \), that produces the first order coupled nonlinear differential equations in BCF is conserved and constant with respect to time.

In this ND system, we define the stable solutions as follows. When one substitutes the solutions \( (x_1, x_2, \ldots, x_{2n}) \) into \( \Psi(x_1, x_2, \ldots, x_{2n}) \) obtained in certain time range and \( \Psi \) becomes strictly constant, we say that the solutions are stable in the time range. If \( \Psi \) is not constant, solutions are unstable or may not exist. In addition, one can conclude that the coefficients of the ND system are strictly constrained by the conservation law. This is also one of the important results of the conserved ND system. When the coefficients satisfy the relations \( (3.10) \) and \( (3.11) \), the ND differential equations have solutions that maintain the conserved quantity \( \Psi(x_1, x_2, \ldots, x_{2n}) \). If the ND system do not meet conditions \( (3.10) \) and \( (3.11) \), \( \Psi \) may not be constant with respect to time. It will be shown explicitly in examples in the section \( 3.4 \).

However, because nonlinear coefficients can be assumed to take any values although they are restricted by some conditions, there exist cases that the general nonlinear dynamical system does not have solutions despite the fact that it has formally the conserved quantity \( \Psi \). For this reason, we mainly concern ourselves to analyze cases in our BCF competitive system which has converged solutions and a conserved quantity \( \Psi \).

The conserved quantity \( \Psi \) is invariant under exchanges of any variables \( x_i \leftrightarrow x_j \);

\[ \Psi(x_1, \ldots, x_i, \ldots, x_j, \ldots, x_{2n}) = \Psi'(x_1, \ldots, x_j, \ldots, x_i, \ldots, x_{2n}), \]  \hspace{1cm} (3.13)

where \( \Psi'(x_1, \ldots, x_j, \ldots, x_i, \ldots, x_{2n}) \) is obtained from \( \Psi \) by renaming of coefficients. Because of the symmetry, the addition of other BCF, for example, \( \Psi(x_{2n+1}, x_{2n+2}) \) assuming the similar nonlinear interaction to the whole system, changes only \( n \to n + 1 \) in \( (3.12) \), which means the conservation law of the system is unchanged. It indicates that the property of ND system may be kept unchanged even when the nonlinear differential equations are changed to as \( n \to n + 1 \); \( \Psi(x_1, \ldots, x_{2n}) = \text{constant} \) can be maintained as \( \Psi(x_1, \ldots, x_{2n}, x_{2n+1}, x_{2n+2}) = \text{constant} \), if the coefficients of nonlinear interactions of \( \Psi(x_{2n+1}, x_{2n+2}) \) with others are not extremely different. The condition \( (3.13) \) could be interpreted in terms of conservation law to maintain stability, homeostasis of a biological system.

The conserved quantity \( \Psi(x_1, \ldots, x_{2n}) = \text{constant} \), can be used to check the accuracy of numerical solutions to the \( 2n \) differential equations. Let us suppose that solutions to \( (3.6) \), \( x_1, \ldots, x_{2n} \) are obtained. Then, one should substitute all solutions to \( (3.12) \) to check if \( \Psi \) becomes constant or not. In the Figure \( 3.1 \) and Figure \( 3.2 \), the solutions to classical LV equation in the example of the section \( 3.4 \) are shown. The parameters of solution 1 and solution 2 are \( \alpha_1 = -0.02, \alpha_2 = -0.02, \alpha_3 = 50.0, \alpha_4 = 100.0, \)
\( \alpha_5 = 1.0, \) and initial values of solution 1 and solution 2 are \( x_1 = 10.0, x_2 = 10.0 \) (see (3.25)). The size of interval \( \Delta H \) in Runge-Kutta methods of solution 1 is \( \Delta H = 0.01 \), and solution 2 is \( \Delta H = 0.5 \).

If \( \Psi \) is exactly constant in the assumed interval \( t \in [a, b] \), the solutions, \( x_1, \ldots, x_{2n} \), are expected to be exact. If \( \Psi \approx \text{constant} \), \( x_1, \ldots, x_{2n} \) are approximate solutions that depend on the accuracy of \( \Psi = \text{constant} \).

### Figure 3.1
Numerical simulations of classical LV equation. Solution 1 and Solution 2 have different increment.

### Figure 3.2
Numerical simulation of conserved quantity \( \Psi \). Solution 1 are constant but Solution 2 oscillate and increase with respect to time.

#### 3.4 Examples

The conservation law (3.12) in the BCF is a velocity-independent form. In the work of J. Fernández-Núñez, some functions are velocity-dependent and coupled with derivative terms such as \( \dot{x}_2 \log x_2/x_1 \) and \( \dot{x}_1 \log x_2/x_1 \) to obtain the classical LV system, and we also found a velocity-independent form of the exponential type, \( \exp \{ f(x_1, x_2, \ldots) \} \), shown in the example in section 3.4.2.

#### 3.4.1 2-variable system

Here, we show an example of \( 2n \)-dimensional ND system in the case of \( n = 1 \) in (3.6). The ND system of (3.6) is defined by

\[
\begin{align*}
\dot{x}_1 &= a_{11} x_1 + a_{12} x_2 + a_{13} x_1^2 + a_{14} x_1 x_2, \\
\dot{x}_2 &= a_{21} x_1 + a_{22} x_2 + a_{23} x_1 x_2 + a_{24} x_2^2.
\end{align*}
\]  

(3.14)

The mixing interactions and self-interactions are expressed as \( x_1 x_2, x_1^2 \) and \( x_2^2 \). Since this system has two variables, we have only \( x_1 x_2 \) mixing interaction. The Lagrangian of this system is described from (3.7) as

\[
\mathcal{L} = a_1 \dot{x}_1 x_2 + a_2 \dot{x}_1 \dot{x}_2 + a_3 \dot{x}_1^2 + (a_4 + a_5) x_1 x_2 \\
+ a_6 x_2^2 + a_7 x_1^2 x_2 + a_8 x_1 x_2^2.
\]  

(3.15)
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From (3.15), we get the following nonlinear differential equation,

$$
\begin{align*}
\dot{x}_1 &= \frac{1}{d_{21}}[(\alpha_4 + \alpha_5)x_1 + 2\alpha_6x_2 + 2\alpha_8x_1x_2 + \alpha_7x_1^2], \\
\dot{x}_2 &= \frac{1}{d_{12}}(2\alpha_3x_1 + (\alpha_4 + \alpha_5)x_2 + 2\alpha_7x_1x_2 + \alpha_8x_2^2).
\end{align*}
$$

(3.16) (3.17)

The parameter $d_{21}$ is given by $d_{21} = \alpha_2 - \alpha_1 = -d_{12}$. The conserved quantity $\Psi$ of this system is obtained as follows

$$
\Psi = \alpha_3x_1^2 + (\alpha_4 + \alpha_5)x_1x_2 + \alpha_6x_2^2 + \alpha_7x_1^2x_2 + \alpha_8x_1x_2^2.
$$

(3.18)

Figure 3.3: Numerical simulation of 2-variable ND 1. The parameters of 2-variable ND 1: $\alpha_1 = 1.0$, $\alpha_2 = 2.0$, $\alpha_3 = -0.01$, $\alpha_4 = 0.5$, $\alpha_5 = 0.5$, $\alpha_6 = -0.01$, $\alpha_7 = -0.01$, $\alpha_8 = -0.01$, initial values are $x_1 = 10.0$, $x_2 = 10.0$.

Figure 3.4: Numerical simulation of 2-variable ND 2. The parameters of 2-variable ND 2: $\alpha_1 = 1.0$, $\alpha_2 = 2.0$, $\alpha_3 = -0.1$, $\alpha_4 = 0.5$, $\alpha_5 = 0.5$, $\alpha_6 = -0.1$, $\alpha_7 = -0.01$, $\alpha_8 = -0.01$, initial values are $x_1 = 10.0$, $x_2 = 10.0$.

We show numerical simulations of 2-variable ND system in Figures 3.3, 3.4, 3.5, and 3.6. Note that 2-variable ND 1 in Figure 3.3 and 2-variable ND 2 in Figure 3.4 with different parameters are periodically stable and have the same conserved quantity $\Psi$ defined as (3.18). The parameters of both 2-variable ND 1 and ND 2 are given in caption Figure 3.3 and Figure 3.4. The solutions of 2-variable ND 1 and ND 2 are periodic and steady state in Figure 3.5 and the conserved quantity defined in (3.18) is given in Figure 3.6. The conserved quantity of 2-variable ND 1 and ND 2 is strictly constant with respect to time.

In Figure 3.7 and Figure 3.8, we show an example in the case that parameters of 2n-ND system (3.6) do not satisfy the condition (3.10) and (3.11). The conserved quantity $\Psi$ is not equal to a constant in time. In the simulation of 2-variable ND 3* in Figure 3.7, the coefficient of $x_1^2$ in (3.16) changed from $\alpha_7$ to $-\alpha_7$, and the coefficient $d_{12}$ in (3.17) changed from $d_{12}$ to $d_{21}$ and the coefficient $x_1^2$ in (3.17) also changed $\alpha_8$ to $-\alpha_8$ so that the system of differential equations does not satisfy the condition (3.10), (3.11) and the conservation law (3.18). The parameters are determined as $\alpha_1 = 1.0$, $\alpha_2 = 2.0$, $\alpha_3 = 0.5$, $\alpha_4 = 0.5$, $\alpha_6 = 0.1$, $\alpha_7 = 0.01$, $\alpha_8 = 0.01$, and initial values are $x_1 = 10.0$, $x_2 = 10.0$. In the simulation (3.8) quantity $\Psi$ increased exponentially and diverged. $\Psi$ is not constant with respect to time in this case. It indicates that $\Psi$ is not constant when the coefficients do not meet the condition (3.10) and (3.11), and $\Psi$ diverged when the solutions of the system diverged with respect to time.
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Next, let us assume that the 3-variable system has a similar conservation law as (3.18), and we obtain the Lagrangian of the following type,

\[ L = \alpha_1 x_1 x_2 + \alpha_2 \dot{x}_2 x_3 + \alpha_3 \dot{x}_3 x_1 + \alpha_4 x_1 x_2 + \alpha_5 x_1 x_3 \\
+ \alpha_6 x_2 x_3 + \alpha_7 x_1^2 + \alpha_8 x_2^2 + \alpha_9 x_3^2 + \alpha_{10} x_1^2 x_2 \\
+ \alpha_{11} x_1 x_2^2 + \alpha_{12} x_1^2 x_3 + \alpha_{13} x_1 x_3^2 + \alpha_{14} x_2^2 x_3 + \alpha_{15} x_2 x_3^2 \]  

(3.19)

The conserved quantity of (3.19) is given by

\[ \Psi = \alpha_4 x_1 x_2 + \alpha_5 x_1 x_3 + \alpha_6 x_2 x_3 + \alpha_7 x_1^2 + \alpha_8 x_2^2 + \alpha_9 x_3^2 \\
+ \alpha_{10} x_1^2 x_2 + \alpha_{11} x_1 x_2^2 + \alpha_{12} x_1^2 x_3 + \alpha_{13} x_1 x_3^2 \\
+ \alpha_{14} x_2^2 x_3 + \alpha_{15} x_2 x_3^2 \]  

(3.20)

Figure 3.5: Numerical solutions of 2-variable ND 1 and ND 2.

Figure 3.6: Numerical solutions of conserved quantity \( \Psi \) of 2-variable ND 1 and ND 2. Note that \( \Psi \) is constant in both cases.

Figure 3.7: Numerical solutions of 2-variable ND 3* system with parameters which do not satisfy conditions.

Figure 3.8: Numerical solutions of \( \Psi \) of 2-variable ND 3*. Note that the solutions are not constant and diverge with respect to time.
The Lagrangian (3.19) produces, the following ordinary differential equations,

\[
\begin{align*}
\dot{x}_1 - \dot{x}_3 &= a_1 x_1 + a_4 x_2 + a_5 x_3 + 2a_{10} x_1 x_2 + a_{11} x_2^2 + 2a_{12} x_1 x_3 + a_{13} x_3^2, \\
\dot{x}_3 - \dot{x}_1 &= a_3 x_1 + a_8 x_2 + a_6 x_3 + 2a_{11} x_1 x_2 + 2a_{14} x_2 x_3 + a_{15} x_3^2, \\
\dot{x}_1 - \dot{x}_2 &= a_5 x_1 + a_6 x_2 + 2a_9 x_3 + a_{12} x_1^2 + 2a_{13} x_1 x_3 + a_{14} x_2^2 + 2a_{15} x_2 x_3.
\end{align*}
\]  

(3.21)

The type of differential equations is a little different from that of the 2n variables. The coupled linear equation (3.21) can be solved for \(x_3\), resulting in

\[
\begin{align*}
(a_2 a_{13} + a_3 a_{15}) x_3^2 + ((2a_1 a_{15} + 2a_3 a_{14}) x_2 + (2a_1 a_{13} + 2a_2 a_{12}) x_1 + (2a_1 a_9 + a_2 a_5 + a_3 a_6) x_3 + (a_1 a_5 + 2a_2 a_7 + a_3 a_4) x_1 + (a_1 a_6 + a_2 a_4 + 2a_3 a_8) x_2 + (a_1 a_{12} + a_3 a_{10}) x_1^2 + (2a_3 a_{11} + 2a_2 a_{10}) x_1 x_2 + (a_1 a_{14} + a_2 a_{11}) x_2^2 &= 0.
\end{align*}
\]  

(3.22)

This is another time-independent relation of the 3-variable ND system. However, the time-independent relation is obtained from the differential equations, not from the conservation law \(\Psi\). Hence, it indicates that there are two types of time-independent relations: (1) the time-independent relation that is strictly determined by Lagrangian or Noether’s theorem; (2) the time-independent relation that is derived from a particular structure of differential equations, but is not necessarily related to the conservation law. The conserved quantity, \(\Psi\), is strictly constant with respect to time, which is more general than the relation (3.22).

### 3.4.2 Exponential types of 2 variable coupled LV system

We show another type of conserved quantity of 2 variables which is similar to Lyapunov function. The classical type of LV equation is defined as

\[
\begin{align*}
\dot{x}_1 &= a_{11} x_1 + a_{12} x_1 x_2, \\
\dot{x}_2 &= a_{21} x_2 + a_{22} x_1 x_2.
\end{align*}
\]  

(3.23)

\(x_1\) and \(x_2\) are interpreted as a prey and a predator, respectively. The Lagrangian of (3.23) is described as follows

\[
\mathcal{L} = \exp[a_1 x_1 + a_2 x_2] [a_3 \dot{x}_1 + a_4 \dot{x}_2 + a_5 x_1 x_2].
\]  

(3.24)

We can get the conditions of parameter from (3.23) and (3.24),

\[
\begin{align*}
\dot{x}_1 &= \frac{1}{a_{12}} a_5 [a_2 x_1 x_2 + x_1], \\
\dot{x}_2 &= \frac{1}{a_{21}} a_5 [a_1 x_1 x_2 + x_2],
\end{align*}
\]  

(3.25)
where \( d_{12} = a_1a_4 - a_2a_3 = -d_{21} \) This is the condition for parameters to have a conserved quantity. The conserved quantity \( \Psi \) is obtained as

\[
\Psi \equiv \alpha_5 \exp[\alpha_1 x_1 + \alpha_2 x_2] x_1 x_2.
\] (3.26)

The logarithm of (3.26) is similar to a well known Lyapunov function \( V(x_1, x_2) \) which has the property \( dV(x_1, x_2)/dt = 0 \). It can be directly explained that the time derivative of conserved quantity should vanish, \( d\Psi/dt = 0 \), and therefore, Lyapunov function has a strong relation with Noether’s theorem.

One can see that the conservation law and Lyapunov function are explicitly related to each other in the example. However, it is not clear whether the connections between the 2n-dimensional ND system and Lyapunov function are directly related to each other. Let us assume 3-variable type of differential equations of exponential type. The Lagrangian of linear 3-variable first-order equation is assumed as

\[
\mathcal{L} = \exp[\alpha_1 x_1 + \alpha_2 x_2 + \alpha_3 x_3]\{\alpha_4 \dot{x}_1 + \alpha_5 \dot{x}_2 + \alpha_6 \dot{x}_3 +
\alpha_7 x_1 + \alpha_8 x_2 + \alpha_9 x_3 + \alpha_{10} x_1 x_2 + \alpha_{11} x_1 x_3 + \alpha_{12} x_2 x_3\}.
\] (3.27)

Applying Eq. (3.2) to Eq. (3.29), we get three equations as

\[
\begin{align*}
(a_1a_5 - a_2a_4)\dot{x}_2 &+ (a_1a_6 - a_3a_4)\dot{x}_3 + a_1a_7 \dot{x}_1 + (a_1a_8 + a_{10})x_2 \\
+ (a_1a_9 + a_{11})x_3 + a_1a_{10} x_1 x_2 + a_1a_{11} x_1 x_3 + a_1a_{12} x_2 x_3 + a_7 &= 0, \\
(a_2a_4 - a_1a_5)\dot{x}_1 &+ (a_2a_6 - a_3a_5)\dot{x}_3 + (a_2a_7 + a_{10})\dot{x}_1 + a_2a_{12}x_2 \\
+ (a_2a_9 + a_{12})x_3 + a_2a_{10} x_1 x_2 + a_2a_{11} x_1 x_3 + a_2a_{12} x_2 x_3 + a_8 &= 0, \\
(a_3a_4 - a_1a_6)\dot{x}_1 &+ (a_3a_5 - a_2a_6)\dot{x}_2 + (a_3a_7 + a_{11})\dot{x}_1 + (a_3a_8 + a_{12})x_2 \\
+ a_3a_{10}x_3 + a_3a_{12} x_1 x_2 + a_3a_{11} x_1 x_3 + a_3a_{12} x_2 x_3 + a_9 &= 0.
\end{align*}
\] (3.28)

The conserved quantity is velocity-independent and given by

\[
\Psi = \exp[\alpha_1 x_1 + \alpha_2 x_2 + \alpha_3 x_3]\{\alpha_7 \dot{x}_1 + \alpha_8 \dot{x}_2 + \alpha_9 \dot{x}_3 \\
+ \alpha_{10} x_1 x_2 + \alpha_{11} x_1 x_3 + \alpha_{12} x_2 x_3\}.
\] (3.29)

The nonlinear equation (3.28) can be solved for \( x_3 \), resulting in

\[
x_3 = \frac{1}{\sigma_1 + \sigma_2 x_1 + \sigma_3 x_2}\{[\phi_3 a_1 a_7 + \phi_1 (a_2 a_7 + a_{10}) + \phi_2 (a_3 a_7 + a_{11})]x_1 \\
+ \phi_3 (a_1 a_8 + a_{10}) + \phi_1 a_2 a_8 + \phi_2 (a_3 a_8 + a_{12})\}x_2 \\
+ \phi_3 a_1 a_{10} + \phi_1 a_2 a_{10} + \phi_2 a_3 a_{10}]x_1 x_2 + \phi_3 a_7 + \phi_1 a_8 + \phi_2 a_9
\] (3.30)

where \( \phi_1 = \sigma_3 a_4 - \sigma_1 a_6, \phi_2 = \sigma_2 a_5 - \sigma_2 a_4, \phi_3 = \sigma_3 a_6 - \sigma_3 a_5, \sigma_1 = -\phi_3 (a_1 a_9 + a_{11}) - \phi_1 (a_2 a_9 + a_{12}) - \phi_2 a_3 a_9, \sigma_2 = -\phi_3 a_1 a_{11} - \phi_1 a_2 a_{11} + \phi_2 a_3 a_{11}, \sigma_3 = -\phi_3 a_1 a_{12} - \phi_1 a_2 a_{12} - \phi_2 a_3 a_{12}. \) As discussed in the example[3.4.1] the conserved quantity is strictly constant with respect to time, which is more general than equation (3.30).
3.5 Discussion

In this research project, we have investigated a system of $2n$ dimensional, coupled first order differential equations which contains self-interactions, and mixing interactions by using Noether’s theorem. We discussed that the nonlinear differential equations with a conserved quantity, $\Psi$, calculated by Noether’s theorem have converged stable solutions, and the coefficients of nonlinear interactions are strictly confined by the conservation law of the system. The conserving converged solutions are shown by a closed curve in $(x_1, x_2)$-coordinates for 2-dimensional case, and in general, it should be discussed by a closed hyper-surface in $(x_1, x_2, \ldots, x_{2n})$-coordinates for $2n$-dimensional case.

Conventionally, the analysis of conserved quantity of solutions to a system of coupled differential equations is discussed with Lyapunov function [84]. There are two main types of Lyapunov functions that are strict Lyapunov and non-strict Lyapunov functions. Our conserved quantity would correspond to the strict Lyapunov function, due to the global property of Lagrangian approach. The theorem relates stability and conserved quantity analogous to conservation laws of energy and momentum in physics, hence it is helpful to understand a system of nonlinear differential equations in view of scientific or physical terms.

A system of symmetric nonlinear coupled first order differential equations has a conservation law and exists in the form of the $2n$-independent variables $(x_1, x_2, \ldots, x_{2n})$. We termed the system of symmetric first-order differential equations composed of the $2n$-dimensional nonlinear interactions as the binary-coupled form (BCF). If a coupled nonlinear system exists in a form of symmetric first-order differential equations, which has a velocity-independent conserved quantity as discussed in this thesis, the system tends to be composed of the binary-coupled form $(2, 4, 6, \ldots, 2n)$. The predator-prey type system (2-coupled form), food-web system [40][92], and gene regulation network system [39][88] may be typical examples, and also the computer network seems to be expressed by $2n$-coupled form [105]. If a competitive system is the odd-variable type, the system of the first-order differential equations becomes little different as shown in the example in section 3.4.2.

When a binary-coupled system with a conservation law $\Psi(x_1, \ldots, x_{2n})$ and another system with $\Psi(x_{2n+1}, x_{2n+2})$ interact with each other and result in constructing a new binary-coupled system, the system should have the conservation law in the form of $\Psi(x_1, \ldots, x_{2n}) + \Psi(x_{2n+1}, x_{2n+2}) \to \Psi(x_1, \ldots, x_{2n+2})$ as in the form (3.12), even if they are nonlinearly interacting as (3.6). This may indicate an addition law for the same conserving ND systems. The addition law may be interpreted as the restoration or rehabilitation phenomena known in a large system of neural network or computer network when a small disordered device or part of a large network system is replaced by a normal device.

The conservation law is also used to check the accuracy of numerical solutions of nonlinear differential equations. The binary-coupled differential equations have interesting properties as shown in this chapter, and the system of BCF $(2, 4, 6, \ldots, 2n)$ seems to be found in social, natural and biological sciences. If a system of BCF is naturally discovered in nature, the consequences discussed in BCF system would help understand structures, interactions, evolution mechanism of biological systems as well as social, economic and environmental systems.

We have investigated and discussed the property of $2n$-dimensional system in general. Although $2n$-dimensional system is discussed as a continuous system by employing differential equations, it is useful to examine their qualitative character of the classical LV system. However, most of biological phenomena may be mesoscopic, and a discrete system would fit actual phenomena more than a continuous system.
Chapter 4

Stability and restoration phenomena in competitive systems

4.1 Background

In this chapter, we will introduce characteristic properties of ecological system using $2n$ Nonlinear Dynamical model. The concept of stability is important in order to understand natural phenomena in physical, biological and engineering systems. In our previous study, we studied the relation between a conservation law and stability of a $2n$-dimensional competitive system that contains competitive interactions, self-interactions and mixing interactions. The system consists of $2n$-dimensional nonlinear differential equations required from Noether’s theorem [130]. The $2n$-dimensional nonlinear ordinary differential equations for a competitive system constructed to satisfy the conservation law have properties such as the addition law, which is empirically interpreted as recovery from injuries of skin and tissues in biological bodies.

It has been shown by many researchers that a relatively simple set of interactions can explain complex phenomena in biological systems [30, 86]. For example, in 1952, Turing suggested chemical molecular mechanism called the reaction-diffusion system [129] which is defined as semi-linear parabolic partial differential equations. This reaction-diffusion system is well applied for explaining stripe patterns of the marine angelfish, Pomacanthus, and restoration phenomena in its stripe patterns from injuries was observed [62, 65, 71]. Prigogine also proposed Brusselator model with nonlinear ordinary differential equations to illustrate spatial oscillations and Turing patterns [5]. It is also an interesting problem to investigate in ecological systems if a large complex system should be stable or not, and many researchers have discussed the criteria concerning the stability of a system for $n$ dimensional ordinary differential equations and statistical framework [16, 19, 43, 83, 126]. What would be a reason why a simple set of interactions can explain complex phenomena? We discussed a system of interactions generalizing Lotka-Volterra type nonlinear competitive interactions and suggested that a conservation law could be a key to understand complex phenomena even in biological and ecological systems.

We investigated the system of $2n$-dimensional coupled first-order differential equations by using Noether’s theorem, which led to the following results. (i) The form of differential equations and coefficients of nonlinear interactions are strictly confined when the system has a conservation law which is constructed by interacting species of a particular experimental system. (ii) The conserved quantity of a
system produces a Lyapunov function which is usually employed to study solutions of nonlinear differential equations. The conserved quantity is constructed by Noether’s theorem, but the analysis of Lyapunov function would be used to check solutions to differential equations including those for non-conservative and dissipative systems. The system of differential equations with conservation law is different in this respect. (iii) A system of interactions could be analyzed as an assembly of a basic binary-coupled form (BCF). In other words, a complex interacting system can be decomposed into an assembly of binary-coupled systems. The BCF system is a simple basic set to explain complex phenomena defined by Noether’s theorem. (iv) The BCF system with conservation law indicates an addition law which may be interpreted as the restoration or rehabilitation phenomena; those are known in a large system of neural network or computer network when a small disordered device or a part of network system is replaced by a normal device. These properties could be applied to stability and restoration phenomena of biological systems. (v) The conservation law is also useful to check accuracy of numerical solutions to nonlinear differential equations. As summarized above, we discussed that the basic nonlinear system in BCF is stable. The binary-coupled system and addition law supported by a conservation law can lead to a large, stable complex system. This is an important conclusion on the conserved binary-coupled model. Because the BCF system has such several interesting properties, we will apply the model in order to study stability and interaction mechanisms of biological systems.

In this chapter, we will explain the properties of solutions with a conservation law and applications to biological systems. In Section 4.2, we extend the BCF model to simulate external perturbations numerically. There are various prey-predator type competitive models with perturbations, however, most of them are with small, stochastic perturbations. The behaviors of conservation laws with external perturbations have been seldom considered. We will explicitly discuss properties of the conserved, stable, 2-variable nonlinear interacting system with external perturbations and the conservation law, its indications and possible applications to nonlinear interacting system. We will show that 2-variable ND model has the properties of restoration and recovery from external perturbations. In Section 4.3 stability and population cycles of biological systems are examined in terms of a conservation law of the system. We will also examine specific examples of the Canadian lynx and snowshoe hare and the question of population cycles, and food chain of microbes in the lake. Discussion and summary of results are given in Section 4.5.

4.2 The model of binary-coupled form (BCF)

4.2.1 2n-ND system with perturbations

We discussed BCF system and the conservation law of 2n-nonlinear dynamical (2n-ND) model in detail in the previous work. In this study, we add external perturbations in 2n-variable nonlinear differential equations in order to examine characteristic behaviors of conserved nonlinear interacting systems. It should be noticed that the 2n-ND model is extended by adding external perturbation terms which maintain a conservation law given by Noether’s theorem. The odd variable terms for \( x_i \) (\( i = 1, \ldots, 2n \))
are
\[
d_{2k,2k-1} \dot{x}_{2k-1} = \sum_{i=1}^{n} \left\{ (\alpha_{2(2n+2k)} + \alpha_{2(2n+2nk+2i-1)})x_{2i-1} \\
+ (\alpha_{2(2n+2ni+2k)} + \alpha_{2(2n+2nk+2i)})x_{2i} \\
+ \alpha_{4(n^2+2ni+2k)}x_{2i-1}x_{2i} \right\} \\
+ \sum_{j=1}^{2n} \alpha_{4(n^2+2nk+j)}x_{j}x_{2k-1} + c_{2k-1},
\]
where \( k = 1, \ldots, n \). The even variable terms for \( x_i \) \((i = 1, \ldots, 2n)\) are
\[
d_{2k-1,2k} \dot{x}_{2k} = \sum_{i=1}^{n} \left\{ (\alpha_{2(2n+2i+2k)} + \alpha_{2(2n+2i-1)})x_{2i-1} \\
+ (\alpha_{2(n^2+2i+k)} + \alpha_{2(n^2+2k)})x_{2i} \\
+ \alpha_{4(n^2+2ni+2k-1)}x_{2i-1}x_{2i} \right\} \\
+ \sum_{j=1}^{2n} \alpha_{4(n^2+2nk+j)}x_{j}x_{2k} + c_{2k},
\]
where \( \dot{x} = dx/dt \), coefficients, \( d_{i,j} \) express \( d_{2k,2k-1} = \alpha_{2k} - \alpha_{2k-1}, d_{2k-1,2k} = \alpha_{2k-1} - \alpha_{2k} \). The linear coefficients and nonlinear coefficients \( \alpha_i \), \((i = 1, \ldots, 8n^2 + 2n)\) are arbitrary constant values. The last terms \( c_{2k-1}, c_{2k} \), \((k = 1, \ldots, n)\) of (4.1) and (4.2) are constants or piecewise continuous constants, which are interpreted as external perturbations (temperature, seasons and other temporal, external inputs). One should note that constant terms have dimension of velocity, so they are different from actual external perturbations which are considered to effectively express external perturbations. Because external perturbations (inputs) change population densities as \( \dot{x} = dx/dt \), we simulate numerically those effects with \( c_{2k-1}, c_{2k} \) as external inputs. The system has a conservation law derived from Noether’s theorem which is proved in the reference [130]:
\[
\Psi \equiv \sum_{i=1}^{n} \sum_{j=1}^{2n} \left\{ (\alpha_{2(n^2+j)}x_{2i-1}x_{j} + \alpha_{2(n^2+2ni+j)}x_{2i}x_{j} \\
+ \alpha_{4(n^2+2ni+2j)}x_{2i-1}x_{2j} \right\} \\
+ \sum_{i=1}^{n} (c_{2i}x_{2i-1} + c_{2i-1}x_{2i}).
\]
Therefore, with the equations from (4.1) to (4.3), we are able to consider the conserved nonlinear dynamical system with external perturbations by employing piecewise continuous constant terms, \( c_{2k-1}, c_{2k} \).

The physical meaning of conserved quantities in a biological system is difficult to define contrary to classical mechanics in physics, and so we would like to explain differences between \( \Psi \)-function and
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Hamiltonian. The $\Psi$-function in this study is derived from Noether’s theorem with Euler-Lagrange equations of motion applied to the $2n$-ND system. We discussed the binary-coupled form to generalize Lotka-Volterra type competitive system in the previous work.

The binary-coupled system has the conserved quantity ($\Psi$-function) and the $\Psi$-function may have similar physical meanings as the Hamiltonian of a system. However, the Hamiltonian is defined as the total energy of a system, and the energy has the dimension of the work, which is defined as force $\times$ displacement \([31,73]\). The conserved quantity $\Psi$ is constant along with time, but it is constructed from interactions of $2n$-ND system, not from the force, kinetic energy and potentials which are, in principle, converted to the work produced by the system. Hence, the $\Psi$-function may well be called as the ‘conserved quantity’, but not as the Hamiltonian of the system. The $\Psi$-function may correspond to (generalized) kinetic and potential energies of a system, but it is not possible to prove that the $\Psi$-function is equivalent to the Hamiltonian in terms of physics. In the $2n$-ND model, variables denote population densities of a system of extended Lotka-Volterra type differential equations, and it is inappropriate to directly interpret the $\Psi$-function as the total energy or biomass of the system. However, it is important to comprehend that the conserved $\Psi$-function controls behaviors and properties of the system.

We showed that the conserved quantity, $\Psi$-function, can reproduce the Lyapunov function of classical Lotka-Volterra equations in the previous work [130]. It is essential to understand that Lyapunov functions for certain systems of differential equations can be derived from Noether’s theorem when a system has conserved quantities. Hence, in conserved systems such as $2n$-ND systems, the conservation law and Noether’s theorem are fundamental to study properties of the system. The system with Lyapunov function has limit cycles and attractors, which designate energy dissipations of the system. The systems with $\Psi$-functions are strictly conserved systems, which should correspond to limit cycles at a given time. The dynamics of the system of $\Psi$-function evolves according to the conservation law $\Psi$, which is equivalent to Lagrangian dynamics in physical systems.

4.2.2 Properties of 2-variable ND model

The equations of 2-variable ND model are produced by setting $n = 1$ ($k = 1$) in equations (4.1) to (4.3), resulting in

$$\dot{x}_1 = \frac{1}{d_{21}} \left\{ (\alpha_4 + \alpha_5)x_1 + 2\alpha_6x_2 + 2\alpha_8x_1x_2 + \alpha_7x_1^2 \right\} + \frac{c_1}{d_{21}},$$

(4.4)

$$\dot{x}_2 = \frac{1}{d_{12}} \left\{ 2\alpha_3x_1 + (\alpha_4 + \alpha_5)x_2 + 2\alpha_7x_1x_2 + \alpha_8x_2^2 \right\} + \frac{c_2}{d_{12}},$$

(4.5)

and the 2-variable ND model has the following conservation law,

$$\Psi = \alpha_3x_1^2 + (\alpha_4 + \alpha_5)x_1x_2 + \alpha_6x_2^2 + \alpha_7x_1^2x_2 + \alpha_8x_1x_2^2 + c_2x_1 + c_1x_2.$$  

(4.6)

The nonlinear interactions can generally represent, for example, Lotka-Volterra type prey-predator, competitive interactions, food-chain relations by adjusting nonlinear parameters $\alpha_1, \ldots, \alpha_8$. The piece-wise continuous constants, $c_1$ and $c_2$ are used as external perturbations in computer simulations, such as environmental conditions which increase or decrease interacting species in questions. The equations (4.4) ~ (4.6) form 2-variable BCF nonlinear differential equations with a conservation law.
By employing eqs. (4.4) \sim (4.6), we will show:

(1) solutions to the binary-coupled nonlinear equations maintain a characteristic \((x_1, x_2)\) phase-space of solutions and recovery from external perturbations. The external perturbations can numerically reproduce environmental conditions such as temperature, climate and chemical substances which affect interacting species. The nonlinear binary-coupled model can be applied to examine responses of a system whether they are induced from internal interactions or external perturbations.

(2) The binary-coupled nonlinear equations with conservation law exhibit stable phase-space solutions, which are interpreted as stability and recovery of population-change in a biological system. The properties of the binary-coupled nonlinear interactions will be shown explicitly in numerical simulations.

(3) By employing the 2-variable binary-coupled model, it is possible to simulate cycles of maxima and minima in population-change, delays of periodic times of population cycles for competitive species. Hence, cycles of population-change will be discussed in terms of the conservation law and nonlinear interactions.

Figure 4.1(a) shows the nonlinear interactions between species without external perturbations \((c_1 = 0\) and \(c_2 = 0\)), whose coefficients of nonlinear equations are set as in Table 1 (Condition 1). In a view of the classical Lotka-Volterra competitive system, it can be interpreted as that \(x_1\) and \(x_2\) represent prey and predator, respectively. Figure 4.1(b) is the phase-space given by solutions \((x_1, x_2)\). The solutions \((x_1, x_2)\) are periodic with respect to time, the maximum and minimum of \((x_1, x_2)\) appear with a time-delay. Figure 4.1(c) shows the numerical value of the conserved function \(\Psi\) defined by (4.6), which is constant with respect to time.

The solutions \((x_1, x_2)\) in Figure 4.1(a) show explicitly a time-delay of the peak for interacting species. The timings of peak and delayed peak are determined by nonlinear interactions and strength of coupling constant. The solutions \((x_1, x_2)\) in Figure 4.1(b) show phase-space solutions, which are stable in the meaning that the conserved quantity \(\Psi\) is maintained constant and phase-space solutions are in the same trajectory for all time. The unit of time should be considered to adjust to the time scale of a system in consideration, because biological unit times are generally different from microbes to mammals.

The phase-space diagram 4.1(b) and the straight line of Figure 4.1(c) show that the solution is exact and stable \([130]\). The three figures exhibit important properties of solutions to the system of prey-predator type of competitive nonlinear interactions.

One of the important properties shown by the stable, conserved nonlinear system is that the interacting species repeat the rhythm of maxima and minima of the population. The periods of the rhythm are the result of complicated nonlinear interactions, but the system keeps the constant quantity \(\Psi\) with respect to time. The interesting applications of the BCF model are shown by employing in the reference ‘Mysis in the Okanagan Lake food web’ \([111]\), Canadian Lynx and snowshoe hare \([21]\), which will be explained in Section 4.3.

Table 1: The list of nonlinear coefficients.

<table>
<thead>
<tr>
<th>(\alpha_1)</th>
<th>(\alpha_2)</th>
<th>(\alpha_3)</th>
<th>(\alpha_4)</th>
<th>(\alpha_5)</th>
<th>(\alpha_6)</th>
<th>(\alpha_7)</th>
<th>(\alpha_8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition 1</td>
<td>1.0</td>
<td>401.0</td>
<td>-0.35</td>
<td>1.5</td>
<td>10.5</td>
<td>-0.01</td>
<td>-0.006</td>
</tr>
<tr>
<td>Condition 2</td>
<td>1.0</td>
<td>401.0</td>
<td>-0.35</td>
<td>1.5</td>
<td>10.5</td>
<td>-0.51</td>
<td>-0.006</td>
</tr>
</tbody>
</table>
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Figure 4.1: A 2-variable ND solution and Conservation law $\Psi$.

4.2.3 Recovering and restoration from perturbations

In order to investigate responses of a system to external perturbations, we introduce piecewise continuous constants, $c_1$ and $c_2$, by using $\theta$-functions such that

$$c_i = f_i[\theta(t - t_{\text{start}}) - \theta(t - t_{\text{end}})], \quad (i = 1, 2), \quad (4.7)$$

where $\theta(t - t')$ represents a step function:

$$\theta(t - t') = \begin{cases} 
1, & (t \geq t'), \\
0, & (t < t'),
\end{cases} \quad (4.8)$$

and coefficients $f_i$ ($i = 1, 2$) are positive or negative constants to express strength of external perturbations. The constants are adjusted to produce reasonable maxima and minima in numerical simulations.

Figures 4.2(a), 4.2(b), and 4.2(c) show the reaction and recovery of the nonlinear interacting system from an external perturbation. One of the typical recovery of a system from a perturbed state is shown. In
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Figure 4.2: An external perturbation and a recovery.

Figure 4.2(a) an external perturbation starts at \( t = 700 \) (Sp. 1), and the coefficient \( f_1 \) equals to \(-1260.0\) and \( f_2 \) equals to zero in this example. The black arrow is the starting point of perturbation, and the gray arrow is the end of perturbation in Figures 4.2(a) and 4.2(c). The nonlinear coefficients are listed in Table 1 (Condition 1). The solutions \((x_1, x_2)\) are deformed by the perturbation (Figure 4.2(a) and 4.2(b)). However, the system does not disintegrate but finds a new stable phase-space close to the original phase-space and maintains a new conserved relation. The perturbation ends at \( t = 1200 \) (Ep. 1), and the system recovers the original state \((x_1, x_2)\).

The timing of negative perturbation which reduces the population number \( x_1 \) or \( x_2 \) produces different results. When a negative perturbation is exerted in the increasing phase of \( x_1 \) or \( x_2 \), the system will find a new conserved stable solution near the original solution, but when a negative strong perturbation is exerted before \( x_1 \) or \( x_2 \) gets to its minimum, the system may collapse: the system exhibits no solutions \((x_1, x_2)\), which would be interpreted as disintegration or extinction in biological systems.

The conserved nonlinear system naturally exhibits maxima and minima without external perturbations, and so we call these maxima and minima as endogenous maximum and minimum. It is needed to
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(a) 2-variable ND solutions with a critical negative perturbation on prey, \( x_1 \). Solutions converge to zero after the perturbation.

(b) Conservation law \( \Psi \) with a critical negative perturbation. \( \Psi \) converges to zero after the critical perturbation.

Figure 4.3: Critical negative perturbation and extinction.

distinguish them from enhanced maxima and minima by external perturbations.

In Figure 4.3, the response of a strong negative perturbation to prey after the peak of endogenous maximum is shown. The values of coefficients are listed in Table 1 (Condition 1). The starting point of this perturbation is at \( t = 800 \) and the end point of the perturbation is at \( t = 950 \). The negative constant of perturbation is \( f_1 = -3175.3879 \). The prey, \( x_1 \), rapidly declines with negative perturbation, and \( (x_1, x_2) \) converges to zero for \( t \geq 1000 \). These computer simulations may be compatible with known empirical results, for example, in pest control. A pest control is not so effective if it is performed in the season when harmful insects are in peak and active, because species are energetic enough to find a new stable life to live. It is effective when a pest control is performed in the season when harmful insects are not so active or in a declining state after endogenous maximum.

In the nonlinear interacting system, positive perturbations which will increase \( x_1 \) or \( x_2 \) do not always mean a positive effect on stability of the system. There is a limit to the value of a positive perturbation, because an increase of \( x_1 \) leads to a decrease of \( x_2 \) in a stable system \((x_1, x_2)\), which indicates that a system has internally allowed maximum and minimum populations.

Figures 4.4 shows the behaviors of \((x_1, x_2)\) at normal and critical values of positive perturbations, \( c_1 \), for \( x_1 \). The values of coefficients are listed in Table 1 (Condition 2). Figures 4.4(a) and 4.4(b) show that the normal positive perturbation which increases interacting species will increase the peak of \((x_1, x_2)\) populations. However, at certain critical values of coupling constants, the prey-predator interaction cannot keep and support the rhythm of maxima and minima, and the system diverges. Figures 4.4(c) and 4.4(d) show that the system cannot maintain a stable, interacting system when the positive perturbation surpasses the critical value \( (c_1 = 1599.924999) \) in the current simulation). The unstable solutions branch out at \( t \approx 1100 \) when the value of perturbation changes from \( f_1 = 1160.0 \) to \( f_1 = 1599.924999 \).

Hence, in a conserved stable system, species seem to strictly control each other by seeking a new stable solution so that they can survive together. The competitive interacting system such as the conserved prey-predator relations may be considered to be a cooperative system for species to survive. It should be noted that if a dynamical prey-predator system is active, the rhythms of maxima and minima are clearly repeated, which is known in real prey-predator systems. However, if an external perturbation (exogenous interaction) exceeds a certain critical value of the competitive system, the rhythms of maxima and
minima will disappear first and then after a time, the system will diverge (disintegrate). Therefore, the rhythm of wild-life indicates that the dynamical interactions between species are active and stable. When the rhythm of change disappear or does not come back, it may indicate that related species are in danger of extinction. The rhythm is important to examine if the wild life is normal and active, or harmed by human activities and external perturbations.

On the other hand, by adding another perturbation, we can show that it is possible to save species from extinction. Figure 4.5(a) is a result of a positive perturbation to save species \((x_1, x_2)\) in a danger of extinction in Figure 4.3(a). We exerted a positive perturbation after Sp. 1 - Ep. 1 in Figure 4.5. The positive perturbations start at \(t = 1000\) (Sp. 2) and end at \(t = 1300\) (Ep. 2), the strengths of \(c_1\) and \(c_2\) are \(f_1 = 200\), \(f_2 = -1000\). Figure 4.5(a) shows that species are in danger of extinction, however, if positive external perturbations are properly inserted, the system will come back to life again.
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Figure 4.5: The critical behavior and restoration.

4.2.4 Comments on “atto-fox problem”

It should be noticed that a problem known as “atto-fox problem” [61, 89] in a system of differential equations will not occur in a conserved system of differential equations, because the problem is related to properties of the conserved or non-conserved system of differential equations. The 2n-ND system has the conservation law and the Ψ-function characterizes behaviors of solutions and systems. If Ψ-function is conserved and not equal to zero, the solution will converge and the system will be stable. The nonlinear ordinary differential equations with a conservation law can have a stable solution controlled by the Ψ-function, and solutions consist of a closed hyper-surface of \((x_1, x_2, \ldots, x_{2n})\) for 2n-dimensional case. It should be noted that the admissible coefficients of nonlinear interactions are strictly confined by Ψ-function of the system.

The Ψ-function will not be constant when there are no solutions or unphysical solutions, and the property to maintain Ψ-function as constant will confine admissible solutions [130]. For example, if the 2-variable nonlinear interacting system has solutions which are extremely different as \(10^{-18}\) orders like “atto-fox problem”, it is not possible that the system can maintain Ψ-function as constant in time. The phenomenon like “atto-fox problem” would appear in dissipative or non-conserved systems, because non-conserved and dissipative systems do not have the conservation law to control admissible solutions, and a large class of (unphysical) solutions can be allowed compared to the system of Ψ-function, which is the reason why the “atto-fox problem” could happen in non-conserved and dissipative systems. Therefore, the conserved system with Ψ-function will produce physical solutions controlled by the conservation law, and the phenomenon like the “atto-fox problem” will not be allowed in a conserved system with Ψ-function.

4.3 Conservation law and population cycles

4.3.1 The food-web of Microbes in Okanagan Lake

One of interesting data of the ecological interactions is the interaction described in ‘Mysis’ in the Okanagan Lake food web: a time-series analysis of interaction strengths in an invaded plankton commu-
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Figure 4.6: Several external perturbations and recoveries.

Although the food-web in Okanagan Lake is not clarified definitely, mysis introduction to lakes is known as an effective method to enhance ecological interactions and its strengths among microbes and other creatures so as to increase fisheries productions.

The time-series of dominant crustacean zooplankton densities in Okanagan lake has been measured monthly and suggested that mysis and zooplankton populations are synchronous and characterized by the cycle of the peak and bottom population densities. The cycles of population densities are primarily due to cycles of season and climate and then to mutual interaction of microbes. The analysis of microbes suggests that the density-dependent and delayed population regulation of microbes is evident. In addition to the seasonal factors, the regular cycles and the delayed peak and bottom populations densities of microbes are the results of strong nonlinear interactions of species. We numerically examined changes of population densities of microbes by employing the 2-variable conserved ND model.

The current conserved nonlinear model shows that the interacting species designate a standard rhythm of the peak and bottom population densities. There are some fluctuations at the peak and bottom densities, but they show the stable dynamic life as demonstrated in Figure 4.6(a) – (c). Although, normal
peak and bottom densities can be readily explained by adjusting coupling strength of model’s internal interactions, a sudden change of maxima which is often encountered in a biological data cannot be easily simulated by only adjusting internal coupling constants in the 2-variable nonlinear interacting model.

In Figure 4.6, several perturbations are exerted on the interacting 2-variable system. The first external perturbation starts at \( t = 500 \) (Sp. 1) and ends at \( t = 1000 \) (Ep. 1). The strength of perturbations in Sp. 1-Ep. 1 are \( f_1 = -800 \), \( f_2 = -100 \). The second external perturbation starts at \( t = 1400 \) (Sp. 2) and ends at \( t = 1900 \) (Ep. 2). The strengths of perturbations in Sp. 2-Ep. 2 are \( f_1 = -50 \), \( f_2 = -120 \). The third external perturbation starts at \( t = 2200 \) (Sp. 3) and ends at \( t = 2600 \) (Ep. 3). The strength of perturbations in Sp. 3-Ep. 3 is set as \( f_1 = -500 \), \( f_2 = -50 \). The lines \((x_1, x_2)\) may represent for instance, the prey-predator interactions, species of food-chain, and species interacting with its environmental factors (temperature or some environmental effects). Black arrows are starting point of perturbations, and gray arrows are the end of perturbations; parameters are listed in Table 1 (Condition 1). The time period is within \( t = 4000 \), initial values are \( x_1 = 500 \), \( x_2 = 300 \).

The significant properties of the stable nonlinear conserved system are that if external perturbations are not large enough to disintegrate the system, the system will find a stable conserved solution near the original system and continue a stable cycle (maxima and minima). It is clearly seen from \((x_1, x_2)\)-phase space solutions in Figure 4.6(b). The system recovers from several external perturbations.

The numerical analysis can be applied to examine the change of population densities of microbes. For example, the time-series data of dominant crustacean zooplankton densities in the Figure 2 of the reference ‘Mysis in the Okanagan Lake food-web’, show that the sudden maxima of dominant zooplankton densities are seen in the period ’99 ~ ’02. The sudden increase of the peak is readily adjusted when an external perturbation is assumed in the simulation, however, it is not reproduced by adjusting internal coupling constants in the 2-variable nonlinear model. Hence, it is concluded in the 2-variable model that there would have been certain positive external perturbation to the system of microbes in Okangan Lake during ’98 ~ ’01 considering a time-delay of external perturbations.

It is interesting to check what kind of external or internal perturbations is affecting the peak of population density during the period ’98 ~ ’01. If there are no explicit changes in external or internal factors during the period, a sudden increase of the peak could be a result of more complex internal interactions. For example, the rhythm of the peak and bottom population densities should be explained by 4-variable or 6-variable nonlinear interactions of microbes. The unusual rhythm indicates how exogenous (environmental) and endogenous (internal interactions) variables are affecting the dynamics of each component and environmental nature related to the species. The analysis of nonlinear model suggests that the sudden peak and bottom densities have important information on the dynamics of the system of species and environment. Hence, it is important to understand the standard rhythm of the peak and bottom population densities in order to distinguish them from unusual maxima and minima.

One should be careful that a positive perturbation on one of interacting species not only enhances the peak of maxima but also decreases minima in the rhythm of species. It is often true that the effect of enhancement is usually emphasized without taking care after negative effects. Hence, the enhancement of the number of population of a specific species may be harmful to other species in the food-web and consequently it endangers itself. Our analyses in Figure 4.4 and 4.5 show that if we carefully control the increase or decrease of the population of certain species after introduction of a positive effect, we can keep normal and stable dynamics of species suitable for the environment. For this purpose, it is essential to explicitly understand the standard rhythm from real observed data.
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4.3.2 Population regulation in Canadian lynx and snowshoe hare

It is difficult to identify population regulation mechanisms about prey-predator patterns of large mammals because the large mammal’s life span is relatively long compared with microbes. The prey-predator cycle such as wolves and caribous takes some decades of years to observe, their interacting relation and behaviors have been recently revealed with modern technology (GPS-colored animals) [122]. However, the food-web configuration between snowshoe hare and Canadian lynx is well-known prey-predator type phenomena, and a ten-year cycle of Canadian lynx was examined from the data of Canada lynx fur-trades return of the Northern Department of the Hudson’s Bay Company (the data are from C. Elton and M. Nicholson [21]).

![Population regulation in Canadian lynx and snowshoe hare](image)

(a) The 2-variable ND simulation of Canadian lynx population. The solid line represents Canadian lynx population [21], and the dashed line represents a theoretical solution of 2-variable ND with several perturbations.

(b) The estimated population of Canadian lynx and snowshoe hare. The dashed line represents Canadian lynx population simulated by 2-variable ND model with perturbations, and the solid line represents approximate population of snowshoe hare.

(c) Transition of conservation law $\Psi$ with respect to time. Several perturbations are introduced.

Figure 4.7: Simulation of Canadian lynx and snowshoe hare.

The Canadian lynx and snowshoe hare have a synchronous ten-year cycle in population numbers [121,122]. The fundamental mechanisms for these cycles are maintained by the important factors such as nutrient, predation and social interactions [63]. In addition to the important factors, the nonlinear model with conservation law suggests that species of a system consequently find a strategy or a mechanism to
survive for long-time periods. In other words, the cycle of population density is a manifestation of the strategy or mechanism to survive, which is suggested by stability of phase-space solutions determined by conservation law of a system.

The nonlinear interactions with conservation law show a standard rhythm and stability from external perturbations as shown in Figure 4.6. The feeding and nutrient experiments in [63] are considered as external perturbations to the system. As shown in Figure 4.6, the perturbations cause certain effects on the system, but the system will find a rhythm to maintain the dynamics of species, which is not so different from the original standard rhythm. Our numerical results agree with conclusions derived from feeding experiments and nutrient-addition experiments. Therefore, we propose that the properties of the system which has a conservation law should be a key to understand the unanswered question: why do these cycles exist?

The results of computer simulations show that the timing of perturbation leads to different results. This is also confirmed by the feeding experiment of snowshoe hare: “... during the peak of the cycle in 1989 and 1990 had no impact on reproductive output... however, during the decline phase in 1991 and 1992, the predator exposure plus food treatment caused a dramatic increase in reproductive output...” [63]. This fact can be examined in our model calculations. The perturbation in the peak phase does not cause large effects on standard rhythm, but negative and positive perturbations during a decreasing or increasing phase induce dramatic effects.

The cycle of standard rhythm for Canadian lynx and snowshoe hare indicates that the stable dynamical system of lynx and hare functions normally and environmental nature is conserved in reasonable conditions. However, as we have shown in Figure 4.4(c) and 4.4(d), if a strong negative perturbation is applied persistently for a long period, the system would fall into a danger of extinction. The important results of our simulation tell that before a system gets in danger of extinction, the standard rhythm of the system will tend to become ambiguous or disappear. Hence, if we carefully observe the standard rhythm of a specific system of species, we could help the dynamical system save and preserve related natural environment.

In Figure 4.7, we simulated the Canadian lynx data of the Hudson’s Bay Company from 1821 to 1910, which is approximately thought as the lynx-population density. The interpolated Elton’s data was downloaded from [http://www.atamosyd.net/spip.php?action=dw2_out&id=42]. The solid-line in Figure 4.7(a) is lynx-population data and the dashed-line is the results of our numerical simulation using 2-variable nonlinear interactions between lynx and snowshoe hare (Figure 4.7(b)). Based on parameters of the classical Lotka-Volterra equation, we introduced external perturbation $f_1$ to fit 2-ND model to the Canadian lynx data (see, Table 2 and Table 3). The nonlinear coefficients $a_1$-$a_8$ are fixed for all time. The conserved binary-coupled model tells that there should have been some external perturbations, although we cannot make sure at the present what kinds of external perturbations were exerted. The actual population density of snowshoe hare is not known, and so we assumed a reasonable population density and several external perturbations for numerical simulations in order to fit the lynx population data.

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
<th>$a_7$</th>
<th>$a_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>635.0</td>
<td>-0.35</td>
<td>700.5</td>
<td>300.5</td>
<td>-0.35</td>
<td>-0.0068</td>
<td>-0.016</td>
</tr>
</tbody>
</table>

Table 2: The list of nonlinear coefficients of simulation in Figure 4.7

39
Table 3: The list of external perturbations in Figure 4.7. The periods of positive and negative perturbations to numerically simulate Canadian lynx population. Note that the values of $f_1$ have the meaning of velocity (number/time).

<table>
<thead>
<tr>
<th>Perturbation</th>
<th>Time</th>
<th>Strength of $f_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sp. 1 - Ep. 1</td>
<td>$0 \leq t \leq 11$</td>
<td>-11000000</td>
</tr>
<tr>
<td>Sp. 2 - Ep. 2</td>
<td>$20 \leq t \leq 30$</td>
<td>-4000000</td>
</tr>
<tr>
<td>Sp. 3 - Ep. 3</td>
<td>$30 \leq t \leq 35$</td>
<td>-12000000</td>
</tr>
<tr>
<td>Sp. 4 - Ep. 4</td>
<td>$35 \leq t \leq 41$</td>
<td>-8000000</td>
</tr>
<tr>
<td>Sp. 5 - Ep. 5</td>
<td>$41 \leq t \leq 46$</td>
<td>4200000</td>
</tr>
<tr>
<td>Sp. 6 - Ep. 6</td>
<td>$50 \leq t \leq 60$</td>
<td>-9000000</td>
</tr>
<tr>
<td>Sp. 7 - Ep. 7</td>
<td>$60 \leq t \leq 69$</td>
<td>1140000</td>
</tr>
<tr>
<td>Sp. 8 - Ep. 8</td>
<td>$70 \leq t \leq 80$</td>
<td>-11000000</td>
</tr>
<tr>
<td>Sp. 9 - Ep. 9</td>
<td>$87 \leq t \leq 100$</td>
<td>-14500000</td>
</tr>
<tr>
<td>Sp. 10 - Ep. 10</td>
<td>$100 \leq t \leq 113$</td>
<td>21500000</td>
</tr>
</tbody>
</table>

The snowshoe hare gets several positive and negative perturbations, but the overall rhythms of lynx and hare are not altered. As suggested by in Figure 4.6(b), the phase-space of lynx and snowshoe hare is stable against several external perturbations. This is also compatible with the empirical fact that the ten-year cycle in snowshoe hare is resilient to a variety of natural disturbances from forest fires to short-term climatic fluctuations. However, as shown in our model calculation in Figure 4.4(c), a long-term (more than ten years) negative perturbations and a vast environmental change that humans could cause would definitely endanger the standard rhythm of snowshoe hare, lynx and related species.

### 4.4 Conservation law for Turing pattern

In this section, we refer to the application of our methods in this thesis for Reaction-Diffusion systems and Turing model. The emergence of spatio-temporal patterns in biological systems such as the skin of the marine angelfish, zebras and butterflies are observed in nature, and studying these patterns are considered to be a primary subject not only in physics but also in other fields, such as chemistry, ecology and economy. One of the remarkable models to express spatiotemporal patterns is Turing model defined as a reaction-diffusion system by using partial differential equations. Moreover, Turing patterns have stability and characteristic phenomena to maintain these patterns from external perturbations or damages. It is shown that the skin of the marine angelfish Pomacanthus could recover stripe patterns from external damages and the corresponding Turing model could correctly predict future patterns. In our previous research, we showed that there exists a conservation law in nonlinear interacting systems such as competitive systems, and the competitive systems with a conservation law have stability and restoration phenomena from external effects. In this section, we try to construct a conservation law from Turing model directly, since we hypothesize that stable spatio-temporal patterns in biological systems are relevant to a conservation law. We apply Lagrangian approach and Noether’s theorem for reaction-diffusion types of partial differential equation systems and examine the condition for emergent patterns in terms of conservation law. The emergences of patterns are also explained from the perspective of a conservation
law and deterministic approaches. In addition, we try to show the condition of parameters to produce Turing patterns explicitly. It is known that spontaneous emergence of patterns in animals and morphogenesis are relevant to Reaction-Diffusion systems proposed by A. M. Turing [129]. Reaction-Diffusion system can predict pattern in Pomacanthus and restoration phenomena. However, reaction-Diffusion system has sometimes unrealistic solutions and sensitive to changing parameters. In our research, we try to apply Lagrangian approach for Turing models to fit realistic phenomena.

4.4.1 Noether’s theorem for the system of partial differential equations

Lagrangian and Noether’s theorem for the system of partial differential equations are defined as follows

\[-E_k(\xi^k_s - \dot{x}^k_s \tau_s) = \frac{\partial}{\partial \nu} \left[ \left( L \delta^\alpha_{\beta} - \dot{x}^k_{\alpha} \frac{\partial L}{\partial \dot{x}^k_{\alpha}} \right) \nu_s + \frac{\partial L}{\partial \dot{x}^k_{\alpha}} \xi^k_s \right] \quad (s = 1, \ldots, r).
\]

(4.9)

where \( E_k \) is the Euler-Lagrange equation for the system of partial differential equations. In the current analysis, we consider \( \alpha = 1 \) (for time transformation).

4.4.2 Conservation law for Reaction-Diffusion system

In this study, we tried to construct conservation law for linear type of Reaction-Diffusion system as follows

\[
\frac{\partial u}{\partial t} = a_5 u + a_3 u + a_8 - a_6 \Delta u, \\
\frac{\partial v}{\partial t} = -a_3 v - a_4 u - a_7 + a_6 \Delta v,
\]

(4.10)

and its respective conservation law is given as follows

\[
\Psi_1 \equiv a_3 u v + a_4/2u^2 + a_5/2v^2 + a_6 \frac{\partial u}{\partial x} \frac{\partial v}{\partial x} + a_7 u + a_8 v.
\]

Using explicit method, we tried to simulate \( u, v \) and \( \Psi_1 \). In the one dimensional case, we could get the solutions of \( u, v \) and \( \Psi_1 \), and \( \Psi_1 \) became constant with respect to time and space. It is observed that \( u(t, x) \) and \( v(t, x) \) oscillate with respect to time, and \( \Psi_1 \) is constant with respect time and space. As well as the case of one dimensional case, we tried to calculate in the case of two dimensional case as follows. Based on the parameters on the model which we derived, we could obtain spatial-strip pattern. In this analysis, we could derive conservation law for Turing models using Noether’s theorem and found that the parameters in Reaction-Diffusion system have restricted conditions when the system has conservation law. Although the condition for parameters are not consistent to Turing models, spatial-temporal pattern are observed. We also observed oscillation phenomena like the system of ordinary differential equations in one-dimensional case. In two-dimensional case, the \( \Psi_1 \) are constant with respect to time when initial conditions for \( u(t, x, y) \) and \( v(t, x, y) \) are uniform and constant. However, if we choose random values for initial conditions for \( u(t, x, y) \) and \( v(t, x, y) \), \( \Psi_1 \) are not constant with respect to time.
4.5 Concluding remarks

In this chapter, we examined characteristic properties of several ecological systems based on conserved nonlinear interactions which include generalized Lotka-Volterra type prey-predator, competitive interactions. In Section 4.2.1 we extended our 2n-variable ND model by including external perturbations in order to apply the model to more realistic biological phenomena and to study responses of a biological system to external perturbations.

We simulated external positive and negative perturbations by employing piecewise constant terms in our nonlinear equations. As it is discussed in the analysis, the results of simplified perturbations agreed with the experiments and empirical data reasonably well. The numerical simulations showed the existence of the standard rhythm which is characteristic to a nonlinear conserved system. It is essential to understand standard rhythm by observing and taking data of a system so that we can distinguish unusual maxima and minima from standard rhythm. This gives a possibility to examine signatures that distinguish internal effects from external ones.
CHAPTER 4. STABILITY AND RESTORATION PHENOMENA IN COMPETITIVE SYSTEMS

The ten-year cycle of lynx and hare is a very interesting biological phenomenon. Though a cycle of a biological system should be a phenomenon composed of complex and multi-biological interactions, the 2-variable BCF analysis has revealed the interesting results on properties of the biological phenomena. The ten-year cycle of lynx and hare is stable and resilient to external perturbations, which is reproduced in our model calculations. The system with conservation law shows stable cycles and recovering phenomena, which are displayed numerically in phase-space solutions. The stability and conservation law are constructed at least by binary-coupled species in biological and ecological systems, and they are maintained in a more complicated multi-coupled system, as we proved in a general form [130].

The coupling constants of interacting species expressed in nonlinear differential equations are considered to have been determined in a long time by complicated environmental and internal factors of a specific system, such as the landforms, seasons, climate and temperature. Once members and structures of dynamical systems were constructed, appropriate dynamical systems would be maintained for long-time periods with internal factors such as nutrient, predation and social interactions. The predation and social interactions are expressed as complicated nonlinear relations in mathematical terms. This may be explained by the fact that members of a system have a well-conserved rhythm respectively and these rhythms also have a well-determined slight delay to each other, which indicates that certain nonlinear interactions among members exist.

The important factors (nutrient, predation and social interactions) are needed for all species to survive in nature, but they easily change by natural conditions. In addition, an unusual increase of population numbers of a species would endanger the survival of a species itself as well as other species (see the numerical simulations in Figure 4.4). The important property of the nonlinear model with conservation law is that the binary-coupled system can have the persistent stability and recovering strength to external perturbations. As a predator needs a prey for its food, a prey needs a predator for the conservation of their own species. The conservation law and rhythm of species are considered to be constructed by species and natural conditions in a system for a long time, and hence, the cycle (rhythm) of species would be interpreted as a manifestation of the survival of the fittest to the balance of a biological system.
Chapter 5

Model of expected impact degree for multiple knockouts

5.1 Background

The features of stability, robustness and symmetry are essential to understand and control natural systems. It is well known that complex network systems in nature have several properties such as stability, robustness, scalability and adaptability to external effects and robustness is a key feature in the analysis of complex systems, especially for complex biological systems. Many organisms have strong adaptability to external environmental effects or changes, and they can survive if some of their genes are mutated. Understanding the origin of stability and robustness of cells has become an important topic.

The system of metabolic network has robust structure and the robustness is measured by impact degree \(^\text{[93][123]}\). Impact degree is defined as the number of reaction inactivated by artificial knockouts of specific reactions in metabolic networks. The efficient method to calculate impact degree that of large scale metabolic network is recently proposed and investigated \(^\text{[124]}\). However, it takes much computational times and costs to find precise impact degree with multiple knockouts more than 3 because of computational complexity.

In this study, we develop a model of expected impact degree using recurrence and difference equation to estimate the impact degree with multiple knockouts and evaluate which model is suitable for simulating the expected impact degree for multiple knockouts. There are several methods to handle discrete network system such as boolean dynamics \(^\text{[45]}\). We propose a model of discrete recurrence equations inspired by branching process and percolation.

5.2 Definition of Impact degree

Impact degree is one of the measurements to evaluate the importance of a reaction in a certain metabolic network quantifying damage spreads by artificial knockouts of reaction nodes. It was proposed by Jiang et al. as a measure of the importance of each reaction in a metabolic network and defined as the number of inactivated reactions caused by the knockout of a single reaction. Recently, the definition of impact degree is extended for including cycles using maximal valid assignment since it is found that the effects of cycles in metabolic networks play important roles.
Let consider a network system with sets of vertex $V_c = \{C_1, \ldots, C_m\}$ and $V_r = \{R_1, \ldots, R_n\}$, where $V_c \cap V_r = \emptyset$, which express sets of compound nodes and reaction nodes respectively. A metabolic network is defined as a bipartite directed graph $G(V_c \cup V_r, E)$ in which each edge is directed either from a node in $V_c$ to a node in $V_r$, or from a node in $V_r$ to a node in $V_c$. Each reaction and compound take one of the two states as 0 or 1, where 0 and 1 correspond to inactive and active state of reactions or compounds. The calculation of impact degree is defined as following rules.

(i) A reaction is inactivated if any of its consumed or produced compound is inactivated.

(ii) A compound is inactivated if all of its consuming reactions or all of its producing reactions are inactivated. That is to say, the state of reaction and compound nodes at time $t$ are determined as following equations,

$$
\begin{align*}
R_i(t+1) &= C_1(t) \land C_2(t) \land \cdots \land C_m(t), \quad (i = 1, \ldots, n), \\
C_j(t+1) &= (R^p_1(t) \lor R^p_2(t) \lor \cdots \lor R^p_n(t)) \land (R^c_1(t) \lor R^c_2(t) \lor \cdots \lor R^c_m(t)), \quad (j = 1, \ldots, m),
\end{align*}
$$

(5.1)

where $R^p_1, \ldots$ and $R^c_1, \ldots$ are producing reactions and consuming reactions of compound $C_j$, respectively.

![Figure 5.1: The model of metabolic network.](image)

$$
\begin{align*}
R_1(t+1) &= (C_1(t) \land C_2(t)), \\
R_2(t+1) &= (C_1(t) \land C_3(t)) \land (C_2(t)), \\
R_3(t+1) &= C_2(t) \land (C_4(t) \land C_5(t)), \\
R_4(t+1) &= C_2(t) \land (C_3(t) \land C_5(t)), \\
R_5(t+1) &= (C_4(t) \land C_5(t)) \land C_6(t), \\
C_1(t+1) &= R_3(t) \lor R_5(t), \\
C_2(t+1) &= (R_1(t) \lor R_2(t)) \land (R_3(t) \lor R_4(t)), \\
C_3(t+1) &= R_4(t) \land R_5(t), \\
C_4(t+1) &= R_3(t) \lor R_5(t), \\
C_5(t+1) &= (R_3(t) \lor R_4(t)) \land R_5(t), \\
C_6(t+1) &= R_5(t),
\end{align*}
$$

(5.2)
Table 5.1: The transition of impact in a metabolic network for $R_3$ knockout.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
<th>$R_4$</th>
<th>$R_5$</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
<th>$C_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.2: The transition of impact in a metabolic network for $R_4$ knockout.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
<th>$R_4$</th>
<th>$R_5$</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
<th>$C_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

5.3 Model of expected impact degree

5.3.1 Expect impact degree with fixed coefficients for infinite network systems

Let $I_n$ be the expected impact degree under $n$ knockouts of reaction nodes, then we have the following recurrence equation,

$$I_n = \begin{cases} 
0 & (n = 0), \\
\alpha + \beta \sum_{i=0}^{n'} p_n^i I_i & (n \geq 1), 
\end{cases}$$

(5.3)

where $\alpha$ and $\beta$ expresses constant or arbitrary function and $p_n^i$ express a coefficient or probability that $I_n$ have $I_i$ trees under the number of $n$ knockouts. The $n'$ denotes maximum infected trees caused by $n$ knockouts.

If $\beta$ and $p_n^i$ take constant value as $\beta = 1$ and $p_n^i = \mu$, it is possible to solve the (5.3) in any value of $n'$ using generating functions approach. The approach using generating function is well known and used in the complex networks theory [95][135]. We define generating function $f(x)$ for the expected impact degree $I_k$ which means expected impact degree under $k$-th knockout nodes. The generating function of expected impact degree is given as follows,

$$f(x) = \sum_{k=0}^{\infty} I_k x^k.$$  

(5.4)

We can derive analytical solutions under the condition of $n' = n$ of (5.3) as follows using Taylor expansion. Therefore, we get the analytical solution of expected impact degree (5.3) $I_n$ as

$$I_n = \frac{1}{\mu} \left[ \frac{1}{(1 - \mu)^n} - 1 \right], \ (\mu \neq 1).$$

(5.5)
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The solution increase exponentially with respect to \( n \) and \( \mu \). As the same approach, if \( n' = n + 1 \) the solution of expect impact degree with \( n \)-th knockout is obtained as follows,

\[
I_n = \frac{\mu c_1}{r_+ - r_-} \left( \frac{1}{r_-^n} - \frac{1}{r_+^n} \right) - \frac{1}{r_+ - r_-} \left( \frac{1}{r_-^{n-1}} - \frac{1}{r_+^{n-1}} \right)
- \frac{1}{r_+ - r_-} \left( \frac{1}{r_-^n} - 1 - \frac{1}{r_+^{n-1}} \right) + \frac{1}{r_+ - 1} \left( 1 - \frac{1}{r_+^{n-1}} \right),
\]

(5.6)

where \( r_+ = \frac{1 + \sqrt{1 - 4\mu}}{2}, r_- = \frac{1 - \sqrt{1 - 4\mu}}{2}, I_0 = 0, I_1 = c_1 \). Note that expected impact degree

Figure 5.2: The solutions of expected impact degree \( I_n \).
with $n$-th knockout is $I_n > 0$ and real value. If $n' = n + 2$,

$$I_n = \frac{1}{(1 - \alpha_3)(\alpha_1 - \alpha_2)} \left\{ \frac{1}{\alpha_1} - 1 \left( 1 - \frac{1}{\alpha_1^{n+2}} \right) - \frac{1}{\alpha_2} - 1 \left( 1 - \frac{1}{\alpha_2^{n+2}} \right) \right\}$$

$$- \frac{1}{1 - \alpha_3} \left\{ \frac{1}{\alpha_1 - \alpha_2} \left( \frac{1}{\alpha_1^{n+2}} - 1 \right) - \frac{1}{\alpha_2 - \alpha_3} \left( \frac{1}{\alpha_2^{n+2}} - 1 \right) \right\}$$

$$+ \frac{\mu c_1}{\alpha_1 - \alpha_3} \left\{ \frac{1}{\alpha_1 - \alpha_2} \left( \frac{1}{\alpha_1^{n}} - 1 \right) - \frac{1}{\alpha_2 - \alpha_3} \left( \frac{1}{\alpha_2^{n}} - 1 \right) \right\}$$

$$- \frac{\mu c_2}{\alpha_1 - \alpha_3} \left\{ \frac{1}{\alpha_1 - \alpha_2} \left( \frac{1}{\alpha_1^{n-1}} - 1 \right) - \frac{1}{\alpha_2 - \alpha_3} \left( \frac{1}{\alpha_2^{n-1}} - 1 \right) \right\}$$

$$+ \frac{\mu c_3}{\alpha_1 - \alpha_3} \left\{ \frac{1}{\alpha_1 - \alpha_2} \left( \frac{1}{\alpha_1^{n-2}} - 1 \right) - \frac{1}{\alpha_2 - \alpha_3} \left( \frac{1}{\alpha_2^{n-2}} - 1 \right) \right\} \right\}, \quad (5.7)$$

where $I_1 = c_1$, $I_2 = c_2$. The coefficients $\alpha_1$, $\alpha_2$ and $\alpha_3$ are solutions of a cubic equation defined as $x^3 - x + \mu = 0$, which is derived from generating function.

### 5.3.2 Model of expected impact degree for multiple knockouts with effects of finite size

We consider the model of expected impact degree with effects of size of network. The solution of $I_m$ increases exponentially with $m$. In this case, the expected impact degree of multiple impacted degree are larger than sum of the expected impact degree with single impacted degree. Therefore, we include the nonlinear effects of size of network system and consider the model described as follows.

$$I_n = \begin{cases} 
0 & (n = 0), \\
 n + \kappa n (N - n) / N \sum_{i=0}^{N} p_i^n l_i & (n \geq 1), 
\end{cases} \quad (5.8)$$

where $N$ is the size of considering network and $\kappa$ is constant of proportionality. The maximum infected node $n'$ is fixed as $N$ for all number of knockouts $n$.

### 5.4 Evaluation of model of expected impact degree

We evaluate the model of expected impact degree using metabolic networks data sets. We can compute the impact degree with multiple knockouts by comprehensive method using SIMPLE ALGORITHM [124]. Since it is impossible to evaluate experiment with a Large-Scale network because of the computational complexity, we use the subnetwork *E. coli*, *B. subtilis*, *S. cerevisiae* and *H. sapiens* from KEGG database. We experienced the eco00010.xml, eco00020.xml and eco00030.xml, bsu00010.xml, bsu00020.xml and bsu00030.xml, sce00010.xml, sce00020.xml and sce00030.xml, hsa00010.xml, hsa00020.xml and hsa00030.xml respectively. Using SIMPLE ALGORITHM, it is able to derive the expected impact degree of multiple knockouts $n \approx 30$. 
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5.5 Concluding remark

In this chapter, we proposed the model of expect impact degree using simple recurrence equations inspired by branching process and compared to data of metabolic network from KEGG database. We compare the model of expected impact degree with finite size effects of network system and the model with infinite size of network. Through computational experiments, it is observed that the model of expected impact degree with finite size effects well fits to the changing of impact degree of metabolic network from KEGG database. We can predict the expected impact degree for full metabolic networks for arbitrary $n$ using the model of expected impact degree and reaction network extracted from KEGG database.

It is found that the solutions of expected impact degree increases linearly until knockouts of half size of whole metabolic network. However, the solutions of expected impact degree reach the limit with convex curve when we give knockouts more than half size of whole metabolic network. These phenomena are observed in both partial metabolic network and complete metabolic network. The damage expansion rates take highest value when we give knockouts half size of considering metabolic network.
The solution of expected impact degree with finite network size and KEGG database show convex curve with respect knockouts.

It tells us data of metabolic networks obtained from KEGG database have properties of scalability and symmetric structure. Although we need to evaluate importance of each reaction for metabolic network, the numerical experiments of expected impact degree and KEGG database showed scalability of metabolic network for both eucaryote and prokaryote from perspective of network systems. It indicates that we can obtain valuable results of experiments concerning partial metabolic network without examining whole metabolic network data. Moreover, it supports the property that addition law of metabolic network in both theoretical and experimental case. In addition to the scalability of metabolic network from KEGG database, symmetric structures in metabolic network are also observed through the model of expected impact degree and KEGG database.

The numerical simulations of the model of expected impact degree for full metabolic networks of E. coli, B. subtilis, S. cerevisiae and H. sapiens are obtained using reaction network for arbitrary size of knockouts. In the case of whole metabolic network for each species from KEGG database, it is impossible to obtain impact degree more than 3 knockouts because of computational complexity. It is
found that the solution of the model of expected impact degree show lowest values in the case of H. sapiens. It would be related to the stability or robustness of network structure which are characteristic to each species, however, the difference between eucaryote and prokaryote are not observed.

We have investigated and discussed the model of expected impact degree with nonlinear finite size effects. The model of expected impact degree well fits to observed data from KEGG database and show qualitative behavior of metabolic network from artificial or external impact. It would be useful to evaluate the stability of considering metabolic network with arbitrary knockouts, and there would be possibility that the stability of metabolic network is related to properties of scalability and symmetric structure of metabolic network.
Chapter 6

Sector dominance ratio analysis of financial markets

6.1 Background

Economical and Financial markets are highly complex adaptive systems, resulting from multi-scale interactions amongst individuals, institutions, companies and countries [82]. To better understand the dynamics and structure of financial markets, one can draw on the tools developed in the discipline of complexity science, which has focused on the extraction of useful information for understanding and controlling dynamic interacting systems such as economic, biological, and other complex systems [10] [34] [91] [101] [117] [127] [133]. Physics-based approaches also have been proposed for avoiding and controlling systemic risks and crises in financial markets [9] [75]. While complex phenomena such as chaos generally lead to unpredictability [110], classical dynamics and quantum statistical mechanics in physics have been applied to many fields of science [112]. Such methods have been successful in analyzing information and conservation laws, and have contributed to the understanding of nonlinear and complex dynamical interacting systems that are not in a state of equilibrium [78] [130] [131].

The network approach also has been used to analyze connections between world financial markets, especially since the coupling between markets has strengthened in recent years [52]. The evolution of dependencies in the global market can be quantified by constructing the dependency network for each market [53]. At a smaller scale, the network structure of markets and the interactions and dependencies among economic sectors within national markets also can be modeled using such a structure [18]. The structure of economic sectors within each market is relevant not only to intramarket properties, but also affects the relation across markets. In addition, each market has a unique structure of economic sectors; for example, the energy and financial sectors are of relatively high importance in the U.S. stock market. Uncovering which economic sectors play a dominant role in each market is fundamental to understanding their structure.

Many methods have been applied to studying information embedded in the interactions in stock markets. One key statistically based approach is the use of empirical correlation analysis, and the analysis of empirical correlations between different financial assets [27] [51] [67]. A major contribution of statistical physics to these efforts has been the use of Random Matrix Theory (RMT) to uncover latent information embedded in the observed empirical correlations [11] [22] [48] [54] [68] [94] [99] [103] [108]. RMT is a method-
ogy to evaluate the eigenvalues of empirical correlation matrices, originally developed in the field of nuclear physics by Wigner and Dirac to explain energy levels of complex quantum systems.

In their seminal work, Plerou et al. tested the eigenvalue statistics of the empirically measured correlation matrix $C$, of historical returns from the U.S. stock market against the null hypothesis of a random correlation matrix. This allowed them to distinguish genuine correlations from spurious correlations that are present even in random matrices. They found that the bulk of the eigenvalue spectrum of $C$ shares universal properties with the Gaussian orthogonal ensemble of random matrices. Further, by analyzing deviations from RMT, they showed that the largest eigenvalue and its corresponding eigenvector represent the influence of the entire market on all stocks; using the remaining deviating eigenvectors, they were able to partition stocks into distinct subsets whose identity corresponds to conventionally identified economic sectors. Finally, they introduced an approach which utilizes these results for the construction of portfolios that have a stable ratio of risk to return.

Recently, Kinlaw et al. introduced a method to measure systemic importance using the absorption ratio and variance of eigenvectors introduced by, which is equal to the fraction of a market’s total variance explained by a subset of important factors. This method provides the possibility to assess whether a market is fragile or resilient to shocks or external effects by examining the value of the absorption ratio. Furthermore, this tool was extended to measure the centrality of an economic sector in a given market, by the use of a centrality score.

In this chapter, we propose to extend previous work by introducing a new approach to uncover the functional dominance of economic sectors, using RMT. We propose a new indicator, the Sector Dominance Ratio (SDR), to examine economic sectoral makeup at a certain reference time interval using both raw correlation and partial correlation matrices. Here we term standard Pearson correlation coefficients as raw correlations. Partial correlations are the correlation between two variables after removing the mediating effect of a third variable (see Methods section), and provides the means to uncover the nature of the hidden embedded relationships between different sectors of the market. We will introduce the SDR methodology and study the dynamic changes of SDR employing eigenvectors obtained from both raw and partial correlation matrices. The SDR uses RMT to identify the informative components of the empirical correlation matrices, and thus, unlike other factor models or principal components-based indicators, does not require making assumptions on where the meaningful system information is embedded. As such, the SDR can shed additional light into the functional structure of financial markets.

We examine the SDR for both yearly and monthly bases for raw correlation and partial correlation matrices. We apply the SDR methodology to study the structure of four different stock markets, those of the U.S., U.K., Germany, and Japan, and investigate whether the economic sectoral makeup is indeed apparent in the observed prices and their evolution over time. The information obtained from the model of SDR provides important insights into the underlying driving forces in the dynamics of real stock markets: not only the importance of each sector, but also the state of the sector and whether its activity or growth rate is increasing or decreasing. Finally, we show the SDR is useful for predicting the behavior of VIX indexes using a Granger causality and cross correlation tests for both raw and partial correlation.

The chapter is organized as follows. Section refers to methods for the analysis of stock market data, correlation coefficients and the introduction of the RMT approach as well as the relation between RMT and the factor model. In section we present the formal model of the SDR using components of eigenvectors for raw and partial correlations. In section we examine the distribution of eigenvalues and the components of the largest and second largest eigenvector. We present the results obtained from
the SDR analysis in section 6.5 focusing on the sectoral content of the different markets in different time periods. We show that the method of raw and partial correlations and the model of SDR provide important information on the underlying structure of financial markets and their dynamics. Finally, we discuss the main results and conclusions in section 6.7.

6.2 Materials and methods

6.2.1 Data

We employ the daily adjusted closing price from four major stock markets (see [52]) downloaded from Thomson Reuters Datastream. For the U.S., the U.K. and Japan, we include stocks belonging to each country’s most important stock indices, the S&P 500, FTSE 350, and Nikkei 500. For Germany, we start with the entire set of DAX composite shares since the DAX index has only 30 members. After filtering out stocks that did not actively trade over the entire period, we are left with 89 stocks, mainly DAX members and some stocks from the MDAX and SDAX. The number of stocks finally used for the analysis shrinks significantly when we select only stocks that trade actively from January 2000 to December 2010. We also use volume data to filter for very illiquid stocks.

Economic sectors and their market share in each country are shown in Table 6.1. Each market has unique makeup of economic sectors; for example, the energy sector is substantial in the U.S. and Japan, but not in the U.K. and Germany. The services and health care sectors have a large share in the U.K. and German markets, but not in the U.S. and Japan. The communications sector does not appear in the German stock market. We consider the percentage of representative economic sectors in Table 6.1 as benchmark values to compare with random data, and employ the data of Table 6.1 for the analysis of SDR for normalization.

Table 6.1: The table presents the number and percentage (in parentheses) of representative economic sectors in the U.S., U.K., German and Japanese stock markets. Each sector is indexed by s. The total number of stocks is 403 for U.S. stock market, 116 for the U.K., 89 for Germany and 315 for Japan.

<table>
<thead>
<tr>
<th>s</th>
<th>Sector</th>
<th>U.S.</th>
<th>U.K.</th>
<th>Germany</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Basic materials</td>
<td>21 (5.21%)</td>
<td>9 (7.76%)</td>
<td>4 (4.49%)</td>
<td>36 (11.4%)</td>
</tr>
<tr>
<td>2</td>
<td>Communications</td>
<td>29 (7.2%)</td>
<td>1 (0.86%)</td>
<td>0 (0%)</td>
<td>12 (3.81%)</td>
</tr>
<tr>
<td>3</td>
<td>Consumer goods</td>
<td>136 (33.8%)</td>
<td>12 (10.34%)</td>
<td>24 (27.0%)</td>
<td>113 (35.9%)</td>
</tr>
<tr>
<td>4</td>
<td>Energy</td>
<td>32 (7.94%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>2 (0.63%)</td>
</tr>
<tr>
<td>5</td>
<td>Financial</td>
<td>62 (15.4%)</td>
<td>33 (28.5%)</td>
<td>10 (11.2%)</td>
<td>39 (12.4%)</td>
</tr>
<tr>
<td>6</td>
<td>Health care</td>
<td>0 (0%)</td>
<td>4 (3.45%)</td>
<td>9 (10.1%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>7</td>
<td>Industrial goods</td>
<td>52 (12.9%)</td>
<td>12 (10.3%)</td>
<td>11 (12.4%)</td>
<td>89 (28.3%)</td>
</tr>
<tr>
<td>8</td>
<td>Services</td>
<td>0 (0%)</td>
<td>32 (27.6%)</td>
<td>14 (15.7%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>9</td>
<td>Technology</td>
<td>45 (11.2%)</td>
<td>6 (5.17%)</td>
<td>13 (14.6%)</td>
<td>19 (6.03%)</td>
</tr>
<tr>
<td>10</td>
<td>Utilities</td>
<td>26 (6.45%)</td>
<td>7 (6.03%)</td>
<td>4 (4.49%)</td>
<td>5 (1.59%)</td>
</tr>
</tbody>
</table>
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6.2.2 Stock correlation metrics

The stock return $r_i(t)$ is defined as

$$r_i(t) = \log[p_i(t + \Delta t)] - \log[p_i(t)],$$

(6.1)

where $p_i(t)$ is the daily adjusted closing price of stock $i$ at time $t$, and $\Delta t$ is the time interval which is taken as $\Delta t = 1$ (1 trading day) for this analysis. The raw correlation (Pearson’s correlation, \([98]\)) coefficient between two stocks $i$ and $j$ is defined as

$$C(i, j) = \frac{\langle (r_i - \mu_i) \cdot (r_j - \mu_j) \rangle}{\sigma_i \sigma_j},$$

(6.2)

where $r_i$ and $r_j$ are returns of stocks $i$ and $j$, $\mu_i$ and $\mu_j$ are respective means, $\sigma_i$ and $\sigma_j$ are standard deviations of corresponding stocks, and the bracket $\langle \rangle$ denotes the average over time. Note that $C(i, j)$ is a symmetric square matrix and $C(i, i) = 1$ for all $i$.

Recently, a new method to study relationships of influence, or dependency, by using partial correlations to construct a new type of network was introduced in \([49, 55]\). In their study, they applied this approach to the analysis of stock relationships, and were able to uncover important information regarding the underlying dependency relationships between stocks traded on the New York Stock Exchange (NYSE). This methodology is also capable of providing important information on the evolution of the network \([50]\) and recently, on the investigation of the immune system \([77]\) and semantic networks \([56]\), validating the applicability of the methodology to different types of complex systems.

Partial correlation is another useful tool to investigate correlations between two stocks. The partial correlation measures correlation between two variables after accounting for any common dependence on a third mediating variable. For stocks, we wish to measure correlation after removing the mutual dependence on a systematic economy-wide factor such as the market index. The residual, or partial, correlation between stocks $i$ and $j$, after accounting for the mediating effect of the market index, $m$, is defined by \([3, 54, 106]\) as:

$$\rho(i, j|m) = \frac{C(i, j) - C(i, m)C(j, m)}{\sqrt{(1 - C^2(i, m))(1 - C^2(j, m))}},$$

(6.3)

where $C(i, j)$ is the raw correlation between stock $i$ and $j$, $C(i, m)$ is the pairwise correlation between stock $i$ and the mediating variable $m$, and $C(j, m)$ is the pairwise correlation between stock $j$ and the mediating variable $m$.

While much work has made use of RMT to study empirical correlation matrices, there is very little work using RMT to investigate partial correlation matrices \([54]\). An important question is how similar the leading eigenvectors of the correlation matrix and the partial correlation matrix are, and what additional information is provided by the eigenvectors of the partial correlation matrix.

6.2.3 Application of Random Matrix Theory (RMT)

One important application of RMT in Finance is its use in determining the number of factors to use in a factor model. In order to assess stock returns, the factor model developed by Fama et al. \([24]\) is widely
The general multifactor model for \( x_i(t) \) is defined as

\[
x_i(t) = \left\{ \sum_{j=1}^{K} \gamma_i^{(j)} f_j(t) \right\} + \gamma_i^{(0)} \epsilon_i(t),
\]

(6.4)

where \( x_i(t) \) is the return from stock \( i \) and \( \gamma_i^{(j)} \) is a constant describing the weight of factor \( j \) in the dynamics of the variable \( x_i(t) \). The maximum number of factors, which are described by the time series \( f_j(t) \) is \( K \), and the last term \( \epsilon_i(t) \) is a zero mean noise with unit variance.

The factors can be selected on theoretical ground such as interest rates for bonds, industrial production for stocks, or alternately on empirical grounds. In our approach, a factor can be also associated with each relevant eigenvalue and eigenvector; the multifactor model with eigenvalue and eigenvector is given as follows

\[
x_i(t) = \sum_{h=1}^{K} \gamma_i^{(h)} \sqrt{\lambda_h} f^{(h)}(t) + \sqrt{1 - \sum_{h=1}^{K} \gamma_i^{(h)^2}} \lambda_h \epsilon_i(t).
\]

(6.5)

In this multifactor model, \( K \) is the maximum number of relevant eigenvalues and \( \gamma_i^{(h)} \) is the \( i \)-th component of the \( h \)-th eigenvector of correlation matrix \( C \). The \( \lambda_h \) is \( h \)-th eigenvalue and \( f^{(h)} \) is defined as \( h \)-th factor. The term \( \epsilon_i(t) \) is idiosyncratic firm-specific component of return term. In this multifactor model, the eigenvalues which have ”meaningful” information on factor \( f^{(h)} \) should be included. Using RMT, we can select meaningful eigenvalues for the multifactor model by examining the number of eigenvalues deviating from \( \lambda_{\text{max}} \) given by Equation (2.40).

6.3 Sector dominance ratio (SDR)

We propose the following Sector Dominance Ratio (SDR) to study evolution of sectoral makeup using eigenvectors derived from empirical correlation matrices and benchmark values in Table 6.1. After ordering the eigenvalues obtained from an empirical correlation matrix as \( \lambda_1 > \lambda_2 \cdots > \lambda_k > \lambda_{k+1} \cdots > \lambda_{\text{max}} \), we assess the components of the \( k \)-th eigenvector \( v_k = (v_{1k}, v_{2k}, \ldots, v_{Nk}) \) corresponding to \( k \)-th largest eigenvalue deviating from \( \lambda_{\text{max}} \), using SDR. The SDR, \( \Phi_s \), is given as follows

\[
\Phi_s = N_\theta \sum_{i=1}^{N} \delta_{si} \theta(v_{ik} - \tau) - \epsilon_s,
\]

(6.6)

where \( s \) is the sector number in Table 6.1 and \( N \) is the number of stocks for each market. The \( N_\theta \) is a normalization term defined as \( N_\theta = 1/\sum_{i=1}^{N} \theta(v_{ik} - \tau) \). Note that threshold \( \tau \) is fixed under the maximum value of component of \( v_k \), therefore, \( N_\theta \) always takes finite and positive values. The second term \( \epsilon_s \) is a normalization term defined as \( \epsilon_s = n_s/N \) where \( n_s \) is the number of stocks belonging to sector \( s \), and values listed in Table 6.1 are applied to \( \epsilon_s \). The function \( \delta_{si} \) is Kronecker delta function; if stock \( i \) belongs to sector \( s \), it returns \( \delta_{si} = 1 \) and \( \delta_{si} = 0 \) otherwise. Each stock \( i \) is classified into 10 economic sector (basic materials \((s=1)\), communications \((s=2)\), consumer goods \((s=3)\), energy \((s=4)\), financial \((s=5)\), health care \((s=6)\), industrial goods \((s=7)\), services \((s=8)\), technology \((s=9)\) and utilities \((s=10)\) as listed in Table 6.1.
The function $\theta(v_{ik} - \tau)$ represents a step function defined as

$$
\theta(v_{ik} - \tau) = \begin{cases} 
1, & (v_{ik} \geq \tau), \\
0, & (v_{ik} < \tau), 
\end{cases}
$$

(6.7)

where $\tau$ is a threshold. The function $\theta(v_{ik} - \tau)$ determines whether or not stock $i$ has an active role in its stock market during a certain reference time. The threshold $\tau$ can be interpreted as an average value of activity of a financial market obtained from an empirical correlation matrix. If $\theta(v_{ik} - \tau)$ returns 1, the stock $i$ is considered to play an active role at the given reference time, reflecting that the weight of the given stock in the corresponding eigenvector is larger than the activity threshold, $\tau$. The range of SDR is $-1 \leq \Phi_s \leq 1$, and if a certain sector $s$ plays a dominant role at a given reference time, $\Phi_s$ takes a positive value close to $\Phi_s \approx 1$. If SDR takes a negative value close to $\Phi_s \approx -1$, it indicates that the activity of sector $s$ is low or declining during the given time interval. For the case of random data, it can be shown that $\Phi_s \approx 0$ (see B.1). Here we define the threshold to be $\tau = 1/\sqrt{N}$ (for additional information, see B.2).

Defined this way, the proposed SDR measure provides new information, which is not present in either standard factor models, or RMT, or both. The SDR does not require any assumptions regarding the number of factors, rather only the number of stocks in each sector. The SDR provides a quantitative, empirically based approach to study how different sectors dominate the behavior of other sectors, as reflected by their relative size in the empirical eigenvectors. The larger their size, the larger is their effect on the empirical correlations, which reflects how they influence changes in the price changes of other sectors in the market. Thus, for a given sector classification system, this measure provides the means to quantitatively monitor the difference in the contributions of the individual sectors in the real behavior of the market. This information can be used to monitor changes in individual sectors, shifts in market structure, and if needed, reconsideration of the classification scheme.

### 6.4 Spectral properties of similarity metrics

For each market (U.S., U.K., Germany and Japan), we calculate the empirical correlation matrix from the stock time series, and derive the eigenvalue distribution of each correlation matrix, for both raw and partial correlation. We study the numbers and values of eigenvalues deviating from $\lambda_{max}$ compared to the distributions obtained from random matrices. The values of the parameters, $Q$, $\lambda_{max}$ and $\lambda_{min}$ for all markets are listed in Table 6.2.

The distributions of eigenvalues of the similarity measures from the U.S., U.K., German and Japanese stock markets are presented using raw and partial correlations in Figure 6.1. The number and percentage of empirical eigenvalues that exceed the theoretical maximal eigenvalue, $\lambda_{max}$, for the raw and partial correlations and value of parameters for distributions of a random matrix are listed in Table 6.2. Eigenvalues for the case of partial correlations for each market are more prone to exceed $\lambda_{max}$, which implies that there is more information present in these matrices, after removing the mediating effect of the market index. In the case of raw correlation, the U.K. stock market has the largest percentage of deviating eigenvalues and the Japanese stock market has the lowest percentage of deviating eigenvalues.

In factor models and financial RMT analysis, the largest eigenvalue is considered the principal eigenvalue, and its corresponding eigenvector is associated with the market mode, specifically, the general movement of the market. As such, an important question is the extent of additional information provided...
Table 6.2: Value of $Q$, $\lambda_{\min}$ and $\lambda_{\max}$ for distribution of random matrices (2.39) derived from data for each stock market, and the number and percentage (value in parenthesis) of empirical eigenvalues which deviate from $\lambda_{\max}$ for raw and partial correlation matrices.

<table>
<thead>
<tr>
<th>Market</th>
<th>$Q$</th>
<th>$\lambda_{\min}$</th>
<th>$\lambda_{\max}$</th>
<th>Raw correlation</th>
<th>Partial correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>U.S.</td>
<td>6.86</td>
<td>0.38</td>
<td>1.91</td>
<td>17 (4.22%)</td>
<td>26 (6.45%)</td>
</tr>
<tr>
<td>U.K.</td>
<td>24.0</td>
<td>0.63</td>
<td>1.45</td>
<td>8 (6.90%)</td>
<td>13 (11.2%)</td>
</tr>
<tr>
<td>Germany</td>
<td>31.4</td>
<td>0.68</td>
<td>1.39</td>
<td>6 (6.74%)</td>
<td>10 (11.2%)</td>
</tr>
<tr>
<td>Japan</td>
<td>8.57</td>
<td>0.43</td>
<td>1.80</td>
<td>11 (3.49%)</td>
<td>23 (7.30%)</td>
</tr>
</tbody>
</table>

By the partial correlations, after removing the mediating effect of the market index. For example, one can ask whether the largest eigenvalue of the partial correlation matrix is similar to the second largest eigenvalue of the raw correlation matrix. We observe that the largest eigenvalue of raw correlation is generally speaking 3 ~ 5 times larger than that of the partial correlation matrix, testifying to the importance of the common market factor in driving raw correlations among stocks. The value of the principal eigenvalue is 116.0 for the U.S. stock market, 36.4 for the U.K. stock market, 23.9 for the German stock market and 105.6 for the Japanese stock market. By contrast, the value of the largest eigenvalue for partial correlation is only 35.5 for the U.S., 8.2 for the U.K., 8.9 for Germany, and 20.2 for Japan.

To further understand the additional embedded information present in the partial correlations, we examine the values of the components of the largest eigenvector for both raw correlation and partial correlation for each market. The scatter plots of weights (magnitudes) of components of eigenvectors $v_1$ from raw and partial correlations are given in Figure 6.2. We plot each component of eigenvector $v_1$ for both raw and partial correlations (gray circles in Figure 6.2) and compare to comparable values obtained from random data (white circles in Figure 6.2, see B.1 for more information). Using raw correlations, all components of eigenvector $v_1$ have positive values; however, the components of the largest eigenvector derived from partial correlations contain negative values in all stock markets. Moreover, in the case of partial correlation for the U.S. and Japanese markets, there are several negative values in the components of eigenvector $v_1$. For Germany negative value in the partial correlation principal eigenvector are also observed; however, Germany has the smallest number of such negative values. Compared to the U.S., U.K. and Japanese stock markets, Germany’s stock market is not significantly influenced by its index. All components of $v_1$ derived from the random matrix have positive values for all stocks for both raw and partial correlation.

6.5 Uncovering the sectoral makeup of financial markets

To investigate and monitor the dynamical evolution of the structure of financial markets, we apply the SDR methodology. First, we study the SDR for the entire time period. The values of the SDR, $\Phi_s$ ($s = 1, \ldots, 10$), using $v_1$ from raw and partial correlations during the period from January 2000 to December 2010 are presented in Table 6.3. The threshold $\tau$ is given as $\tau = 1/\sqrt{N}$ where $N$ is the number of stocks for each stock market (see also B.2 and B.3).

Table 6.3 demonstrates that implied sectoral importance can be meaningfully inferred from raw ver-
Figure 6.1: Probability distribution of the eigenvalues of the raw and partial correlation matrices of U.S. (a,b), U.K. (c,d), Germany (e,f), and Japanese (g,h) stock markets. The distributions are presented using black straight lines and the distributions of random matrices are presented using red circles.

This emphasizes the influence of the different sectors with and without the mediating effect of the market index. For example, the SDR using \( v_1 \) for the U.S. stock market exhibits a
large value in the financial sector using both raw and partial correlations, while the basic materials sector is lower in the case of $v_1$ using partial rather than raw correlation. This shows that the influence of the basic materials sectors to a large extent results from the market index. In the case of the SDR for the U.K. stock market, the basic material sector and financial sector is lower in the case of $v_1$ for partial correlation. This again shows that the influence of both these sectors, which is large when studying the raw correlations, is significantly decreased once the effect of the index is removed and the underlying structure of the market is uncovered. The financial sector dominates in both the U.S. and U.K. stock
Table 6.3: The SDR from the largest eigenvector $v_1$ using raw correlation (R.C.) and partial correlation (P.C.) from January 2000 to December 2010. The threshold is $\tau = 1/\sqrt{N}$, where $N$ is the number of stocks for each market.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic materials</td>
<td>4.84%</td>
<td>3.55%</td>
<td>2.44%</td>
<td>-7.76%</td>
<td>5.51%</td>
<td>5.51%</td>
<td>4.61%</td>
<td>9.62%</td>
</tr>
<tr>
<td>Communications</td>
<td>-2.96%</td>
<td>-0.86%</td>
<td>-0.86%</td>
<td>0%</td>
<td>0%</td>
<td>-2.74%</td>
<td>-3.81%</td>
<td></td>
</tr>
<tr>
<td>Consumer goods</td>
<td>-11.5%</td>
<td>-7.47%</td>
<td>-4.22%</td>
<td>-5.08%</td>
<td>-1.97%</td>
<td>5.53%</td>
<td>-8.6%</td>
<td>-2.04%</td>
</tr>
<tr>
<td>Energy</td>
<td>2.64%</td>
<td>0.09%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>-0.63%</td>
<td>0.87%</td>
<td></td>
</tr>
<tr>
<td>Financial</td>
<td>11.6%</td>
<td>18.9%</td>
<td>26.7%</td>
<td>16.3%</td>
<td>3.76%</td>
<td>3.76%</td>
<td>2.59%</td>
<td>4.16%</td>
</tr>
<tr>
<td>Health care</td>
<td>0%</td>
<td>0%</td>
<td>-3.45%</td>
<td>-3.45%</td>
<td>-7.61%</td>
<td>-7.61%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Industrial goods</td>
<td>6.14%</td>
<td>5.34%</td>
<td>-2.18%</td>
<td>10.7%</td>
<td>7.64%</td>
<td>7.64%</td>
<td>6.51%</td>
<td>-3.44%</td>
</tr>
<tr>
<td>Services</td>
<td>0%</td>
<td>0%</td>
<td>-7.18%</td>
<td>1.36%</td>
<td>-5.73%</td>
<td>1.77%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Technology</td>
<td>-8.52%</td>
<td>-10.4%</td>
<td>-5.17%</td>
<td>-5.17%</td>
<td>-4.61%</td>
<td>-14.6%</td>
<td>-0.15%</td>
<td>-6.03%</td>
</tr>
<tr>
<td>Utilities</td>
<td>-2.22%</td>
<td>-5.72%</td>
<td>-6.03%</td>
<td>-6.03%</td>
<td>3.01%</td>
<td>-1.99%</td>
<td>-1.59%</td>
<td>0.67%</td>
</tr>
</tbody>
</table>

markets, but has very little influence in the case of Germany and Japan, which emphasizes the difference in the structure and makeup of these four markets. Another example is the Energy sector, which is found to be influential only for the U.S. and Japanese stock markets, emphasizing their strong dependence on energy resources.

Next, we examine dynamical changes and the evolution of SDR on both a yearly and monthly basis by using $v_1$ for both raw correlation and partial correlation. We divide the stock return data for each stock market into yearly and monthly periods, and calculate raw and partial correlation matrices. The SDR was calculated for both raw and correlation matrices.

The transitions of SDR on a yearly basis for the U.S., U.K., German, and Japanese stock markets using $v_1$ for raw correlation and partial correlation with threshold $\tau = 1/\sqrt{N}$ are presented in Figure 6.3. We observe that the financial sector exhibited negative values in 2008, which correspond to the shocks in this sector resulting from the 2008 financial crisis in U.S. stock market. The footprints of the financial crisis can also be found when observing the negative or low values of SDR in the U.K. stock market, which are not observed in the case of Germany and Japan. In contrast, it can be observed, especially after removing the mediating effect of the index, that both Germany and Japan exhibit strong variations in the dominance of the different sectors.

Next, we study the SDR on a monthly basis (Figure 6.4). For the U.S. stock market, the monthly based SDR analysis provides important information on the change in the structure of the market. First, we observe that the raw correlations do not provide sufficient information. However, when removing the effect of the index, the changes in the underlying structure of the market become apparent. For example, the growing influence of the Financial sector is clearly visible, together with the weakening influence of the technology and industrial sectors. This provides new information into the evolution of this market leading up to the 2008 financial crisis. For the other three markets, similar results are observed to those found for the yearly based SDR analysis, emphasizing the dominance of the Financial sector in the U.K. stock market, and the changes in market structure observed for Germany and Japan.
6.6 SDR Investigation of the dominance of the financial sector

As an example of the application of the introduced methodology, we compare the SDR indicator to the index of implied volatility (VIX) for all stock markets on both a yearly and monthly basis (see Figure 6.5), for the period of January 2006 to December 2010. High values for the VIX are interpreted as a forecast of high volatility of returns in the near future. In this example, we focus on the SDR values calculated for the Financial sector, for both yearly and monthly time horizons. The SDR derived for this sector is denoted as $\Phi_5$.

We compare the CBOE VIX index for the period January 2006 until December 2010 to $-\Phi_5$, for the U.S. and U.K. stock markets, the VDAX index to $-\Phi_5$ for the German stock market and compare the Nikkei Stock Average Volatility Index for $-\Phi_5$ for the Japanese stock market. Since we define the SDR with a positive value as an expression of the dominance of a sector in a given time period, the negative of the value of SDR for financial sector, $-\Phi_5$, corresponds to the VIX for each market. When we compared $-\Phi_5$ to VIX on a yearly basis, the peak of VIX and $-\Phi_5$ are consistent in the case of the U.S. (Figure 6.5(a) and U.K. (Figure 6.5(b)) stock markets for both raw and partial correlation cases. However, in the case of Germany and Japan, the peaks of $-\Phi_5$ with partial correlation do not agree with those of VIX. This indicates that the financial sector plays a more dominant role in the U.S. and U.K. stock markets, and we find that $-\Phi_5$ is consistent with the VIX index.

To quantitatively compare the SDR to the VIX, we make use of Granger Causality Analysis (GCA) to analyze the extent to which the SDR predicts changes in the VIX indexes, or vice versa. Granger causality uses temporal precedence to identify the direction of causality from information in the data [635, 636, 651]. Thus, given the two time series $-\Phi_5$ and $I_{\text{vix},k}$ (VIX index for country $k$), we can independently identify both the influence from $-\Phi_5$ to $I_{\text{vix},k}$, and influence in the reverse direction with suitable models.

Let “y” and “x” be stationary time series. To test the null hypothesis that “x” does not Granger-cause “y”, one first finds the proper lagged values of “y” to include in a univariate autoregression of “y”:

$$y_t = a_0 + a_1 y_{t-1} + a_2 y_{t-2} + \cdots + a_m y_{t-m} + \text{residual.} \quad (6.8)$$

Next, the autoregression is augmented by including lagged values of “x”:

$$y_t = a_0 + a_1 y_{t-1} + a_2 y_{t-2} + \cdots + a_m y_{t-m} + b_p x_{t-p} + \cdots + b_q x_{t-q} + \text{residual} \quad (6.9)$$

One retains in this regression all lagged values of “x” that are individually significant according to their t-statistics, provided that collectively they add explanatory power to the regression according to a standard F-test (whose null hypothesis is no explanatory power jointly added by the “x”’s). In the notation of the above augmented regression, “p” is the shortest, and “q” is the longest, lag length for which the lagged value of “x” is significant. The null hypothesis that “x” does not Granger-cause “y” is not rejected if and only if no lagged values of “x” are retained in the regression. A measure of linear dependence $F_{-\Phi_5, I_{\text{vix},k}}$, between $-\Phi_5$ and $I_{\text{vix},k}$, which implements Granger causality in terms of vector autoregressive models, has been proposed by Geweke [29]. $F_{-\Phi_5, I_{\text{vix},k}}$ is the sum of three components

$$F_{-\Phi_5, I_{\text{vix},k}} = F_{-\Phi_5 \rightarrow I_{\text{vix},k}} + F_{I_{\text{vix},k} \rightarrow -\Phi_5} + F_{-\Phi_5, I_{\text{vix},k}}. \quad (6.10)$$

$F_{-\Phi_5, I_{\text{vix},k}}$ is a measure of the total linear dependence between the series $-\Phi_5$ and $I_{\text{vix},k}$. If nothing of the value at a given instant of one can be explained by a linear combination of all the values (past, present, and future) of the other, $F_{-\Phi_5, I_{\text{vix},k}}$ will evaluate to zero. This term will then contain no directional
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information, and implies residual correlations in the data that cannot be assigned to causally directed influence. \( F_{-\Phi_5 \rightarrow \text{VIX}_k} \) is a measure of linear directed influence from \(-\Phi_5\) to \(\text{VIX}_k\). If past values of \(-\Phi_5\) improve the prediction of the current value of \(\text{VIX}_k\), then \( F_{-\Phi_5 \rightarrow \text{VIX}_k} > 0 \). The results of the GCA are presented in Table 6.4. We find that the SDR \(-\Phi_5\) Granger causes the VIX index for both the U.S. and U.K., when calculated from raw correlations.

Table 6.4: The table represents the results of Granger causality tests between \(-\Phi_5\) and VIX for raw correlation and partial correlation for all stock markets. If the value of F-statistic is larger than the value of critical value, \(-\Phi_5\) Granger cause VIX. The significance level is 0.05 for all Granger causality tests.

<table>
<thead>
<tr>
<th>Market</th>
<th>Granger causality test</th>
<th>F-statistic</th>
<th>Critical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>U.S. (R.C.)</td>
<td>(-\Phi_5) Granger VIX</td>
<td>7.48</td>
<td>3.85</td>
</tr>
<tr>
<td>U.S. (P.C.)</td>
<td>(-\Phi_5) does not Granger VIX</td>
<td>3.32</td>
<td>3.85</td>
</tr>
<tr>
<td>U.K. (R.C.)</td>
<td>(-\Phi_5) Granger VIX</td>
<td>12.5</td>
<td>3.85</td>
</tr>
<tr>
<td>U.K. (P.C.)</td>
<td>(-\Phi_5) does not Granger VIX</td>
<td>0.56</td>
<td>3.85</td>
</tr>
<tr>
<td>Germany (R.C.)</td>
<td>(-\Phi_5) does not Granger VIX</td>
<td>0.71</td>
<td>3.85</td>
</tr>
<tr>
<td>Germany (P.C.)</td>
<td>(-\Phi_5) does not Granger VIX</td>
<td>1.27</td>
<td>3.85</td>
</tr>
<tr>
<td>Japan (R.C.)</td>
<td>(-\Phi_5) does not Granger VIX</td>
<td>0.21</td>
<td>3.85</td>
</tr>
<tr>
<td>Japan (P.C.)</td>
<td>(-\Phi_5) does not Granger VIX</td>
<td>2.78</td>
<td>3.85</td>
</tr>
</tbody>
</table>

Furthermore, to study the similarity between \(-\Phi_5\) and the VIX indexes, we perform a cross-correlation analysis between the two. Cross correlation is a standard method in signal processing for estimating the degree to which two series are correlated at different time lags. The discrete cross-correlation function between two time series \(X\) and \(Y\) is given by \(XCF(d)\):

\[
XCF(d) = \frac{\sum_{i=1}^{N-d} [(X(i) - \langle X \rangle) \cdot (Y(i - d) - \langle Y \rangle)]}{\sqrt{\sum_{i=1}^{N-d} (X(i) - \langle X \rangle)^2} \cdot \sqrt{\sum_{i=1}^{N-d} (Y(i - d) - \langle Y \rangle)^2}}
\]

where \(d\) is the lag. We consider values of \(d = \pm 1, \pm 2, \pm 3, \pm 4, \pm 5, \pm 6\). We investigate the monthly values of \(-\Phi_5\) and \(I_{VIX_k}\) for each year separately, for both raw correlations and partial correlation cases (Figure 6.6). In this analysis, the large value of \(d = +1\) means that the VIX would have similarity to previous month’s value of \(-\Phi_5\), and a large value of \(d = -1\) means \(-\Phi_5\) would have similarity to previous month’s value of VIX.

6.7 Concluding remarks

In this chapter we present a new measure to investigate the functional micro structure of financial markets, the Sector Dominance Ratio (SDR). To demonstrate the capabilities of this measure, we analyze data from the U.S., U.K., German, and Japanese stock markets from January 2000 to December 2010, a period in which these markets went through different structural changes. Using this data, our aim is
threefold: 1) introduce the SDR measure to study the micro structure of financial markets; 2) use the SDR to emphasize the structural differences between the investigated markets; and 3) to present and emphasize the additional information embedded in the stock partial correlations, after removing the mediating effect of the market index.

Significant patterns for the financial sector are evident from the SDR calculated for the raw and partial correlations, especially in the case of the U.S. and U.K. stock markets. Compared to Germany and Japan, these two markets exhibit a strong dominance of the financial sector, as is captured by the SDR analysis. This is further emphasized when we observe that for the U.S. market, the largest eigenvector from partial correlations and the second largest eigenvector from raw correlations are similar and exhibit similar values as the SDR of the financial sector. This finding emphasizes and highlights the extent of the dominance of the financial sector in this market. With regard to the time period surrounding the 2008 financial crisis, the SDR in the financial sectors in the U.S. and U.K. showed negative values in 2008; this tendency was also seen in Germany, but the Japanese stock market did not show such large negative values. This demonstrates the differences between the structural makeup of these four markets, and the extent of the damage of the 2008 financial crisis.

To further study the impact of the financial sector in these four markets, and as an example of the application of the SDR methodology, we compare the SDR measure to the VIX in all stock markets using both yearly and monthly averages. We compare the VIX index with the SDR for the financial sector, $-\Phi_5$, on a yearly basis and find that it is consistent with VIX in the U.S. and U.K. stock markets, especially in the partial correlation case. However, peaks of $-\Phi_5$ do not coincide with those of VIX for the German or Japanese stock markets. This is consistent with the fact that the financial sector plays a more dominant role in U.S. and U.K. stock market; in those markets, therefore, $-\Phi_5$ would be relevant to VIX. The Granger causality tests indicates that $-\Phi_3$ using raw correlations Granger-causes VIX in the U.S. and U.K. stock markets. We further examined the cross correlations between $-\Phi_5$ with the largest eigenvector from raw correlation and partial correlation matrices; therefore, the $-\Phi_5$ would be an indicator for VIX indexes for both U.S. and U.K. stock markets. We conclude that $-\Phi_5$ does not Granger cause VIX for the German and Japanese stock markets, because while the financial sector plays a dominant role in U.S. and U.K. stock markets, it does not do so in the German and Japanese stock markets. For the cross correlation analysis, we examine the cross correlation between $-\Phi_5$ and VIX for each year for all stock markets. The similarities between $-\Phi_5$ and VIX at $d = -1, \ldots, -6$ are observed especially for partial correlations case for all stocks and in the raw correlation case for the German stock market. This indicates that the $-\Phi_5$ using partial correlation can be useful for predicting the behavior of VIX indexes.

In summary, we present a new measure to quantify the evolution of activity of economic sectors reflected in financial markets. The SDR provides a quantitative measure to study structural versus functional activity in financial markets. As such, it provides a means to identify economic sectors with increasing dominance, which could indicate an increase in systemic risk. Further, the SDR also provides a means to identify markets in which the functional makeup is extremely different from the structural makeup, which could indicate structural reforms. As such, the SDR parameter provides both practitioners and policy makers an important tool useful for understanding the functional structure of financial markets, and its dynamics, and provides valuable information for monitoring and managing systemic risk.
Figure 6.3: Yearly based SDR analysis obtained from the largest eigenvector \( \mathbf{v}_1 \) for the raws and partial correlations of U.S. (a,b), U.K. (c,d), Germany (e,f), and Japanese (g,h) stock markets. The threshold is given as \( \tau = 1/\sqrt{N} \).
Figure 6.4: Monthly based SDR analysis for the raw and partial correlations of the U.S. (a,b), U.K. (c,d), Germany (e,f), and Japanese (g,h) stock markets. The dominance of the Financial sector is observed in both U.S. and U.K. stock market, but not in the German and Japanese stock markets. Furthermore, the monthly based SDR analysis highlights changes in market structure, emphasizing changes that led up to the 2008 financial crisis.
Figure 6.5: The comparison of Financial sector based SDR and VIX for the period of 2006-2010, on a yearly and monthly based time horizon for the U.S. (a,b), U.K. (c,d), Germany (e,f), and Japanese (g,h) stock markets. The red line corresponds to the VIX index on either yearly or monthly time horizon, and green and blue dashed lines correspond to dynamical change of $-\Phi_5$, which expresses deactivation of SDR for financial sector using $v_1$ for raw and partial correlation, respectively. The left y-axis displays the value of volatility index and the right y-axis displays the value of $-\Phi_5$. 
Figure 6.6: Cross correlation function (XCF) between the SDR calculated for the financial sector, $-\Phi_5$, and VIX by monthly basis for each year using raw and partial correlation, for the U.S. (a,b), U.K. (c,d), Germany (e,f), and Japanese (g,h) stock market. 68
Chapter 7

Conclusion and future work

7.1 Summary and Discussion

In this thesis, we have investigated several formation mechanisms of complex systems such as ecology, molecular biology, and economical systems.

In Chapter 3, we have investigated a system of $2n$-dimensional, coupled first-order differential equations which contains self-interactions, and mixing interactions by using Noether’s theorem. We discussed that the nonlinear differential equations with a conserved quantity, $\Psi$, calculated by Noether’s theorem have converged stable solutions, and the coefficients of nonlinear interactions are strictly confined by the conservation law of the system. The conserving converged solutions have been shown by a closed curve in $(x_1, x_2)$-coordinates for 2-dimensional case, and in general, it should be discussed by a closed hypersurface in $(x_1, x_2, \ldots, x_{2n})$-coordinates for $2n$-dimensional case. We investigated a system of symmetric nonlinear coupled first order differential equations has a conservation law and exists in the form of the $2n$-independent variables $(x_1, x_2, \ldots, x_{2n})$. We have named the system of symmetric first-order differential equations composed of the $2n$-dimensional nonlinear interactions as the binary-coupled form. We have found that if a coupled nonlinear system exists in a form of symmetric first-order differential equations, which has a velocity-independent conserved quantity as discussed in this thesis, the system tends to be composed of the binary-coupled form. The predator-prey type system, food-web system, and gene regulation network system may be typical examples, and the computer network seems to be expressed by $2n$-coupled form. However, if a competitive system is the odd-variable type, the system of the first-order differential equations becomes little different. The conservation law we derived in Chapter 3 also used to check the accuracy of numerical solutions of nonlinear differential equations. The binary-coupled differential equations have several interesting properties, and the system of binary-coupled form seems to be found in social, natural, and biological sciences. If a system of binary-coupled form is naturally discovered in nature, the consequences discussed in binary-coupled form system would help understand structures, interactions, evolution mechanism of biological systems as well as social, economic, and environmental systems. We have investigated and discussed the property of $2n$-dimensional ND system in general, such as addition law and exchangeability. Although $2n$-dimensional ND system is discussed as a continuous system by employing differential equations, it is useful to examine their qualitative character of the classical Lotka Volterra system.

In Chapter 4, we have examined characteristic properties of several ecological systems based on con-
served nonlinear interactions which include generalized Lotka-Volterra type prey-predator, competitive interactions. We have extended our $2n$-variable ND model by including external perturbations in order to apply the model to more realistic biological phenomena and to study responses of a biological system to external perturbations. We have also simulated external positive and negative perturbations by employing piecewise constant terms in our nonlinear equations. The results of simplified perturbations agreed with the experiments and empirical data reasonably obtained. It is shown that the numerical simulations have showed the existence of the standard rhythm which is characteristic to a nonlinear conserved system. We have found that it is essential to understand standard rhythm by observing and taking data of a system so that we can distinguish unusual maxima and minima from standard rhythm. Based on the concept of standard rhythm, the ten-year cycle of lynx and hare is examined. Though a cycle of a biological system should be a phenomenon composed of complex and multi-biological interactions, the 2-variable ND analysis has revealed the interesting results on properties of the biological phenomena. The ten-year cycle of lynx and hare is stable and resilient to external perturbations, which is reproduced in numerical calculations of our model. The stable cycles and recovering phenomena are shown with the system with conservation law, which are displayed numerically in phase-space solutions. We assume that the stability and conservation law are constructed at least by binary-coupled species in biological and ecological systems, and they are maintained in a more complicated multi-coupled system. The important factors are needed for all species to survive in nature, but they easily change by natural conditions. In addition, an unusual increase of population numbers of a species would endanger the survival of a species itself as well as other species. The important property of the nonlinear model with conservation law is that the binary-coupled system can have the persistent stability and recovering strength to external perturbations.

In Chapter 5, we have develop a model of expected impact degree using recurrence and difference equation to estimate the impact degree with multiple knockout and evaluate which model is suitable for simulating the impact degree with multiple knockout. The model of expected impact degree with effects of network size has well fitted to the observed data from Kyoto Encyclopedia of Genes and Genomes database. It is found that the solutions of the model of expected impact degree increases linearly until knockouts of half size of whole metabolic network. However, the solutions of expected impact degree reach the limit with convex curve when we give knockouts more than half size of whole metabolic network. These phenomena are observed in both partial metabolic network and complete metabolic network. The damage expansion rates take highest value when we give knockouts half size of considering metabolic network. The solution of expected impact degree with finite network size and Kyoto Encyclopedia of Genes and Genomes database show convex curve with respect knockouts. We assume that structure of metabolic networks obtained from Kyoto Encyclopedia of Genes and Genomes database have properties of scalability and symmetric structure. Although we need to evaluate importance of each reaction for metabolic network, the numerical experiments of expected impact degree and database showed scalability of metabolic network for both eucaryote and prokaryote from perspective of network systems. It indicates that we can obtain valuable results of experiments concerning partial metabolic network without examining whole metabolic network data. Moreover, it supports the property that addition law of metabolic network in both theoretical and experimental case. In addition to the scalability of metabolic network from database, symmetric structures in metabolic network are also observed through the model of expected impact degree. It would be useful to evaluate the stability of considering metabolic network with arbitrary knockouts, and there would be possibility that the stability of metabolic network is related to properties of scalability and symmetric structure of metabolic network.

In Chapter 6, we have presented a new measure to investigate the functional micro structure of
financial markets, the Sector Dominance Ratio (SDR). To demonstrate the capabilities of this measure, we have analyzed data from the U.S., U.K., German, and Japanese stock markets from January 2000 to December 2010, a period in which these markets went through different structural changes. We have compared the SDR measure to the VIX in all stock markets using both yearly and monthly averages. We compare the VIX index with the negative value of SDR for the financial sector on a yearly basis and find that it is consistent with VIX in the U.S. and U.K. stock markets, especially in the partial correlation case. However, peaks of negative value of SDR do not coincide with those of VIX for the German or Japanese stock markets. This is consistent with the fact that the financial sector plays a more dominant role in U.S. and U.K. stock market; in those markets, therefore, negative value of SDR would be relevant to VIX. The SDR provides a quantitative measure to study structural versus functional activity in financial markets. As such, it has been provided a means to identify economic sectors with increasing dominance, which could indicate an increase in systemic risk. Further, the SDR has also provided a means to identify markets in which the functional makeup is extremely different from the structural makeup, which could indicate structural reforms.

7.2 Future direction

In this thesis, we have investigated structural properties in complex phenomena such as ecology, biology and economy using analytical and statistical mechanics. We found several hypotheses for complex phenomena related by dissipative structure, nonlinear competitive systems and conservation law. We understand that the conservation law $\Psi$ depends sensitively on the values of nonlinear coefficients, and we also hope to investigate the relations between coefficients and stability of solutions of $2\pi$-ND systems. In this thesis, it was difficult to find the conservation law $\Psi$ for odd variables systems. However, special cases such as one variable would be possible to be expressed as constraint condition would have conservation law $\Psi$ since we it would be same problem as even variable systems. Besides odd variable systems, various type of Lagrangian and $\Psi$ would be investigated using binary-coupled form and exponential function. The conservation law $\Psi$ shows several interesting behaviors. For example, if nonlinear coefficients are not appropriate value, $\Psi$ oscillate while solutions have finite values. We need further examination for numerical simulation of $\Psi$. In Chapter 4 we assume that stability and conservation law are constructed by species in mutual dependency or cooperation to survive for long-time periods in severe nature, and the standard rhythm should be regarded as the result of strategy for species to live in nature. Whatever roles they have to play, the species that can fit and balance with other creatures can survive in nature. A strong predator cannot even survive if it ignores the law of the standard rhythm and conservation law of a system constructed by other members and the environment. We will have to consider quantitative algorithm for numerical simulation to fit realistic data. Moreover, considering population not only Canadian lynx but also snowshoe hare will be important future work. We hope that this study will help understand both activities of animals and humans in natural life.

In Chapter 5 we need to more computational experiments for several species and consider the differences of robustness among species. Moreover, the reason why considering nonlinear effects of size of network is useful for calculating expected impact degree from perspective of mathematical model. In addition, the model of expected impact degree would be useful for applying other fields such as economy since there are many phenomena described by network systems. As future work, we need to focus on properties of scalability and symmetry of these network systems. It is because the methods of conserva-
tion law might be able to apply and it would be useful for controlling network structure.

In Chapter 6, the SDR parameter has provided both practitioners and policy makers an important tool useful for understanding the functional structure of financial markets, and its dynamics, and has provided valuable information for monitoring and managing systemic risk. In this thesis, we took the largest eigenvalue from raw correlation as an indicator of SDR for convenient. However, it will be needed to investigate the reason why the largest eigenvalue is successful for monitoring financial market. As future work, we would like to reveal the structural correlation among SDR, random matrix theory and financial market.
Appendix A

Invariance of Single Integrals

A.1 \( r \)-parameter transformations

Under the hypothesis that the fundamental integrals is invariant under the \( r \)-parameter family transformations, we derive a set of basic invariant identities which considering Lagrangian and infinitesimal generators of the transformation. Let us consider the transformation of \((t, x', \ldots, x^n)\)-space with parameter \((\varepsilon^1, \ldots, \varepsilon^r)\) depending on real value \(r\). We denote the general transformation considering time transformation \(\bar{t}\) and space transformation \(\bar{x}^k\). Using arbitrary function \(\phi\) and \(\psi^k\), we express these transformations as follows.

\[
\bar{t} = \phi(t, x, \varepsilon), \\
\bar{x}^k = \psi^k(t, x, \varepsilon) \quad (k = 1, \ldots, n). 
\]

(A.1)

Applying Taylor expansion around \(\varepsilon = 0\), the properties are given from continuity as

\[
\phi(t, x, 0) = t, \\
\psi^k(t, x, 0) = x^k \quad (k = 1, \ldots, n). 
\]

(A.2)

The time transformation \(\bar{t}\) and space transformation \(\bar{x}^k\) are expressed as follows

\[
\bar{t} = t + \tau_s(t, x)\varepsilon^s + o(\varepsilon), \\
\bar{x}^k = x^k + \xi^k_s(t, x)\varepsilon^s + o(\varepsilon). 
\]

(A.3)

Moreover, there are relations among the transformation function \(\psi^k\), \(\phi\), \(\tau_s\) and \(\xi^k_s\) as

\[
\tau_s(t, x) = \frac{\partial \phi}{\partial \varepsilon^s}(t, x, 0), \quad \xi^k_s(t, x) = \frac{\partial \psi^k}{\partial \varepsilon^s}(t, x, 0). 
\]

(A.4)

It is called as infinitesimal transformation.


**APPENDIX A. INVARIANCE OF SINGLE INTEGRALS**

### A.2 Invariant Definitions

Suppose that the difference of functional is infinitesimal under the time transformation \( t \to \bar{t} \) and space transformation \( x(t) \to \bar{x}(\bar{t}) \). That is

\[
J(x) = \int_{a}^{b} \mathcal{L}(t, x(t), \dot{x}(t))dt
\]

and \( J(\bar{x}) \) which is after transformation

\[
J(\bar{x}) = \int_{\bar{a}}^{\bar{b}} \mathcal{L}(\bar{t}, \bar{x}(\bar{t}), \dot{\bar{x}}(\bar{t}))d\bar{t}
\]

have invariant property in the perspective of Lagrangian. We hypothesize that Lagrangian is invariant under the transformation as follows.

\[
\mathcal{L}(\bar{t}, \bar{x}(\bar{t})), \frac{d\bar{x}}{dt}(\bar{t})\frac{d\bar{t}}{dt} - \mathcal{L}(t, x(t), \dot{x}(t)) = O(\varepsilon).
\]

Note that \( O(\varepsilon) \) is also infinitesimal, if \( \varepsilon \to 0 \), \( O(\varepsilon)/\varepsilon \to 0 \). Based on these hypothesis and integral equations, we calculate following equations using Jacobian.

\[
J(\bar{x}) - J(x) = \int_{\bar{a}}^{\bar{b}} \mathcal{L}(\bar{t}, \bar{x}(\bar{t})), \frac{d\bar{x}}{dt}(\bar{t})\frac{d\bar{t}}{dt} - \int_{a}^{b} \mathcal{L}(t, x(t), \dot{x}(t))dt
\]

\[
= \int_{\bar{a}}^{\bar{b}} \mathcal{L}(\bar{t}, \bar{x}(\bar{t})), \frac{d\bar{x}}{dt}(\bar{t})\frac{d\bar{t}}{dt} - \int_{a}^{b} \mathcal{L}(t, x(t), \dot{x}(t))dt
\]

\[
= \int_{t_{1}}^{t_{2}} \left\{ \mathcal{L}(\bar{t}, \bar{x}(\bar{t})), \frac{d\bar{x}}{dt}(\bar{t})\frac{d\bar{t}}{dt} - \mathcal{L}(t, x(t), \dot{x}(t)) \right\}dt
\]

\[
= O(\varepsilon).
\]

Note that \( O(\varepsilon) \) is the function which has an order over the \( \varepsilon^2 \). There is a relation between Lagrangian before transformation and Lagrangian after transformation as follows

\[
\mathcal{L}(\bar{t}, \bar{x}(\bar{t})), \frac{d\bar{x}}{dt}(\bar{t})\frac{d\bar{t}}{dt} - \mathcal{L}(t, x(t), \dot{x}(t)) = \varepsilon^{r} \frac{d\Phi_{s}}{dt}(t, x(t)) + O(\varepsilon).
\]

The function \( \Phi_{s} \) is an arbitrary function. Invariant properties are derived from the differentiation of Lagrangian before transformation and after transformation, and if \( \varepsilon \to 0 \) it is found that \( O(\varepsilon) \) is 0. Therefore, there is an invariant property of \( \Phi_{s} \) which is proportional to \( \varepsilon \). In term of physics, \( \Phi_{s} \) is often called as gauge function and it is also considered the symmetric property of Lagrangian.

### A.3 The Fundamental Invariance Identities

**Theorem A.3.1.** The Lagrangian \( \mathcal{L}(t, x, \dot{x}) \) and its derivative satisfy following \( r \)-identities under the \( r \)-parameter transformation

\[
\frac{\partial \mathcal{L}}{\partial t} \tau_{s} + \frac{\partial \mathcal{L}}{\partial x} \frac{\partial \tau_{s}}{\partial x} + \frac{\partial \mathcal{L}}{\partial \dot{x}} \left( \frac{d\xi_{s}^{k}}{dt} - \dot{x}^{k} \frac{d\tau_{s}}{dt} \right) + \mathcal{L} \frac{d\tau_{s}}{dt} = \frac{d\Phi_{s}}{dt}.
\]

\((s = 1, \ldots, r), \) where the \( \tau_{s} \) and \( \xi_{s}^{k} \) are defined by the transformations.
Proof. In the proof, we will need following expressions which are derived from transformations.

\[ \tilde{t} = t + \tau_s(t, x)\varepsilon^s + o(\varepsilon) \]
\[ \tilde{x}^k = x^k + \xi^k_s(t, x)\varepsilon^s + o(\varepsilon) \]

We also use the definition of partial and basic differentiation \( \varepsilon \to 0 \).

\[
\left( \frac{\partial \tilde{t}}{\partial t} \right)_0 = 1, \left( \frac{\partial \tilde{x}^k}{\partial t} \right)_0 = \left( \frac{\partial \tilde{t}}{\partial x^k} \right)_0 = 0, \left( \frac{\partial \tilde{x}^k}{\partial x^k} \right)_0 = \delta^k_h,
\]
\[
\left( \frac{\partial^2 \tilde{t}}{\partial \varepsilon^s \partial t} \right)_0 = 0, \left( \frac{\partial^2 \tilde{x}^k}{\partial \varepsilon^s \partial t} \right)_0 = 0, \left( \frac{\partial^2 \tilde{x}^k}{\partial \varepsilon^s \partial \tilde{x}^k} \right)_0 = \delta^k_h,
\]
\[
\left( \frac{\partial^2 \tilde{t}}{\partial \varepsilon^s \partial \tilde{t}} \right)_0 = 0, \left( \frac{\partial^2 \tilde{x}^k}{\partial \varepsilon^s \partial \tilde{t}} \right)_0 = 0, \left( \frac{\partial^2 \tilde{x}^k}{\partial \varepsilon^s \partial \tilde{x}^k} \right)_0 = \delta^k_h.
\]
Note that \( (\cdot)_{\varepsilon=0} \) is expressed as \( (\cdot)_{0} \). Applying derivation of \( (A.10) \) by \( \varepsilon^s \), we get following

\[
\frac{\partial L}{\partial \tau_s} + \frac{\partial L}{\partial x^k} \xi^k_s + \frac{\partial L}{\partial \varepsilon^s} \left( \frac{d\xi^k_s}{dt} - x^k \frac{d\tau_s}{dt} \right) + L \frac{d\tau_s}{dt} = \varepsilon^s \frac{d\Phi_s}{dt} + O(\varepsilon)
\]
\[
\frac{d}{de^s} \left( \frac{\partial L}{\partial \tau_s} + \frac{\partial L}{\partial x^k} \xi^k_s + \frac{\partial L}{\partial \varepsilon^s} \left( \frac{d\xi^k_s}{dt} - x^k \frac{d\tau_s}{dt} \right) + L \frac{d\tau_s}{dt} \right) = \frac{d}{de^s} \left( \varepsilon^s \frac{d\Phi_s}{dt} + O(\varepsilon) \right)
\]

\[
\left( \frac{\partial \tilde{L}}{\partial t} \right) \left( \frac{\partial \tilde{L}}{\partial \tilde{t}} \right) + \frac{\partial \tilde{L}}{\partial \tilde{x}^k} \xi^k_s + \frac{\partial \tilde{L}}{\partial \varepsilon^s} \left( \frac{d\xi^k_s}{dt} - x^k \frac{d\tau_s}{dt} \right) + L \frac{d\tau_s}{dt} = \frac{d\Phi_s}{dt}
\]

By the definition of basic derivation, it is clear that we can obtain as following formulations,

\[
\frac{d\tilde{t}}{dt} = \frac{\partial \tilde{t}}{\partial t} + \frac{\partial \tilde{t}}{\partial \tilde{x}} \tilde{x},
\]
\[
\frac{d\tilde{x}}{dt} = \frac{\partial \tilde{x}}{\partial t} + \frac{\partial \tilde{x}}{\partial \tilde{x}} \tilde{x}.
\]
\[
\left( \frac{\partial}{\partial e^s} \right) \left( \frac{d\tilde{t}}{dt} \right) = \frac{\partial \tau_s}{\partial t} + \frac{\partial \tau_s}{\partial x^k} \frac{d\tau_s}{dt} = \frac{d\tau_s}{dt}.
\]
\[
\frac{\partial \tilde{x}}{\partial t} + \frac{\partial \tilde{x}}{\partial \tilde{x}} \frac{d\tilde{x}}{dt} = \frac{d\tilde{x}}{dt} \left( \frac{\partial \tilde{t}}{\partial t} + \frac{\partial \tilde{t}}{\partial \tilde{x}} \frac{d\tilde{x}}{dt} \right)
\]
If we apply derivation by $\varepsilon$,
\[ \frac{\partial}{\partial \varepsilon} \frac{\partial \bar{x}^k}{\partial t} + \frac{\partial}{\partial \varepsilon} \frac{\partial \bar{x}^k}{\partial x^h} \dot{x}^h = \frac{d\bar{x}}{dt} \left( \frac{\partial^2 \bar{t}}{\partial \varepsilon^2} + \frac{\partial^2 \bar{t}}{\partial \varepsilon \bar{x}^h} \dot{x}^h \right) + \frac{\partial}{\partial \varepsilon} \frac{d\bar{t}}{dt} \left( \frac{\partial \bar{t}}{\partial \varepsilon} + \frac{\partial \bar{t}}{\partial \bar{x}^h} \dot{x}^h \right) \]  
\[ (A.23) \]

Setting $\varepsilon \to 0$ in this expression,
\[ \frac{\partial \xi^k}{\partial t} + \frac{\partial \xi^k}{\partial x^h} = \dot{x} \left( \frac{\partial \tau_s}{\partial t} + \frac{\partial \tau_s}{\partial x^h} \dot{x}^h \right) + \left( \frac{\partial}{\partial \varepsilon} \frac{d\bar{x}}{dt} \right) \]  
\[ (A.24) \]

Now, we obtain
\[ \frac{d\xi^k}{dt} - \dot{x} \frac{d\tau_s}{dt} = \left( \frac{\partial}{\partial \varepsilon} \frac{d\bar{x}}{dt} \right) \]  
\[ (A.25) \]

Now, we obtain
\[ \frac{\partial L}{\partial \tau_s} + \frac{\partial L}{\partial \bar{x} \xi^k} + \frac{\partial L}{\partial \bar{x} \left( \frac{d\xi^k}{dt} - \dot{x} \frac{d\tau_s}{dt} \right)} + L \frac{d\tau_s}{dt} = \frac{d\Phi_s}{dt}. \]  
\[ (A.26) \]
Appendix B

Supplementary data

B.1 Results for shuffled data

To validate the empirical values observed for the SDR, we make use of a shuffling analysis procedure. For each stock, we first shuffle its price time series in time, thus breaking the temporal order. We then recalculate the returns, the stock correlation matrices, and from them the shuffled based SDR values. For example, in Figure B.1 we compare the raw correlations calculated for the U.S. market empirical data versus those calculated from the randomly shuffled data. Using the same color code to represent the correlation value, it is clear that the correlations for the random case are significantly different, and are very close to zero.

Figure B.1: Stock raw correlation matrix for the U.S. market, calculated from empirical data (a) and from the random ally shuffled time series (b), using the same color code.
B.2 Comparing the effect of the different thresholds

We compare the results of the SDR calculated using the $\tau = 1/ \sqrt{n}$ threshold with other threshold values. The SDR, $\Phi_s$, for $s = 1, \ldots, 10$, using $v_1$ from raw and partial correlations during the period from January 2000 to December 2010 are presented in Table B.1. The threshold $\tau$ is $\tau = \mu$ for $v_1$, where $\mu$ is the mean of components of eigenvector $v_1$ for each market. The components of the eigenvectors $v_1$ for raw correlation are always positive; on the other hand, the components of the eigenvectors $v_2$ for raw correlation and partial correlation take both positive and negative values; therefore, we use the value of $\tau$ for $v_1$ and $v_2$.

Table B.1 shows the SDR for basic materials sector decreased in the German, U.K. and U.S. stock markets in the case of partial correlation. The SDR for the communications sector showed larger percentage in the U.K. stock market and the SDR for consumer goods showed a larger percentage in the German, U.S., and Japanese stock markets in the case of partial correlation. The SDR for energy sector increased in the U.S. and Japanese stock markets and the SDR for the financial sector decreased for all stock markets in the case of partial correlation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic materials</td>
<td>4.06%</td>
<td>1.62%</td>
<td>5.20%</td>
<td>-3.41%</td>
<td>5.26%</td>
<td>4.39%</td>
<td>4.27%</td>
<td>5.06%</td>
</tr>
<tr>
<td>Communications</td>
<td>-2.81%</td>
<td>-2.80%</td>
<td>-0.86%</td>
<td>0.59%</td>
<td>0%</td>
<td>0%</td>
<td>-2.76%</td>
<td>-3.28%</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>-9.85%</td>
<td>-4.96%</td>
<td>-4.78%</td>
<td>-5.99%</td>
<td>-0.14%</td>
<td>6.36%</td>
<td>-8.12%</td>
<td>1.89%</td>
</tr>
<tr>
<td>Energy</td>
<td>2.79%</td>
<td>3.77%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>-0.63%</td>
<td>0.43%</td>
</tr>
<tr>
<td>Financial</td>
<td>3.39%</td>
<td>2.99%</td>
<td>25.3%</td>
<td>15.0%</td>
<td>10.47%</td>
<td>9.98%</td>
<td>2.80%</td>
<td>1.98%</td>
</tr>
<tr>
<td>Health care</td>
<td>0%</td>
<td>0%</td>
<td>-3.45%</td>
<td>-3.45%</td>
<td>-7.67%</td>
<td>-5.66%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Industrial goods</td>
<td>4.66%</td>
<td>1.73%</td>
<td>-2.94%</td>
<td>4.15%</td>
<td>7.15%</td>
<td>7.64%</td>
<td>6.30%</td>
<td>-1.13%</td>
</tr>
<tr>
<td>Services</td>
<td>0%</td>
<td>0%</td>
<td>-7.22%</td>
<td>4.30%</td>
<td>-5.97%</td>
<td>2.04%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Technology</td>
<td>-7.76%</td>
<td>-5.80%</td>
<td>-5.17%</td>
<td>-5.17%</td>
<td>-4.85%</td>
<td>-14.6%</td>
<td>-0.27%</td>
<td>-6.03%</td>
</tr>
<tr>
<td>Utilities</td>
<td>-1.57%</td>
<td>-3.52%</td>
<td>-6.03%</td>
<td>-6.03%</td>
<td>2.82%</td>
<td>-2.26%</td>
<td>-1.59%</td>
<td>1.07%</td>
</tr>
</tbody>
</table>

The yearly based SDR derived from $v_1$ and $v_2$ using raw and partial correlations for the U.S. stock market are presented in Figure B.2. We calculate the yearly based SDR for the U.S. stock market using $v_1$ and $v_2$, and study the effect of different threshold values. In the case of the SDR using $v_1$ for raw correlation and partial correlation with the threshold $\tau = \mu$, the consumer goods, energy and utilities sector show a larger SDR value using partial correlation. The changes in SDR of the financial sector are also greater using partial correlation. Low SDR values for the financial sector are observed for both raw correlation and partial correlation in 2008. In the case of the SDR for $v_2$ for raw and partial correlations with threshold $\tau = 0$, the technology sector shows a higher value of SDR in raw correlation and partial correlation, compared to that of the SDR obtained from $v_1$ with threshold $\tau = \mu$. Low values of the SDR for the financial sector were also observed during 2008.

The yearly based and monthly based SDR calculated from $v_1$ with threshold $\tau = \mu$ for the U.S., U.K., German, and Japanese stock markets are presented in Figure B.3 and Figure B.4 respectively, for both
raw correlation and partial correlation.

Figure B.2: The yearly based SDR calculated from $v_1$ for the U.S. stock market for different thresholds and for the first and second largest eigenvectors: (a) SDR calculated from $v_1$ and $\tau = \mu$ for raw correlations; (b) SDR calculated from $v_1$ and $\tau = \mu$ for partial correlations; (c) SDR calculated from $v_1$ and $\tau = 1/\sqrt{N}$ for raw correlations; and (d) SDR calculated from $v_1$ and $\tau = 1/\sqrt{N}$ for partial correlations.
Figure B.3: The yearly based SDR calculated from $v_1$ with $\tau = \mu$ for raw and partial correlations, for the U.S. (a,b), U.K. (c,d), Germany (e,f), and Japanese (g,h) stock markets.
Figure B.4: The monthly based SDR calculated from $v_1$ with $\tau = \mu$ for raw and partial correlations, for the U.S. (a,b), U.K. (c,d), Germany (e,f), and Japanese (g,h) stock markets.
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B.3 Results for the second-largest eigenvector

Table B.2 and Table B.3 present the values of the SDR, \( \Phi_s \) \((s = 1, \ldots, 10)\), using \( v_2 \) from raw and partial correlations during the period January 2000 to December 2010. The threshold used for the calculation is \( \tau = 0 \) for \( v_2 \) in Table B.2 and \( \tau = 1/\sqrt{N} \) for \( v_2 \) in Table B.3. While the components of eigenvectors \( v_1 \) for raw correlation are always positive, the components of eigenvectors \( v_2 \) for raw correlation and partial correlation take both positive and negative values; therefore, we changed the value of \( \tau \) for \( v_1 \) and \( v_2 \).

Table B.2 implies that the SDR for basic materials sector decreased in all stock markets; however, the SDR for the financial sector increased in all markets. The similarities are not observed among SDR for \( v_1 \) and \( v_2 \) for both raw and partial correlations.

The SDR obtained for a different threshold \( \tau \) using \( v_2 \) for raw and partial correlations during the period January 2000 to December 2010 are presented in Table B.3; the threshold \( \tau \) is given as \( \tau = 1/\sqrt{N} \) where \( N \) is the number of stocks for each stock market. The SDR listed in Table B.3 shows larger values, especially in the finance, industrial goods and technology sectors compared to the results using thresholds \( \tau = \mu \) or \( \tau = 0 \) which are listed in Table B.1 and Table B.2.

Table B.2: The SDR obtained from the second largest eigenvector \( v_2 \) for raw correlation (R.C.) and partial correlation (P.C.) from January 2000 to December 2010. The threshold is \( \tau = 0 \).

<table>
<thead>
<tr>
<th>Sector</th>
<th>U.S.</th>
<th>U.K.</th>
<th>Germany</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R.C.</td>
<td>P.C.</td>
<td>R.C.</td>
<td>P.C.</td>
</tr>
<tr>
<td>Basic materials</td>
<td>-2.07%</td>
<td>-2.78%</td>
<td>-4.86%</td>
<td>-7.76%</td>
</tr>
<tr>
<td>Communications</td>
<td>2.66%</td>
<td>2.51%</td>
<td>0.59%</td>
<td>1.70%</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>-2.81%</td>
<td>-0.74%</td>
<td>-6.00%</td>
<td>-7.78%</td>
</tr>
<tr>
<td>Energy</td>
<td>-7.49%</td>
<td>-7.45%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Financial</td>
<td>12.0%</td>
<td>13.7%</td>
<td>7.78%</td>
<td>12.6%</td>
</tr>
<tr>
<td>Health care</td>
<td>-6.11%</td>
<td>-2.79%</td>
<td>-3.45%</td>
<td>-0.88%</td>
</tr>
<tr>
<td>Industrial goods</td>
<td>-1.69%</td>
<td>-5.13%</td>
<td>2.70%</td>
<td>-7.78%</td>
</tr>
<tr>
<td>Services</td>
<td>0%</td>
<td>0%</td>
<td>7.20%</td>
<td>5.74%</td>
</tr>
<tr>
<td>Technology</td>
<td>5.87%</td>
<td>6.31%</td>
<td>2.07%</td>
<td>10.2%</td>
</tr>
<tr>
<td>Utilities</td>
<td>-6.45%</td>
<td>-6.45%</td>
<td>-6.03%</td>
<td>-6.03%</td>
</tr>
</tbody>
</table>

Table B.3 shows that the SDR using \( v_2 \) for the U.S. stock market has a large value for the financial sector for both raw and partial correlations. The value of SDR using \( v_2 \) and partial correlation is more than 50% in the case of the financial sector. The basic materials sector is not detected in the case of \( v_2 \) using raw correlation. The basic material and financial sector SDRs in the U.K. fall in the case of \( v_2 \) for both raw and partial correlations. In contrast, the SDR for the communications sector increased in the case of \( v_2 \) for both raw and partial correlations. The technology sector also exhibits larger values in the case of SDR using \( v_2 \) for both raw and partial correlations. The SDR of the industrial goods sector using \( v_2 \) for raw correlation also shows a large value. The SDR for the German stock market shows a large value in the basic materials and industrial goods sectors for \( v_2 \) and raw correlation case, and in the utilities sector for \( v_2 \) and the partial correlation case. The services and technology sectors are not detected in the case of \( v_2 \) for either raw or partial correlations. Further, we find that the SDR for the Japanese stock market has a large value in the industrial goods and technology sectors for \( v_2 \) and the raw correlation case, and in consumer goods sector for \( v_2 \) for the partial correlation case.
Table B.3: The SDR from the second largest eigenvector \(v_2\) using raw correlation (R.C.) and partial correlation (P.C.) from January 2000 to December 2010. The threshold is \(\tau = 1 / \sqrt{N}\), where \(N\) is the number of stocks for each market.

<table>
<thead>
<tr>
<th>Sector</th>
<th>U.S.</th>
<th>U.K.</th>
<th>Germany</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R.C.</td>
<td>P.C.</td>
<td>R.C.</td>
<td>P.C.</td>
</tr>
<tr>
<td>Basic materials</td>
<td>-5.21%</td>
<td>-5.21%</td>
<td>-7.76%</td>
<td>15.5%</td>
</tr>
<tr>
<td>Communications</td>
<td>-4.97%</td>
<td>-7.20%</td>
<td>6.28%</td>
<td>6.28%</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>-7.08%</td>
<td>-9.94%</td>
<td>-10.3%</td>
<td>-3.20%</td>
</tr>
<tr>
<td>Energy</td>
<td>-7.94%</td>
<td>-7.94%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Financial</td>
<td>31.3%</td>
<td>58.4%</td>
<td>-21.3%</td>
<td>-14.2%</td>
</tr>
<tr>
<td>Health care</td>
<td>0%</td>
<td>0%</td>
<td>-3.45%</td>
<td>-3.45%</td>
</tr>
<tr>
<td>Industrial goods</td>
<td>-10.7%</td>
<td>-10.5%</td>
<td>32.5%</td>
<td>-10.3%</td>
</tr>
<tr>
<td>Services</td>
<td>0%</td>
<td>0%</td>
<td>-6.16%</td>
<td>8.13%</td>
</tr>
<tr>
<td>Technology</td>
<td>11.1%</td>
<td>-11.2%</td>
<td>16.3%</td>
<td>30.5%</td>
</tr>
<tr>
<td>Utilities</td>
<td>-6.45%</td>
<td>-6.45%</td>
<td>-6.03%</td>
<td>-6.03%</td>
</tr>
</tbody>
</table>

Comparing the values of SDR using different thresholds (Table B.1, Table B.2, Table B.3, and Table 6.3), one can observe that changing the threshold \(\tau\) increases the difference in the SDR between the second largest eigenvector \(v_2\) and the largest eigenvector \(v_1\) for both raw and partial correlations. It is assumed that the SDR derived from components of the second largest eigenvector \(v_2\) are relatively more sensitive to noise than the SDR derived from the largest eigenvector \(v_1\). It is expected that the second largest eigenvalue for raw correlation and largest eigenvalue for partial correlation are similar to each other; however, the similarity of the second largest eigenvalue for raw correlation and the largest eigenvalue for partial correlation is not found in the analysis of SDR.

The yearly based and monthly based SDR from \(v_2\) with the threshold \(\tau = 0\) for the U.S., U.K., German and Japanese stock markets are presented in Figure B.5 and Figure B.6, respectively, for both raw and partial correlations. The transitions of SDR on a yearly basis for the U.S., U.K., German, and Japanese stock markets using \(v_2\) for raw correlation and partial correlation with threshold \(\tau = 1 / \sqrt{N}\) are presented in Figure B.7. Unlike the SDR using \(v_1\) for raw and partial correlation, it is difficult to discern tendencies for the different sectors with respect to time. The transitions of SDR on a monthly basis for the U.S., U.K., German, and Japanese stock markets using \(v_2\) for raw correlation and partial correlation with threshold \(\tau = 1 / \sqrt{N}\) are presented in Figure B.8.
Figure B.5: The yearly based SDR calculated from $v_2$ with $\tau = 0$ for both raw and partial correlation for the U.S. (a,b), U.K. (c,d), Germany (e,f), and Japanese (g,h) stock markets.
Figure B.6: The monthly based SDR calculated from $v_2$ with $\tau = 0$ for both raw and partial correlation for the U.S. (a,b), U.K. (c,d), Germany (e,f), and Japanese (g,h) stock markets.
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Figure B.7: The yearly based SDR calculated from $v_2$ with $\tau = 1/\sqrt{N}$ for both raw and partial correlation for the U.S. (a,b), U.K. (c,d), Germany (e,f), and Japanese (g,h) stock markets.
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Figure B.8: The monthly based SDR calculated from $v_2$ with $\tau = 1/\sqrt{N}$ for both raw and partial correlation for the U.S. (a,b), U.K. (c,d), Germany (e,f), and Japanese (g,h) stock markets.
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