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Preface

In this thesis, we study the block coordinate gradient methods for two kinds of the nonlinear optimization problems with separable structure: the classical optimization problem and the online optimization problem. These two optimization problems are highly constructed models arising from practical problems in science and engineering, and the corresponding applications are typically built on large scales. Hence, proposing efficient and practical solution methods to solve them is a worth studying topic.

Due to the large scales, the classical second order methods, such as the Newton method, the interior point method, can not be applied successfully. Practical experiments indicate that the first order methods are more efficient. The block coordinate descent (BCD) method is one of the oldest first order methods, whereby a part of the variable is updated at each iteration. It is very efficient for large scale problems. However, its convergence requires restrictive conditions, such as the strict convexity and the differentiability. Thus, this method did not get too much attention in the mathematical optimization field. Recently, as many large scale problems in engineering arise, such as the machine learning, the image reconstruction, etc., the block type methods have been revived. Although there are some existing results on the block type methods for large scale problems, there still remain unknown problems. For example, most of the existing results are established on the assumption that the subproblem is solved exactly. This assumption is difficult to satisfy in practice. How about the case where the subproblem is solved inexactly? Moreover, the convergence rate of the BCD method for the nonsmooth problem is still unknown.

The main contribution of this thesis is to propose efficient block coordinate gradient methods for solving large scale nonlinear optimization problems with separable structure. We propose two novel classes of methods. One is the inexact coordinate descent method, where we give a new criterion for the inexact solution of the subproblem and only require an approximate solution at each iteration. The other method is a class of block coordinate proximal gradient methods with variable Bregman functions. In this class of methods, using the variable kernels is the innovation, which offers great advantages to both algorithm analysis and practical implementation. We establish its global and $R$-linear convergence rate for the nonconvex nonsmooth problem. With special kernels, we even show the $R$-linear conver-
gence rate of the (inexact) BCD method, which is the first result on the linear convergence of the BCD method for the nonsmooth problem. Moreover, for both proposed methods, some numerical experiments have been carried out, which demonstrate the excellent performances of the proposed methods.

Another contribution of this thesis is to propose a new Lipschitz continuity-like definition, called the “block lower triangular Lipschitz continuous”, which helps us to supplement and improve the theoretical analysis of the block coordinate gradient (BCG) method. In particular, we obtain a tighter iteration complexity bound of the BCG method for the nonlinear convex optimization problem with separable structure and improve the convergence rate of the BCG method for the online and the stochastic optimization problem.

The author hopes that the results in this thesis will contribute for the further studies on the block type solution methods for the nonlinear optimization problems and their related problems.

Xiaoqin Hua
December 2014
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Chapter 1

Introduction

The mathematical optimization is one of the mature areas of the applied mathematics, which aims at finding a solution to a given model by optimization algorithms or methods. It was introduced by professor Robert Dorfman in 1940s, and became more and more active with the rapid development of the computer technology. Recently, its theories and techniques are used widely in the industrial designs, the computer science and the economics management.

In this chapter, we give an overview of the research problems, their characteristics, the research motivations and contributions. We refer to some basic optimization terminologies and names of the algorithms directly, whose precise definitions are given in Chapter 2.

1.1 Nonlinear optimization problem

The nonlinear optimization problem [8, 13, 41] is a main subfield of the mathematical programming, which has the following general form.

\[
\begin{align*}
\text{minimize} & \quad F(x) \\
\text{subject to} & \quad h_i(x) = 0, i \in \{1, \ldots, p\}, \\
& \quad g_j(x) \leq 0, j \in \{1, \ldots, m\},
\end{align*}
\]

where \( x \in \mathbb{R}^n \), function \( F : \mathbb{R}^n \to \mathbb{R} \) is the objective function (alternatively, the loss function or the cost function), and functions \( h_i, g_j : \mathbb{R}^n \to \mathbb{R}, i = 1, \ldots, p, j = 1, \ldots, m, \) are the constraint functions. The set

\[
\mathcal{F} := \{ x \in \mathbb{R}^n \mid h_i(x) = 0, g_j(x) \leq 0, i = 1, \ldots, p, j = 1, \ldots, m \}
\]

is called the feasible set.

Note that problem (1.1.1) may or may not be a convex problem. In general, there are significant differences in the characteristics of the solutions between the convex and the nonconvex cases. The convex optimization problem [6, 13] is relatively simple, in which
both objective and constraint are convex functions. It has the following two important characteristics [8]. One is that any local minimum of the convex optimization problem is also the global minimum. Of course, its local minimum solution may not be unique. Another is that the first order optimality condition (Theorems 2.2.1 and 2.2.2 in Subsection 2.2.3) is also sufficient for guaranteeing the optimality. These two characteristics are the foundations of the analysis of the theories and algorithms for the convex optimization problems. Moreover, if additional conditions are satisfied for problem (1.1.1), the existence and uniqueness of the optimal solutions can be guaranteed. For example, if the objective function is strictly convex and the feasible set is convex, there exists at most one optimal minimum. Additionally, if the feasible set is compact, there exists only one minimum. See [8, Proposition A.8] for details.

For the general nonconvex optimization problem [15, 34], in which the objective function is nonlinear and/or the feasible region is determined by nonlinear constraints, the optimal solution may not always exist, or it may have multiple locally optimal solutions. Hence, the solutions in this case are more complicated. Generally, we study the stationary points instead.

In addition, according to the differentiability of the functions in problem (1.1.1), the nonlinear optimization problem can be divided into the smooth optimization problem and the nonsmooth optimization problem. The most well known algorithm for the nonlinear smooth optimization problem is the Newton method, which is extremely powerful in general. Even today, Newton method is still the most widely used and studied algorithm. However, this method is not perfect. For example, at each iteration we need to compute the Hessian of the objective function, which needs $O(n^2)$ computation, generally. As the scale $n$ becomes large, the computation at each iteration will be very expensive. For this reason, it is not worth to be applied to the large scale problems directly. For the nonsmooth optimization problems, we usually try to find the source of the “nonsmoothness”, and further develop some techniques for its particular structure.

## 1.2 Nonlinear optimization problems with separable structure

In this thesis, we consider the nonlinear optimization problems with separable structure, which are highly structured optimization models. In these models, we minimize the sum of a smooth function and a “simple” nonsmooth convex function, where the simple convex function has block separable structure. Hence, they belong to the nonsmooth subfield of the nonlinear optimization problem. In this thesis, we study two kinds of these nonlinear optimization problems: the classical nonlinear optimization problem and the online optimization problem, which are briefly outlined in the subsequent subsections.
1.2 Nonlinear optimization problems with separable structure

1.2.1 Nonlinear optimization problem with separable structure

The nonlinear optimization problem with separable structure, considered in this thesis, has the following form.

\[
\min_{x} F(x) := f(x) + \tau \psi(x),
\]

where function \( f \) is smooth on an open subset of \( \mathbb{R}^n \) containing \( \text{dom} \psi := \{ x \in \mathbb{R}^n \mid \psi(x) < \infty \} \), \( \tau \) is a positive constant, and \( \psi : \mathbb{R}^n \to (-\infty, \infty] \) is a proper, convex and lower semi-continuous (l.s.c.) function with the block separable structure \(^1\).

Such problems arise in various practical problems of science and engineering, such as the machine learning [35, 77], the data mining [55] and the network routing [19]. When function \( f \) in problem (1.2.1) is convex, problem (1.2.1) becomes a convex optimization problem. In this thesis, we propose several efficient methods for problem (1.2.1) with particular forms, including the convex and nonconvex cases.

1.2.2 Online optimization problem with separable structure

The online optimization problem is a powerful learning model, which has attracted great attention in many large scale optimization fields, such as the machine learning [3], the network routing [3], and the investment decisions [27]. By this model, a decision maker makes a sequence of accurate decisions for his/her practical problems, where his/her possible options are given as a convex set in advance. The precise definition of the online convex optimization problem is recalled by Definition 2.2.8 in Subsection 2.2.4. Roughly speaking, its main characteristics include the following two aspects in contrast to the classical nonlinear optimization problem.

- We minimize a sequence of dynamically generated loss functions \( \{ F^t(x), t = 1, 2, \ldots \} \) in the online optimization problem, where \( t \) denotes the time step when new function is generated.
- We must make a decision at the time step \( t \), denoted by \( x^t \), before getting the true loss function \( F^t(x) \).

In this thesis, we consider an online convex optimization problem with separable structure, whose loss function \( F^t : \Omega \to \mathcal{R} \) at time step \( t \) is given as follows.

\[
F^t(x) := f^t(x) + \tau \psi(x), \quad t = 1, 2, \ldots,
\]

\(^1\)We say that function \( \psi \) is block separable with respect to nonempty subset \( J \subseteq \{1, 2, \ldots, n\} \) if there exist some proper, convex, l.s.c. functions \( \psi_J : \mathcal{R}^{|J|} \to \mathcal{R} \) and \( \psi_{\overline{J}} : \mathcal{R}^{|\overline{J}|} \to \mathcal{R} \) such that \( \psi(x) = \psi_J(x_J) + \psi_{\overline{J}}(x_{\overline{J}}) \) holds for all \( x \in \mathcal{R}^n \).
where $\Omega \subseteq \cap_{t=1}^{\infty} \text{dom } F^t$, $f^t : \Omega \to \mathcal{R}$ is smooth and convex, $\tau$ is a positive constant, and $\psi : \Omega \to (-\infty, \infty]$ is a proper, convex and lower semicontinuous (l.s.c.) function with the block separable structure.

From the characteristics of the online convex optimization problem, we know that it is impossible to select a point $x^t$ that exactly minimizes the loss function $F^t(x)$ at the $t$-th time step, because we do not know the true loss function $F^t(x)$ until the prediction $x^t$ is determined. Instead, the researchers, who study the online optimization problem, focus on proposing an algorithm to generate predictions $\{x^t, t = 1, 2, \ldots\}$, with which, for given $T > 0$, the practical total loss $\sum_{t=1}^{T} F^t(x^t)$ is not much larger than the ideal total loss $\sum_{t=1}^{T} F^t(x^*)$, where $x^*$ is an optimal solution in some sense, e.g., $x^* \in \arg\min_{x \in \Omega} \frac{1}{T} \sum_{t=1}^{T} F^t(x)$ [81]. For convenience, we call the difference between these two values the “regret” [81], which is formally defined by Definition 2.2.9 in Subsection 2.2.4. Hence, the goal of the online convex optimization problem is to construct an algorithm, with which the generating decisions make us to achieve a regret as low as possible. We say that an algorithm is a no internal regret algorithm if the regret $R(T)$ is an infinitesimal of higher order than $T$ [27].

### 1.2.3 Applications

The problems (1.2.1) and (1.2.2) appear in many applications. Usually, functions $f$ and $f^t$ represent as empirical loss functions, and function $\psi(x)$ acts as a regularization term to introduce additional information or to prevent overfitting. Some examples of functions $f$ and $f^t$ in applications are described as follows.

1. In the compressed sensing [77], which is a classical nonlinear optimization problem, function $f$ represents the error between the noiseless signal and the transformation of the elementary signals. In this application, function $f$ can be written by a quadratic function with

$$f(x) = \frac{1}{2} \|Ax - y\|_2^2,$$

where $A \in \mathbb{R}^{m \times n}$, the set $\{A_j, j = 1, 2, \ldots, n\}$ comprises the elementary signals, and $y \in \mathbb{R}^m$ denotes the noiseless signal.

In the online regression problem [14, 53], function $f^t$ is used for estimating the relationships among variables. In the simple linear regression model, function $f^t$ can be represented by a quadratic function.

$$f^t(x) = \sum_{i=1}^{m} (b^t_i - v - \langle A^t_i, w \rangle)^2,$$

where $x = (w, v) \in \mathbb{R}^n$ with $w \in \mathbb{R}^{n-1}$ and $v \in \mathbb{R}$. For any $t > 0$, and $i = 1, \ldots, m$, $b^t_i \in \mathbb{R}$, $A^t_i \in \mathbb{R}^{(n-1) \times m}$. The set $\{(A^t_i, b^t_i), i = 1, \ldots, m\}$ denotes the data points at the $t$-th time step.
In the data classification [35] and the data mining [55], which belong to the classical nonlinear optimization (1.1.1), function $f$ is used for predicting the outcome of a categorical dependent variable based on many predictor variables or features. In these applications, function $f$ is given by the logistic function.

$$f(x) = \frac{1}{m} \sum_{j=1}^{m} \log \left( 1 + \exp \left( - (w^T q^j + v p^j) \right) \right), \quad (1.2.3)$$

where $x = (w, v) \in \mathbb{R}^n$ and $q^j = p^j z^j$. Moreover, $\{(z^j, p^j) \in \mathbb{R}^{n-1} \times \{-1, 1\}, j = 1, 2, \ldots, m\}$ is a set of training examples.

In the sequential investment problem [14], which is an online optimization problem (1.2.2), $f^t$ denotes the logistic wealth ratio, given by a logistic function.

$$f^t(x) = -\log \sum_{i=1}^{n} (x^t_i z^t_i),$$

where vector $z^t \in \mathbb{R}^n$ with $z^t_i > 0$, $i = 1, \ldots, n$, represents the price relatives for the trading period $t$, and $x^t \in \mathbb{R}^n$ denotes the investment proportions on the period $t$, such that $\sum_{i=1}^{n} x^t_i = 1, x^t_i > 0, i = 1, \ldots, n$.

The most common variants of function $\psi(x)$ are listed as follows.

1. $l_1$-regularization [35, 38, 64, 65, 72], i.e.,
   $$\psi(x) = \|x\|_1.$$

2. Elastic net regularization [82], i.e.,
   $$\psi(x) = \lambda_1 \|x\|_1 + \lambda_2 \|x\|_2^2.$$

3. Block $l_2$-regularization [47, 78], i.e.,
   $$\psi(x) = \sum_{i=1}^{N} \|x_{J^i}\|_2,$$
   where $\{x_{J^i}, i = 1, 2, \ldots, N\}$ denote the disjoint subvectors of vector $x$.

4. Mixed norm penalty [33, 36], i.e.,
   $$\psi(x) = \|x\|_1 + \sum_{i=1}^{N} \|x_{J^i}\|_2,$$
   where $\{x_{J^i}, i = 1, 2, \ldots, N\}$ denote the disjoint subvectors of vector $x$. 
(5) Indicator function. For the smooth optimization problem with simple separable constraints, e.g., box constraints [48] and separable simplex constraints [19], \( \psi \) can be rewritten as an indicator function with respect to closed separable convex set \( X \), i.e.,

\[
\psi(x) = \begin{cases} 
0 & \text{if } x \in X, \\
\infty & \text{otherwise.}
\end{cases} 
\]  

(1.2.4)

Note that these regularization terms have their own respective characteristics in the applications. The \( l_1 \)-regularization [65] helps us to get relatively sparse solutions, i.e., many elements of the variable \( x \) are 0. This is a good technique for obtaining sparse solutions, but not perfect. If the solutions are strongly correlated, the \( l_1 \)-regularization does not work well. In this case, the elastic net regularization is better [82]. The block \( l_2 \)-regularization [47] is an extension of the \( l_1 \)-regularization. Its sparsity is obtained at the group level, that is to say, a group is picked or dropped. But it does not yield sparsity within a group. The mixed norm penalty [33, 36] yields solutions, which are sparse at both group and individual elements. Apparently, the above regularization terms have different forms. However, from the optimization point of view, all of them are special forms of models (1.2.1) and (1.2.2).

1.3 Solution methods

The applications of the separable optimization problems (1.2.1) and (1.2.2) are mostly built on a large scale. In general, the number of the variables is of order \( 10^4 \) or even higher. Roughly speaking, there are two approaches to deal with them. One is to solve an equivalent reformulation problem, which is called the indirect solution method. The other is to solve the original problem directly, which is referred to as the direct solution method. Next, we take problem (1.2.1) as an example to introduce some existing solution methods.

For the indirect solution methods, when \( \varphi(x) \) is an indicator function with respect to a convex set, problem (1.2.1) is equivalent to a constrained smooth optimization. Then it can be solved by some efficient methods, such as the gradient projection method, the trust region method, the active set method, etc.

When problem (1.2.1) is an unconstrained \( l_1 \)-regularization problem, i.e., \( \varphi(x) = \|x\|_1 \), it can be reformulated as a \( 2n \)-dimensional bounded constrained smooth optimization problem with the following form [69].

\[
\begin{align*}
\text{minimize} & \quad f(y - z) + \tau \langle e, y + z \rangle, \\
\text{subject to} & \quad y \geq 0, \\
& \quad z \geq 0,
\end{align*}
\]  

(1.3.1)
where vector $e \in \mathbb{R}^n$ is defined by $e = (1, \ldots, 1)^T$. For the reformulated problem (1.3.1), many effective methods or softwares have been developed, such as the L-BFGS method [80] and the MINOS software [49]. The drawback of this type of reformulation is that the dimension of the reformulated problem (1.3.1) is $2n$, a double size of the original problem, which is unfavorable for the large scale problems.

When problem (1.2.1) is an unconstrained problem with a general regularization term, it can be reformulated as an $(n+1)$-dimensional smooth optimization problem over a closed convex set by some optimization techniques [69]. The new reformulation has the following form.

$$
\begin{align*}
\minimize_{x, \vartheta} & \quad F(x) := f(x) + \tau \vartheta, \\
\text{subject to} & \quad \varphi(x) \leq \vartheta.
\end{align*}
$$

Then the reformulated problem (1.3.2) can be solved by some state of art methods theoretically, such as the interior point method [46] and the sequential quadratic programming algorithm [21]. Yet, such a reformulation still has its drawbacks. The main disadvantage is that the existing methods can not exploit the block separable structure of the original problem (1.2.1). Moreover, as the size $n$ becomes large, the storage and the computation of the Hessian will become huge, which shows that the second order methods [21, 46] can hardly be carried out.

For the direct solution methods, in consideration of the computation time and storage, first order methods are shown to be more efficient. The existing results on algorithms or methods are developed from the following two aspects.

(a) Global convergence, i.e., the generated sequence converges to a solution of the separable problems (1.2.1) and (1.2.2) in some sense. This is the most basic topic, and the global convergence property ensures to obtain a solution from an arbitrary initial point.

(b) Convergence speed. Commonly, we evaluate the convergence speed of an algorithm for problem (1.2.1) by the following two approaches. One is the local convergence rate, such as the linear convergence, super linear convergence, and quadratic convergence, which describes the speed of obtaining a solution when the generated point is near the solution. However, the local convergence rate does not care about the whole performance of the iterative method from the initial point. The other approach is the iteration complexity, by which we estimate the order of the iterations required by the proposed method to find a solution within $\varepsilon$ error tolerance, such as $O(1/\varepsilon)$, $O(1/\varepsilon^2)$. In contrast to the convergence rate, the iteration complexity focuses on entire information from the initial point, rather than the local behavior near the solution. For the online optimization problem (1.2.2), we evaluate the proposed algorithm for the regret by the iteration complexity in this thesis, since every decision $x^t, t = 1, 2, \ldots, T$, is important during the $T$ time steps.
In the next subsections, we introduce existing results on the block coordinate gradient solution methods for problems (1.2.1) and (1.2.2), respectively.

### 1.3.1 Existing methods for problem (1.2.1)

In this subsection, we introduce existing work on the efficient solution methods for problem (1.2.1), including the latest results on their convergence rates and iteration complexities.

When functions $f$ and $\varphi$ in problem (1.2.1) have particular forms, some special solution methods are proposed. For the $l_1$-regularized least square problem in the compressed sensing, the software SpaRSA is well developed for finding the sparse approximate solution, which can be downloaded from [http://www.lx.it.pt/~mtf/SpaRSA/](http://www.lx.it.pt/~mtf/SpaRSA/). For the Group LASSO, which is a generalization of the lasso for group-wise variable selection, a software program, called R package gglasso, has been implemented, which is publicly available from [http://cran.r-project.org/web/packages/gglasso](http://cran.r-project.org/web/packages/gglasso).

For a more general setting problem, due to its large size, practical experiments indicate that first order methods are more suitable.

Among them, the (block) coordinate descent (CD) method, also called the nonlinear Gauss-Seidel method, is an attractive one. In this method, the variable is partitioned into several blocks and we only update one of the blocks at every iteration, while the other blocks are held fixed. In particular, at the $r$-th iteration, we choose a nonempty set $J \subseteq \{1, 2, \ldots, n\}$ and obtain an update for the block vector $x_{r+1}^J$ by

$$x_{r+1}^J = \arg\min_{x^J \in \mathbb{R}^{|J|}} F(x_J, x_r^J).$$

(1.3.3)

The subproblem (1.3.3) is a $|J|$-dimensional problem. When $|J| \ll n$, its computation is much cheaper than the batch type method. When $|J| = 1$ for each $r$, the block coordinate descent method reduces to the coordinate descent method, and it can be solved quickly by some second order methods, such as the Newton method and the quasi-Newton method. When $|J| = n$, problem (1.3.3) is the same as the original optimization problem.

The greatest advantage of the (block) CD method is that the storage requirement of the calculation is small. In some special cases, it can be implemented in parallel. Due to these properties, the block CD has been used for various large scale problems [7, 38, 43, 58, 59, 67, 69, 72, 78].

However, the global convergence of the (block) CD method requires restrictive conditions. Mainly, it depends on two factors. One is the order (alternatively, the rule) of choosing the block $J$ at each iteration. The typical rules to choose block $J$ are the Gauss-Seidel rule

---

2The optimization method is said to be a batch type method if it updates all elements of the variable together at a time.
[67], the Gauss-Southwell rule [69] and the random rule [50]. For details, see Section 2.4. Note that the Gauss-Southwell rule is less appealing than the Gauss-Seidel rule, because it requires the knowledge of the full gradient. For the random rule, the global convergence of an algorithm is obtained in terms of statistic.

Another critical factor is the inherent property of the objective function $F$. Generally, the global convergence of the CD method cannot be guaranteed even for the smooth or convex optimization problem. When $\psi(x) = 0$ for any $x \in \text{dom} \ F$, i.e., problem (1.2.1) is a smooth problem, and the function $f$ is not (pseudo) convex, Powell gave an example to show that the CD method may not approach any stationary point [57]. When the cost function is not differentiable, Auslender showed that the CD method may stagnate at a nonstationary point even when it is a convex problem [1]. Therefore, in general, it is difficult to show the global convergence of the CD method for an optimization problem, when it is neither convex nor smooth. The existing results on the convergence of the (block) CD method are mostly developed for some particular cases. For example, for the smooth optimization, if the cost function is a strictly convex (or quasiconvex or hemivariate) function, it is shown in [43] that the CD method is convergent. For the nonsmooth problem, when the nondifferentiable part of the cost function is separable, Tseng [67] proved that the block coordinate descent method is convergent under certain convexity and regularity assumptions. When problem (1.2.1) is a convex problem, and function $\psi$ is an indicator function with respect to a special box constraint $x \geq 0$, Luo and Tseng [43] proved that the block CD method has global and linear convergence rate. For general separable problem (1.2.1), its convergence rate is still unknown.

Moreover, the existing results on the global convergence of the CD method are established on the assumption that the subproblem (1.3.3) is solved exactly [43, 67]. It is possible for special problems, such as the $l_1$-$l_2$ problem, but hard for the general separable optimization problem (1.2.1), even if it is a $l_1$-regularized convex problem. To get around this difficulty, some variants of the CD method have been proposed, such as the inexact block coordinate descent method [11], the block coordinate gradient descent (BCGD) method [69] and the block coordinate proximal point method [74]. The BCGD method is executed with one step of the gradient method for the subproblem (1.3.3), while the method [74] exploits the proximal point method to find an approximate solution. Thus, they are regarded as the inexact CD methods. Bonettini [11] proposed an inexact version of the CD method. He gave appropriate conditions about the inexactness of the solution for the subproblem (1.3.3), and has shown that the proposed method with the proposed conditions has global convergence. However, he only focused on the smooth optimization problem, i.e., $\psi(x) = 0$, for all $x \in \text{dom} \ F$, and did not show the rate of the convergence of the proposed method.

In addition to the block CD method, the proximal gradient (PG) method is also an
efficient method, because it only requires the evaluation of the gradient at each iteration. The search direction of the PG method at point \( x^r \in \mathbb{R}^n \) is defined by

\[
d_\eta^r (x^r) = \arg\min_{d \in \mathbb{R}^n} \{ \langle \nabla f(x^r), d \rangle + B_\eta^r (x^r + d, x^r) + \tau \psi(x^r + d) \},
\]

where function \( B_\eta^r (\cdot, \cdot) : X \times \text{int}X \to \mathbb{R} \) is called the Bregman function defined by

\[
B_\eta^r (x, y) := \eta^r (x) - \eta^r (y) - \langle \nabla \eta^r (y), x - y \rangle,
\]

where function \( \eta^r : X \to \mathbb{R} \), called the “kernel of \( B_\eta^r \),” is assumed to be convex and continuously differentiable on \( \text{int}X \), and \( X \subseteq \text{dom} F \subseteq \mathbb{R}^n \) is a closed convex set. The common selections for the kernel \( \eta(x) \) include \( \frac{1}{2}\|x\|_2^2 \), \( \frac{1}{2}x^T\nabla^2 f(x^r)x \), \( x \ln x \), etc. For different regularization term \( \psi(x) \), the proximal gradient method reduces to many well known methods with suitable kernel \( \eta(x) \). See Table 4.1 in Chapter 4 for details.

The proximal gradient method [37] has been widely studied on its convergence rate and its iteration complexity. When function \( f \) in problem (1.2.1) is convex, the kernel \( \eta(x) = \frac{1}{2}\|x\|_2^2 \), and the step size is set with the fix constant \( 1/L_f \) or chosen by the line search, it is shown in [52, Theorem 2.1.14] and [70] that

\[
F(x^r) - \inf F \leq O \left( \frac{L_f}{r} \right),
\]

where \( L_f \) is the Lipschitz constant for \( \nabla f \), and \( \inf F \) denotes the infimum of function \( F \). Hence, the proximal gradient method has \( O \left( \frac{L_f}{r} \right) \) iteration complexity in the convex case, where \( \varepsilon \) denotes the approximation accuracy. Moreover, under the “local Lipschitz error bound” assumption, its convergence rate can be further improved. It is shown that the proximal gradient method with the quadratic kernel has the \( R \)-linear convergence rate [69] even if problem (1.2.1) is nonconvex. Additionally, a series of accelerated proximal gradient methods have been proposed. See [66, 68, 71] and references therein for details.

Although the proximal gradient method is very efficient for large scale problems, there still have lots of problems for further improvement. For example, since the subproblem (1.3.4) for getting the search direction is an \( |n| \)-dimensional problem, it is still time consuming as \( n \) becomes very large.

Motivated by this, the block coordinate gradient descent (BCGD) method is proposed [69]. Namely, this method is a hybrid of the gradient method and the block coordinate descent method. As mentioned before, the requirement of the convergence of the block CD method is restrictive. Hence, to show the global convergence of the block coordinate gradient descent method is nontrivial. In [69], Tseng and Yun studied a block coordinate gradient descent method with the quadratic kernel \( \eta^r (x) = \frac{1}{2}x^T H^r x \), where matrix \( H^r \in \mathbb{R}^{n \times n} \) is symmetric and positive definite, and matrix \( H^r \) is often chosen to be an approximation to the Hessian.
∇^2 f(x^r). In [69], at each iteration, we first choose a nonempty block \( J \subseteq \{1, 2, \ldots, n\} \). Then we get a search direction by solving the following subproblem.

\[
d_H(x; J) = \arg\min_{d \in \mathbb{R}^n} \left\{ \langle \nabla f(x), d \rangle + \frac{1}{2} d^T H d + \tau \psi(x + d) \mid d_J = 0 \right\}.
\]  

(1.3.7)

Under the “local Lipschitz error bound” assumption, Tseng and Yun [69] showed that the block coordinate proximal gradient method with the Gauss-Seidel rule or the Gauss-Southwell rule also has the \( R \)-linear convergence rate for general separable optimization problem (1.2.1).

Additionally, the topic of the iteration complexity of this method has also been extensively discussed. For smooth convex problems, Beck and Tetruashvili [7] showed that the block coordinate gradient projection (BCGP) method with a cyclic rule has the \( O(\frac{NL_f}{\varepsilon}) \) iteration complexity, where \( L_f \) is the Lipschitz constant for \( \nabla f \), \( N \) is the number of blocks, and \( \varepsilon > 0 \) is the approximation accuracy. In [32], Hong et al. proposed a general block coordinate descent (BCD) type method for general separable optimization (1.2.1), and proved that it obtains an \( \varepsilon \)-accurate solution in \( O(\frac{NL_f}{\varepsilon}) \) iterations when the blocks are updated with the cyclic rule. However, for some special cases of problem (1.2.1), the iteration complexity bound can be sharpened. For example, Saha and Tewari [62] showed that the iteration complexity of the coordinate descent (CD) method for the \( l_1 \)-regularized problem can be improved to \( O(\frac{L_f}{\varepsilon}) \) under an isotonicity assumption. It is worth noting that this upper bound does not depend on the number \( N \) of blocks and the size \( n \).

1.3.2 Existing methods for the online problem (1.2.2)

The applications of the online optimization problem are mostly built on a large scale. Some researchers have studied the performance of the gradient methods for the online convex optimization problem (1.2.2) [73, 81]. When \( \psi(x) \) in (1.2.1) is an indicator function, Zinkevich [81] proved that the greedy projection method for the online convex optimization problem has a regret \( O(\sqrt{T}) \). When \( \psi(x) \) in (1.2.1) is a general regularization function, Xiao [73] proposed a dual averaging method, which is first proposed by Nesterov for classical convex optimization problems. He showed that the proposed method achieves the same regret \( O(\sqrt{T}) \) for the online optimization problem. However, both of these two methods are full gradient methods, i.e., they update all components of the variable \( x \) at each iteration. When the scale of the problem becomes very large, the evaluation for updating the gradient of each iteration would take much time.

Recently, the “block” type methods are becoming very popular, especially for the large scale classical optimization problems [59, 66, 67]. Compared to the full gradient methods, the block type methods can reduce the calculation time at each iteration. Quite recently, Xu and Yin [75] proposed a block coordinate stochastic gradient method with the cyclic rule...
for a regularized stochastic optimization problem, which relates to the online optimization problem. Under the Lipschitz continuity-like assumption, they showed that the proposed method converges with $O\left(\frac{1+\log T}{\sqrt{T}}N\right)$, where $N$ is the number of blocks. Note that, as the number of blocks reduces to 1, i.e., $N = 1$, this upper bound reduces to $O\left(\frac{1+\log T}{\sqrt{T}}\right)$, which is still bigger than the average regret $\frac{R(T)}{T} = O\left(\frac{1}{\sqrt{T}}\right)$ of the greedy projection method [81].

1.4 Motivations and contributions

As mentioned above, the block type methods are verified to be very efficient for the large scale optimization problems [7, 38, 43, 58, 59, 67, 69, 72, 78]. Although this type of methods have been widely studied, there still exist unknown problems. For example, does the (block) CD method converge linearly for the general nonsmooth optimization problem? Is there any tighter iteration complexity bound for the BCPG method for the nonsmooth problem? These problems motivate us to join the research on the block coordinate gradient methods.

In this thesis, we carry out our study from the following two aspects, one is to propose new algorithms for problem (1.2.1), the other is to supplement and improve the theoretical analysis of the existing block coordinate gradient methods. In particular, the contributions of this thesis are itemized as follows.

(1) We present a new inexact CD method with an inexactness description for a class of weighted $l_1$-regularized convex optimization problem with a box constraint. Under the same assumptions in [43], we show that the proposed inexact CD method is not only globally convergent but also with at least $R$-linear convergence rate under the almost cycle rule. At each iteration step, we only need to find an approximate solution for a one dimensional problem, which raises the possibility to solve general $l_1$-regularized convex problems.

(2) We propose a novel class of block coordinate proximal gradient (BCPG) methods with variable Bregman functions for solving the general nonsmooth nonconvex problem (1.2.1). For the proposed methods, we establish their global convergence and $R$-linear convergence rate with the Gauss-Seidel rule. The idea of using the variable kernels is the innovation, which enables us to obtain many well-known algorithms from the proposed BCPG methods, including the (inexact) BCD method. Moreover, some special kernels allow the proposed BCPG methods to adopt the fixed step size, and help us to construct accelerated algorithms.

(3) We improve the iteration complexity of the block coordinate gradient descent (BCGD) method with the cyclic rule for the convex separable optimization (1.2.1). The great point of the improvement lies in proposing a new Lipschitz continuity-like assumption.
Furthermore, we study the relations between the proposed assumption and the Lipchitz continuity, and show that \( M \leq \sqrt{NL_f} \) or \( M \leq 2L_f \), where \( M \) is the constant given in the proposed assumption, and \( L_f \) is the Lipschitz constant. These results yield that the iteration complexity bound derived in this thesis is sharper than existing results.

(4) We investigate the performance of the block coordinate gradient (BCG) method with the cyclic rule for the online and stochastic optimization problems. For the separable online optimization problem (1.2.2), we show that the proposed method has the same regret as the greedy projection (GP) method, where the GP method is a full gradient projection method. For the stochastic optimization problem, the results in this thesis are shown to be tighter than the existing results.

For convenience, we use the following abbreviations of some well known methods in the subsequent sections.

Table 1.1: Abbreviations for the well known methods

<table>
<thead>
<tr>
<th>Methods with full name</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>coordinate descent method</td>
<td>CD method</td>
</tr>
<tr>
<td>inexact coordinate descent method</td>
<td>ICD method</td>
</tr>
<tr>
<td>block coordinate descent method</td>
<td>BCD method</td>
</tr>
<tr>
<td>proximal gradient method</td>
<td>PG method</td>
</tr>
<tr>
<td>coordinate gradient descent method [69]</td>
<td>CGD method</td>
</tr>
<tr>
<td>block coordinate gradient descent method [69]</td>
<td>BCGD method</td>
</tr>
<tr>
<td>block coordinate proximal gradient method</td>
<td>BCPG method</td>
</tr>
</tbody>
</table>

1.5 Overview of the thesis

This thesis is organized as follows.

In Chapter 2, we introduce some notations, basic definitions, the proximal gradient methods and preliminary results, which will be used in the subsequent chapters.

In Chapter 3, we propose an inexact CD method with a new inexactness description for a class of weighted \( l_1 \)-regularized convex optimization problem with a box constraint, and show that the proposed method has global and \( R \)-linear convergence rate. Moreover we propose a specific ICD algorithm, and report numerical results on the comparison of the proposed algorithm and the CGD method.

In Chapter 4, we propose a class of block coordinate proximal gradient (BCPG) methods with variable Bregman functions for solving the general nonsmooth nonconvex problem
(1.2.1). We establish their global convergence and $R$-linear convergence rate with the Gauss-Seidel rule. Moreover, we propose a specific algorithm of the BCPG methods with variable kernels for a convex problem with separable simplex constraints. The numerical results on the proposed algorithm and the algorithm with a fixed kernel are reported.

In Chapter 5, we investigate the iteration complexity of the block coordinate gradient descent (BCGD) method with the cyclic rule for the convex separable optimization (1.2.1). With the new Lipschitz continuity-like assumption, we improve the iteration complexity of the BCGD method.

In Chapter 6, we investigate the performance of the block coordinate gradient (BCG) method with the cyclic rule for the online separable optimization problem and the stochastic optimization problem. We show that the proposed method has the same regret as the greedy projection method [81] for the online optimization problem (1.2.2). Moreover, we extend our results to the regularized stochastic optimization problem, and show that the results in this thesis are tighter than that in [75].

Finally, in Chapter 7, we summarize this thesis and mention some issues for the future research.
Chapter 2

Preliminaries

In this chapter, we introduce some notations, definitions, some versions of the proximal gradient methods and preliminary results, which will be used in the subsequent chapters.

2.1 Notations

For any vectors \(x, y \in \mathbb{R}^n\), the Euclidean inner product \(\langle x, y \rangle\) is defined by

\[
\langle x, y \rangle := x_1 y_1 + x_2 y_2 + \cdots + x_n y_n.
\]

For a vector \(x \in \mathbb{R}^n\) and a matrix \(G \in \mathbb{R}^{n \times n}\), \(G \succeq 0\), the norms \(\|x\|_1, \|x\|_2\), and \(\|x\|_G\) are defined as follows.

\[
\|x\|_1 := |x_1| + \cdots + |x_n|,
\]

\[
\|x\|_2 := \sqrt{\langle x, x \rangle} = \sqrt{x_1^2 + \cdots + x_n^2},
\]

\[
\|x\|_G := \sqrt{\langle x, Gx \rangle}.
\]

Unless otherwise stated, we let \(\| \cdot \|\) denote the norm \(\| \cdot \|_2\). For a matrix \(A \in \mathbb{R}^{n \times n}\), norm \(\|A\|\) is defined by

\[
\|A\| := \max_{x \neq 0, x \in \mathbb{R}^n} \frac{\|Ax\|}{\|x\|}.
\]

For a differentiable function \(h : \mathbb{R}^n \to \mathbb{R}\), the gradient \(\nabla h(x) \in \mathbb{R}^n\) is defined by

\[
\nabla h(x) := \begin{pmatrix} \frac{\partial h(x)}{\partial x_1} \\ \vdots \\ \frac{\partial h(x)}{\partial x_n} \end{pmatrix}.
\]
Moreover, if function $h$ is twice differentiable, the Hessian matrix $\nabla^2 h(x) \in \mathbb{R}^{n \times n}$ is defined by

$$
\nabla^2 h(x) := \begin{pmatrix}
\frac{\partial^2 h(x)}{\partial x_1^2} & \cdots & \frac{\partial^2 h(x)}{\partial x_1 \partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial^2 h(x)}{\partial x_n \partial x_1} & \cdots & \frac{\partial^2 h(x)}{\partial x_n^2}
\end{pmatrix}.
$$

## 2.2 Definitions

In this section, we introduce some basic definitions, which will be used in this thesis. For more details, see [13, 52, 60].

### 2.2.1 Convexity

In this subsection, we give the definitions and relevant properties related to the convexity.

**Definition 2.2.1.** Let $X \subseteq \text{dom } f$ be a convex set and $f : X \rightarrow \mathbb{R}$ be a scalar function.

1. **Function $f$ is convex if it holds that**
   
   $$
f(tx + (1-t)y) \leq tf(x) + (1-t)f(y), \forall x, y \in X, t \in (0, 1).
   $$

2. **Function $f$ is strictly convex if it holds that**
   
   $$
f(tx + (1-t)y) < tf(x) + (1-t)f(y), \forall x, y \in X, t \in (0, 1).
   $$

3. **Function $f$ is $\mu_f$-strongly convex on $X$, $\mu_f > 0$, if it holds that**
   
   $$
f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - \frac{1}{2} \mu_f t(1-t)\|x-y\|^2_2, \forall x, y \in X, t \in (0, 1).
   $$

   Additionally, if function $f$ is differentiable, the (strong) convexity can be described as follows.

**Lemma 2.2.1** ([13, Section 3.1.3], [52, Theorem 2.1.9]). Let $X \subseteq \text{dom } f$ be a convex set and $f : X \rightarrow \mathbb{R}$ be a differentiable function.

1. **Function $f$ is convex if and only if**
   
   $$
f(y) \geq f(x) + \langle \nabla f(x), y-x \rangle, \forall x, y \in X.
   $$

2. **Function $f$ is $\mu_f$-strongly convex on $X$, $\mu_f > 0$, if and only if**
   
   $$
f(y) \geq f(x) + \langle \nabla f(x), y-x \rangle + \frac{\mu_f}{2} \|y-x\|^2_2, \forall x, y \in X.
   $$
In other words, the convex differentiable function is lower bounded by its first order Taylor approximation, while the strongly convex function is lower bounded by a quadratic function.

When the function is nondifferentiable and convex, it has a similar character as Lemma 2.2.1 (1), where the gradient is replaced by the “subgradient”.

**Definition 2.2.2.** Let function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ be convex. A vector $\xi \in \mathbb{R}^n$ is a subgradient of function $f$ at point $x \in \text{dom } f$ if

$$f(y) \geq f(x) + \langle \xi, y - x \rangle, \forall y \in \text{dom } f.$$  

The set of all subgradients of function $f$ at point $x \in \text{dom } f$, denoted by $\partial f(x)$, is called the subdifferential of function $f$ at point $x \in \text{dom } f$, i.e.,

$$\partial f(x) := \{\xi \mid f(y) \geq f(x) + \langle \xi, y - x \rangle, \forall y \in \text{dom } f\}.$$ 

When function $f$ is proper, convex and $x \in \text{int dom } f$, subdifferential $\partial f(x)$ is nonempty, bounded and convex [52, Theorem 3.1.13]. In addition, when function $f$ is convex and differentiable at $x$, the element of the subdifferential $\partial f(x)$ is unique, and $\partial f(x) = \{\nabla f(x)\}$.

We let $\partial Jf \in \mathbb{R}^{\mid J\mid}$ denote the subdifferential of function $f$ with respect to variable $x_J$.

### 2.2.2 Lipschitz continuity

In this subsection, we introduce the definition of some types of the Lipschitz continuities and their related results.

**Definition 2.2.3.** Let function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ be continuously differentiable and let $\{\mathcal{J}^i, i = 1, \ldots, N\}$ be a partition of the set $\mathcal{N} = \{1, \ldots, n\}$ \footnote{A family of sets $\{\mathcal{J}^i, i = 1, 2, \ldots, N\}$ is said to be a partition of set $\mathcal{N} = \{1, 2, \ldots, N\}$ if (i) $\mathcal{J}^i \subseteq \mathcal{N}, i = 1, 2, \ldots, N$, is nonempty. (ii) \(\bigcup_{i=1}^{N} \mathcal{J}^i = \{1, 2, \ldots, n\}\). (iii) $\mathcal{J}^i \cap \mathcal{J}^j = \emptyset, \forall i, j \in \{1, 2, \ldots, N\}, i \neq j$.}. The gradient $\nabla f$ is said to be block-wise Lipschitz continuous with respect to blocks $\{\mathcal{J}^i, i = 1, \ldots, N\}$ if for any $i \in \{1, \ldots, N\}$ there exists a positive constant $L_i$ such that

$$\|\nabla_{\mathcal{J}^i} f(y) - \nabla_{\mathcal{J}^i} f(x)\| \leq L_i \|y - x\|, \forall x, y \in \text{dom } f \text{ with } y_{\mathcal{J}^i} = x_{\mathcal{J}^i}.$$ (2.2.1)

The constant $L_i$ is called the Lipschitz constant of gradient $\nabla f$ with respect to block $\mathcal{J}^i$.

Note that when the number $N$ of blocks reduces to 1, Definition 2.2.3 reduces to the standard Lipschitz continuity. In this thesis, we let constant $L_f > 0$ denote the Lipschitz constant of $\nabla f$ with respect to the whole variable $x$.

The Lipschitz continuity plays an important role for the linear convergence or the iteration complexity. Next, we recall a lemma, which states the properties of function $f$ with the Lipschitz continuity.
Lemma 2.2.2 ([7, Lemma 3.2], [50, Lemma 2]). Let \( \{\mathcal{J}^i, i = 1, \ldots, N\} \) be a partition of the set \( \mathcal{N} = \{1, \ldots, n\} \). Suppose that the gradient \( \nabla f \) is block-wise Lipschitz continuous with respect to blocks \( \{\mathcal{J}^i, i = 1, \ldots, N\} \). Then, the following statements hold.

(i) For any \( i \in \{1, \ldots, N\} \) and any \( y, x \in \text{dom} \ f \) with \( x_{\mathcal{J}^i} = y_{\mathcal{J}^i}, f(y) \leq f(x) + \langle \nabla_{\mathcal{J}^i} f(x), y_{\mathcal{J}^i} - x_{\mathcal{J}^i} \rangle + \frac{L_i}{2} \|y_{\mathcal{J}^i} - x_{\mathcal{J}^i}\|^2. \)

(ii) There exists a positive constant \( L_f \) such that \( L_f \leq \sum_{i=1}^{N} L_i \) and \( \|\nabla f(y) - \nabla f(x)\| \leq L_f \|y - x\| \) hold for any \( y, x \in \text{dom} \ f \).

Lemma 2.2.2 (i) implies that the gradient Lipschitz continuous function is upper bounded by a quadratic function. If function \( f \) is both gradient block Lipschitz continuous and strongly convex, it follows from Lemma 2.2.1 (2) and Lemma 2.2.2 (i) that \( \mu_f \leq L_i \) holds for any \( i \in \{1, \ldots, N\} \). Lemma 2.2.2 (ii) states the relations between the Lipschitz constants \( L_f \) and \( L_i, i \in \{1, \ldots, N\} \).

Next, we give a new Lipschitz continuity-like definition, which helps us to improve the iteration complexity of the block type methods.

Definition 2.2.4. Let \( \{\mathcal{J}^i, i = 1, \ldots, N\} \) be a partition of the set \( \mathcal{N} = \{1, \ldots, n\} \). We say that gradient \( \nabla f \) is block lower triangular Lipschitz continuous with respect to blocks \( \{\mathcal{J}^i, i = 1, 2, \ldots, N\} \), if there exists a nonnegative constant \( M \) such that

\[
\|g(x, y) - \nabla f(x)\| \leq M \|y - x\|, \forall x, y \in \text{dom} \ f, \tag{2.2.2}
\]

where \( g : \mathbb{R}^{n+n} \rightarrow \mathbb{R}^{n} \) with

\[
g_{\mathcal{J}^i}(x, y) = \nabla_{\mathcal{J}^i} f(y_{\mathcal{J}^1}, \ldots, y_{\mathcal{J}^{i-1}}, x_{\mathcal{J}^i}, \ldots, x_{\mathcal{J}^N}), \ i = 1, \ldots, N. \tag{2.2.3}
\]

Note that the constant \( M \) in inequality (2.2.2) of Definition 2.2.4 is different from the Lipschitz constant \( L_f \). The relation between the constants \( M \) and \( L_f \) is summarized by the following remark.

Remark 2.2.1. When \( N = 1 \), we have \( g(x, y) = \nabla f(x) \), which yields that \( M = 0 \) in (2.2.2). When \( N > 1 \), it is shown in Section 5.4 that \( M \leq 2L_f \) holds for many classes of functions \( f \). For general continuously differentiable function \( f \), we have \( M \leq \sqrt{N}L_f \), which is proven in Section 5.4.

2.2.3 Optimal solution and optimal conditions

In this subsection, we give the definitions of optimal solution, stationary point, as well as the first order optimality condition of problem (1.2.1). For details, see [8, 13, 52, 60] and references therein.
2.2 Definitions

Definition 2.2.5. (1) A vector \( x^* \in \text{dom } F \) is a locally optimal solution of problem (1.2.1) if there exists a scalar \( R > 0 \) such that

\[
F(x^*) \leq F(x), \forall x \in \{x \mid \|x - x^*\| \leq R, x \in \text{dom } F\}.
\]

Function value \( F(x^*) \) is called the local minimum of problem (1.2.1).

(2) A vector \( x^* \in \text{dom } F \) is a globally optimal solution of problem (1.2.1) if it holds that

\[
F(x^*) \leq F(x), \forall x \in \text{dom } F.
\]

Function value \( F(x^*) \) is called the global minimum of problem (1.2.1).

When problem (1.2.1) is a smooth problem, i.e., function \( \psi(x) = 0 \) for any \( x \in \text{dom } F \), we provide its first order necessary optimality condition as follows.

Theorem 2.2.1 ([8, Propositions 1.1.1 and 1.1.2]). Suppose that \( \psi(x) = 0 \) in problem (1.2.1) for any \( x \in \text{dom } F \). If vector \( x^* \in \text{dom } F \) is a locally optimal solution, then we have

\[
\nabla f(x^*) = 0.
\]

Moreover, if function \( f \) is convex, then condition \( \nabla f(x^*) = 0 \) is a necessary and sufficient condition for a vector \( x^* \in \text{dom } F \) to be a globally optimal solution.

When problem (1.2.1) is a nonsmooth convex problem, its optimality condition can be described as follows.

Theorem 2.2.2 ([52, Theorem 3.1.15], [12, Propositions 2.1.1 and 2.1.2]). Suppose that problem (1.2.1) is a convex problem. A vector \( x^* \in \text{dom } F \) is a locally optimal solution of problem (1.2.1) if and only if one of the following statements holds.

(1) \( 0 \in \partial F(x^*) \), i.e., vector \( 0 \in \mathbb{R}^n \) is a subgradient of \( F \) at \( x^* \).

(2) \( F'(x^*; d) \geq 0 \) holds for any \( d \in \mathbb{R}^n \), where \( F'(x^*; d) \) is a direction derivative at the vector \( x^* \) with respect to the direction \( d \in \mathbb{R}^n \), i.e., \( F'(x^*; d) := \lim_{t \to 0^+} \frac{F(x^* + td) - F(x^*)}{t} \).

The condition \( 0 \in \partial F(x^*) \) reduces to \( \nabla f(x^*) = 0 \) if \( \varphi(x) = 0 \) for any \( x \in \text{dom } F \). When problem (1.2.1) is a general nonconvex nonsmooth problem, the vector \( x^* \in \mathbb{R}^n \) satisfying the condition in Theorem 2.2.2 (2) is referred to as a stationary point.

The next theorem states the optimality condition of the constrained nonsmooth convex problem.

Theorem 2.2.3 ([8, Proposition B.24 (f)]). Let \( F : \mathbb{R}^n \to \mathbb{R} \) in problem (1.2.1) be a convex function. A vector \( x^* \in \text{dom } F \) minimizes \( F \) over a convex set \( \Omega \subseteq \mathbb{R}^n \) if and only if there exists a subgradient \( \eta \in \partial F(x^*) \) such that

\[
\langle \eta, x - x^* \rangle \geq 0, \forall x \in \Omega.
\]
2.2.4 Convergence rate and regret

In this subsection, we give several definitions on the convergence speed, such as the linear convergence and the iteration complexity. Moreover, we give a precise definition of the online optimization problem and the related definition regret. See [52, 56, 81] and references therein for details.

**Definition 2.2.6.** Let \( \{x^r\} \) be a sequence generated by an iterative method. Suppose that the sequence \( \{x^r\} \) converges to the vector \( x^* \).

1. The sequence \( \{x^r\} \) is said to converge \( Q \)-linearly, if there exists a constant \( \mu \in (0, 1) \) such that

   \[
   \lim_{r \to \infty} \frac{\|x^{r+1} - x^*\|}{\|x^r - x^*\|} = \mu.
   \]

   In this case, we also say that the iterative method has \( Q \)-linear convergence rate.

2. The sequence \( \{x^r\} \) is said to converge \( R \)-linearly, if there exist constants \( \mu \in (0, 1) \) and \( c > 0 \) such that

   \[
   \|x^r - x^*\| \leq c \mu^r.
   \]

   In this case, we also say that the iterative method has \( R \)-linear convergence rate.

Unless otherwise stated, “linear convergence” means the “\( Q \)-linear convergence” in this thesis. The following theorem states the relation between the \( Q \)-linear and \( R \)-linear convergence.

**Theorem 2.2.4 ([56, Proposition 1.3]).** If sequence \( \{x^r\} \) converges \( Q \)-linearly, then it converges \( R \)-linearly, but not vice versa.

The iteration complexity can be defined formally as follows.

**Definition 2.2.7.** Let \( \{x^r\} \) be the sequence generated by an iterative method. Let \( F^* \) be an optimal value and \( \varepsilon > 0 \) be an approximation accuracy. The global iteration complexity bound of the iterative method is an iteration number \( r_0 \geq 1 \) such that, for any \( r > r_0 \),

\[
F(x^r) - F^* \leq \varepsilon.
\]

We also say that the iterative method has \( r_0 \) iteration complexity.

For example, if there exist constants \( c > 0 \) and \( p > 0 \) such that

\[
F(x^r) - F^* \leq cr^{-\frac{1}{p}},
\]
by setting $r_0 = (\frac{\epsilon}{\eta})^p$, for any $r \geq r_0$, we have $F(x^r) - F^* \leq \epsilon$. Hence, the corresponding iterative method has $(\frac{\epsilon}{\eta})^p$ iteration complexity. For simplicity, we say that the iterative method has $O(\frac{1}{\eta^p})$ iteration complexity, or say that the sequence $\{F(x^r)\}$ converges to $F^*$ with $O(\frac{1}{\eta^p})$.

Next, we introduce the formal definition of the online optimization problem.

**Definition 2.2.8 ([81]).** An online convex optimization problem consists of a feasible set $\Omega \subseteq \mathbb{R}^n$ and an infinite sequence $\{F_1, F_2, \ldots\}$, where $F_t : \Omega \rightarrow \mathbb{R}$ is a convex function. At each time step $t$, an algorithm selects a vector $x^t \in \Omega$. After the vector is selected, it receives the loss function $F_t$.

As mentioned in Chapter 1, for the online optimization problem, a primary concept is the regret, which is defined as follows.

**Definition 2.2.9.** For the online optimization problem (1.2.2), for given $T > 0$, the regret, denoted by $R(T)$, is defined by

$$R(T) := \sum_{t=1}^{T} F_t(x^t) - \sum_{t=1}^{T} F_t(x^*), \quad (2.2.4)$$

where $\{x^1, \ldots, x^T\}$ are decision vectors generated by an iterative method, and $x^*$ is an optimal solution in some sense.

Note that the common selection of the optimal solution $x^*$ for the online problem is $x^* \in \arg\min_{x \in \Omega} \sum_{t=1}^{T} F_t(x)$ [81].

## 2.3 (Block) proximal gradient methods and related results

In this section, we take problem (1.2.1) as an example to introduce several existing versions of the (block) proximal gradient methods with Bregman functions and the related results. The (block) proximal gradient method with Bregman functions for the online problem (1.2.2) can be described similarly.

First, we introduce the framework of the proximal gradient method with Bregman functions without block for problem (1.2.1).
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Proximal gradient (PG) method with Bregman functions:

**Step 0:** Choose an initial point $x^0 \in \text{int}X$ and choose a kernel function $\eta$. Let $r = 0$.

**Step 1:** Solve the following subproblem and obtain a direction $d^r = d_\eta(x^r)$.

\[
d_\eta(x^r) = \arg\min_{d \in \mathbb{R}^n} \{ \langle \nabla f(x^r), d \rangle + B_\eta(x^r + d, x^r) + \tau \psi(x^r + d) \},
\]

(2.3.1)

**Step 2:** Choose a stepsize $\alpha^r > 0$. Set $x^{r+1} = x^r + \alpha^r d^r$ and $r = r + 1$. Go to Step 1.

The most common and easy setting for the kernel $\eta$ is the quadratic function $\frac{1}{2} \| x \|^2$. The following existing methods can be looked on as special cases of the above PG method.

(1) The gradient projection method, i.e., when function $\psi(x)$ is an indicator function with respect to a convex set $X$, the sequence $\{x^r\}$ is generated by

\[
x^{r+1} = P_X(x^r - \alpha_r \nabla f(x^r)),
\]

where $P_X$ is a projection operator, defined by $P_X(x) = \arg\min_{u \in X} \| u - x \|^2_2$.

This method is included in the PG method with kernel $\eta(x) = \| x \|^2$.

(2) The soft-thresholding method, i.e., when function $\psi(x) = \| x \|_1$, the sequence $\{x^r\}$ is generated by

\[
x^{r+1} = T_{\alpha_r \tau}(x^r - \alpha_r \nabla f(x^r)),
\]

where mapping $T_{\alpha_r \tau} : \mathbb{R}^n \to \mathbb{R}^n$ is the soft-thresholding operator, defined as follows.

\[
T_{\alpha_r \tau}(u)_i := \begin{cases} 
    u_i - \alpha_r \tau & \text{if } u_i \geq \alpha_r \tau, \\
    0 & \text{if } -\alpha_r \tau \leq u_i \leq \alpha_r \tau, \\
    u_i + \alpha_r \tau & \text{if } u_i \leq -\alpha_r \tau.
\end{cases}
\]

(2.3.2)

This method can be deduced from the above PG method with kernel $\eta(x) = \| x \|^2$.

(3) The exponentiated gradient method, i.e., when function $\psi(x)$ is an indicator function with respect to a simplex $\sum_{i=1}^n x_i = 1$, $x_i \geq 0$, $i = 1, \ldots, n$, the sequence $\{x^r\}$ is generated by

\[
x^{r+1}_i = \frac{x^r_i e^{-\alpha_r \nabla_i f(x^r)}}{\sum_{i=1}^n x^r_i e^{-\alpha_r \nabla_i f(x^r)}}.
\]

This method is a special PG method with kernel $\eta(x) = \sum_{i=1}^n x_i \ln x_i$. 
Note that in the case (1), subproblem (1.3.4) must be solved by an iterative solution method. In the cases (2) and (3), subproblem (1.3.4) has a closed form solution (alternatively, analytic solution).

Next, we introduce the existing block coordinate gradient descent method for problem (1.2.1), which is proposed in [69]. The particular framework is described as follows.

**Block coordinate gradient descent (BCGD) method:**

**Step 0:** Choose an initial point $x^0 \in \text{dom } F$ and let $r = 0$.

**Step 1:** Choose a nonempty $J^r \subseteq \{1, 2, \ldots, n\}$ and a symmetric matrix $H^r \in \mathbb{R}^{n \times n}$, $H^r \succ 0$.

**Step 2:** Solve the following subproblem and obtain a direction $d^r = d_{\eta^r}(x^r)$.

$$d_{\eta^r}(x^r) = \arg\min_{d \in \mathbb{R}^n} \left\{ \langle \nabla f(x^r), d \rangle + \frac{1}{2}d^T H^r d + \tau \psi(x^r + d) \mid d_{J^r} = 0 \right\}.$$

**Step 3:** Choose a stepsize $\alpha^r > 0$. Set $x^{r+1} = x^r + \alpha^r d^r$ and $r = r + 1$. Go to Step 1.

Note that matrix $H^r \succ 0$ is usually chosen to be an approximation of the Hessian $\nabla^2 f(x^r)$. This BCGD method is closely related to the PG method. If we choose kernel $\eta^r(x) = \frac{1}{2}x^T H^r x$ in the PG method, we have $B_{\eta^r}(x^r + d, x^r) = \frac{1}{2}d^T H^r d$. With different matrix $H^r$, the directions $d_{\eta^r}(x^r)$ in (2.3.3) are different. The following existing methods can be regarded as special cases of this BCGD method.

1. The Newton method, i.e., when function $\psi(x) = 0$ for any $x \in \text{dom } f$, the sequence $\{x^r\}$ is generated by

$$x^{r+1} = x^r - \alpha^r (\nabla^2 f(x^r))^{-1} \nabla f(x^r).$$

This method can be regarded as a special case of the BCGD method with $H^r = \nabla^2 f(x^r)$ and $J^r = \{1, 2, \ldots, n\}$.

2. The regularized Newton method, i.e., when function $\psi(x) = 0$ for any $x \in \text{dom } f$, the sequence $\{x^r\}$ is generated by

$$x^{r+1} = x^r - \alpha^r (\nabla^2 f(x^r) + \mu I)^{-1} \nabla f(x^r).$$

This method can be deduced from the BCGD method with $H^r = \nabla^2 f(x^r) + \mu I$ and $J^r = \{1, 2, \ldots, n\}$.

In the existing works on the convergence of the (block) proximal gradient method, the following lemma is necessary, which is called the “three-point property”.

**Lemma 2.3.1** ([68, Property 1]). For any proper l.s.c. convex function $\varphi : X \to (-\infty, \infty]$ and any $z \in X$, if

$$z_+ := \arg\min_{x \in X} \{\varphi(x) + B_{\eta^r}(x, z)\},$$

then

$$\varphi(z_+) \leq \varphi(z) + B_{\eta^r}(z, z_+) - B_{\eta^r}(z, z).$$
where \( B_\eta(x, z) := \eta(x) - \eta(z) - \langle \nabla \eta(z), x - z \rangle \) and \( \eta : X \to (-\infty, \infty] \) is differentiable at \( z_+ \), then
\[
\varphi(x) + B_\eta(x, z) \geq \varphi(z_+) + B_\eta(z_+, z) + B_\eta(x, z_+), \forall x \in X.
\]

The existing results on the iteration complexity of (block) proximal gradient methods are summarized in Table 2.1, where the constant \( N \) denotes the number of blocks, \( L_f \) is the Lipschitz constant for \( \nabla f \), and \( \varepsilon \) is the approximation accuracy.

Table 2.1: The existing iteration complexity of the (block) proximal gradient methods when \( f \) is convex or strongly convex

<table>
<thead>
<tr>
<th>Method</th>
<th>Complexity (convex)</th>
<th>Complexity (strongly convex)</th>
</tr>
</thead>
<tbody>
<tr>
<td>proximal gradient method[45]</td>
<td>( O\left(\frac{L_f}{\varepsilon}\right) )</td>
<td>( O\left(\log \frac{1}{\varepsilon}\right) )</td>
</tr>
<tr>
<td>BCGD method [7, 50, 59, 70]</td>
<td>( O\left(\frac{NL_f}{\varepsilon}\right) ) or ( O\left(\frac{NL_f}{\varepsilon} \log \frac{1}{\varepsilon}\right) )</td>
<td>( O\left(N \log \frac{1}{\varepsilon}\right) )</td>
</tr>
</tbody>
</table>

2.4 Rules for choosing blocks

In this subsection, we introduce the rules to select a block for the block type method.

The following generalized Gauss-Seidel rule [69, 71] is an extension of the classical cycle rule [41].

**Generalized Gauss-Seidel rule:** Choose \( \{J^r\} \) to satisfy the following condition.

There exists an integer \( B \geq 1 \) such that \( J^0, J^1, \ldots \) collectively cover the set \( \mathcal{N} = \{1, 2, \ldots, n\} \) for every \( B \) consecutive iterations.

This rule implies that the index set \( J^r \) satisfies
\[
J^r \bigcup J^{r+1} \bigcup \ldots \bigcup J^{r+B-1} = \mathcal{N}, \forall r = 0, 1, \ldots
\]
(2.4.1)

Note that the blocks \( \{J^{r+j}, j = 0, 1, \ldots, B-1\} \) in the generalized Gauss-Seidel rule can be overlapping.

The following restricted Gauss-Seidel rule [69] is a special case of the generalized Gauss-Seidel rule.

**Restricted Gauss-Seidel rule:** Choose \( \{J^r\} \) to satisfy the following condition.

There exists a subsequence \( \Gamma \subseteq \{0, 1, \ldots\} \) such that
\[
0 \in \Gamma, \quad \mathcal{N} = \left( \text{disjoint union of } J^r, J^{r+1}, \ldots, J^{\varphi(r)-1} \right), \forall r \in \Gamma,
\]
(2.4.2)

where \( \varphi(r) \) is defined as \( \varphi(r) := \min\{r' \in \Gamma \mid r' > r\} \).
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It is worth mentioning that the blocks \( \{ J^r_j, j = 0, 1, \ldots, \varphi(r) - 1, r \in \Gamma \} \) in the restricted Gauss-Seidel rule cannot be overlapping. Thus, if the convex function \( \psi \) in problem (1.2.1) is block separable with respect to each block \( J^r \), then \( \psi(x^r) \) can be rewritten as

\[
\psi(x^r) = \sum_{i=r}^{\varphi(r) - 1} \psi_{J^i}(x^r_{J^i}), \quad \forall r \in \Gamma. \tag{2.4.3}
\]

The following cyclic rule [41] is the simplest Gauss-Seidel rule, which is a special case of the restricted Gauss-Seidel rule with \( \varphi(r) = r + N \) and \( \Gamma = \{0, N, 2N, \ldots\} \).

**Cyclic rule:** Let \( \{ J^i, i = 1, \ldots, N \} \) be a partition of the set \( \mathcal{N} = \{1, \ldots, n\} \). Choose blocks in a cyclic order.

The Gauss-Southwell rule [69] is a general name for the Gauss-Southwell-r rule and the Gauss-Southwell-q rule, which are described as follows.

**Gauss-Southwell-r rule:** Choose \( \{ J^r \} \) to satisfy the following condition.

\[
\| d_{D^r}(x^r; J^r) \|_\infty \geq \nu \| d_{D^r}(x^r; \mathcal{N}) \|_\infty,
\]

where direction \( d_{D^r}(x^r; J^r) \) is defined by (1.3.7) with \( H = D^r \in \mathcal{R}^{n \times n} \) such that \( D^r \) is diagonal with \( D^r \succ 0 \) and constant \( \nu \in (0, 1] \).

**Gauss-Southwell-q rule:** Choose \( \{ J^r \} \) to satisfy the following condition.

\[
q_{D^r}(x^r; J^r) \geq \nu q_{D^r}(x^r; \mathcal{N}),
\]

where value \( q_H(x; J) \) is defined by

\[
q_H(x; J) := \left( \langle \nabla f(x), d \rangle + \frac{1}{2} d^T H d + \tau \psi(x + d) \right)_{d=d_H(x; J)} - \tau \psi(x),
\]

direction \( d_H(x; J) \) is defined by (1.3.7), constant \( \nu \in (0, 1] \), and matrix \( D^r \in \mathcal{R}^{n \times n} \) is diagonal with \( D^r \succ 0 \).

Note that in the Gauss-Southwell-r rule and Gauss-Southwell-q rule, we need to compute \( d_{D^r}(x^r; \mathcal{N}) \), which needs to solve an \( n \)-dimensional problem.

The random rule [59] is described as follows.

**Random rule:** Let \( \{ J^i, i = 1, \ldots, N \} \) be a partition of set \( \mathcal{N} = \{1, \ldots, n\} \), and let \( \{ p_i, i = 1, \ldots, N \} \) be a set of probability vector such that, for any \( i \in \{1, 2, \ldots, N\} \), \( p_i > 0 \), and \( \sum_{i=1}^N p_i = 1 \). At each iteration, we choose a block \( J^i \in \{ J^1, J^2, \ldots, J^N \} \) with probability \( p_i \).
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An inexact coordinate descent method for the weighted $l_1$-regularized convex optimization problem

3.1 Introduction

In this chapter, we consider the following weighted $l_1$-regularized convex optimization problem with box constraints.

$$\begin{align*}
\text{minimize} \quad & F(x) := g(Ax) + \langle b, x \rangle + \sum_{i=1}^{n} \tau_i |x_i| \\
\text{subject to} \quad & l \leq x \leq u,
\end{align*}$$

(3.1.1)

where $g : \mathbb{R}^m \to (-\infty, \infty]$ is a strictly convex and continuously differentiable function, $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^n$. Moreover, $\tau$, $l$ and $u$ are $n$-dimensional vectors such that $l_i \in [-\infty, \infty)$, $u_i \in (-\infty, \infty]$, $\tau_i \in [0, \infty)$ and $l_i < u_i$ for each $i = 1, \ldots, n$. The nonnegative scalar constant $\tau_i$ is called the weight and the term $\sum_{i=1}^{n} \tau_i |x_i|$ is called the $l_1$-regularization function. For convenience, we denote the differentiable term of $F$ by $f$, that is, $f(x) := g(Ax) + \langle b, x \rangle$.

When $l_i = -\infty$, $u_i = \infty$ and $\tau_i = \tau$ hold for any $i = 1, 2, \ldots, n$, problem (3.1.1) reduces to the unconstrained separable optimization problem (1.2.1). Additionally, it is worth mentioning that problem (3.1.1) is a convex problem since function $g$ is assumed to be strictly convex. However, the optimal solutions are possibly not unique because the matrix $A$ may not have the full column rank.

As described in Subsection 1.2.3, the applications [29, 35, 55, 77] of problem (3.1.1) typically have large scales, and the CD method [38, 43, 67, 72] is shown to be an efficient method to solve it. Luo and Tseng [43] proved that it has global and linear convergence for a smooth problem, that is, $\tau_i = 0$ for all $i$. For more complicated regularization problem, in 2001, Tseng [67] showed the global convergence of a block coordinate descent (BCD)
method for minimizing a nondifferentiable function with certain separability. However, its convergence rate is still unknown. Moreover, in the most of the existing works, we assume that the exact minimizers of the subproblem can be found at each iteration in [67, 43]. It is possible for the $l_1$-$l_2$ problem, while usually it is hard for the general $l_1$-regularized convex problem.

In order to improve the applicability of the CD method, some inexact CD methods are proposed [11, 69, 74], such as the inexact block coordinate descent method [11], the coordinate gradient descent (CGD) method [69] and the coordinate proximal point method [74]. The CGD method is executed with one step of the gradient method for the subproblem of the CD method, while the method [74] exploits the proximal point method to find an approximate solution. Thus they are regarded as the inexact CD methods. Bonettini [11] proposed an inexact version of the CD method. He gave some appropriate conditions about the inexactness of the solution for the subproblem, and has shown that the proposed method with these conditions has global convergence. However, he only focused on a smooth optimization problem, i.e., $\tau_i = 0$, for all $i$, and did not show the rate of convergence of the proposed method.

In this chapter, we present a new inexact coordinate descent (ICD) method with a new inexactness description, which is an extension of the result of Luo and Tseng [43]. In particular, we extend in the following three aspects.

- The smooth convex problem is extended to that with the $l_1$-regularized function.
- At each iteration, we accept an inexact solution of the subproblem instead of the exact solution.
- The linear convergence rate is proven for the nonsmooth problem.

Under the same assumptions in [43], we show that the proposed ICD method is not only globally convergent but also with at least $R$-linear convergence rate under the almost cycle rule (Theorem 3.4.2 in Section 3.4 for details).

This chapter is organized as follows. In Section 3.2, we derive optimality conditions for problem (3.1.1) and also define $\varepsilon$-optimality conditions which are related to an inexact solution. In Section 3.3, we present a framework of the ICD method and make some assumptions for the “inexact solutions”. The global convergence and linear convergence rate are established in Section 3.4. In Section 3.5, we report some numerical experiments for the proposed ICD method and show the comparison with the coordinate gradient descent (CGD) method [69]. Finally, we conclude this chapter in Section 3.6.
3.2 Preliminaries

Throughout the chapter, we make the following basic assumptions for problem (3.1.1).

Assumption 3.2.1. For problem (3.1.1), we assume that

(a) $A_j$ is a nonzero vector for all $j \in \{1, 2, \ldots, n\}$.

(b) $l_i < 0 < u_i$ for all $i \in \{1, 2, \ldots, n\}$.

(c) The set of the optimal solutions, denoted by $X^*$, is nonempty.

(d) The effective domain of $g$, denoted by $\text{dom } g$, is nonempty and open.

(e) $g$ is twice continuously differentiable on $\text{dom } g$.

(f) $\nabla^2 g(Ax^*)$ is positive definite for every optimal solution $x^* \in X^*$.

We make a few remarks on these assumptions. In Part (a), if $A_j$ is zero, then $x_j^*$ of the optimal solution $x^*$ can be easily determined. Thus we can remove $x_j$ from problem (3.1.1). Part (b) is just for simplification. If both $l_i$ and $u_i$ are positive for some $i \in \{1, 2, \ldots, n\}$, we may replace $x_i, l_i$ and $u_i$ by $\bar{x}_i + \frac{l_i + u_i}{2}, \frac{l_i - u_i}{2}$ and $\frac{u_i - l_i}{2}$. Then problem (3.1.1) is reformulated into the case without $l_1$-regularized term for the index $i$. If $g$ is strongly convex and twice differentiable on $\text{dom } g$, then Parts (e) and (f) are satisfied automatically. For example, a quadratic function, an exponential function, and even some complicate functions in the $l_1$-regularized logistic regression problem satisfy (e) and (f). Note that we do not assume the boundedness of the optimal solution set $X^*$.

Next, we present some properties under Assumption 3.2.1 that are used in the subsequent sections. From (e) and (f) in Assumption 3.2.1, there exists a sufficiently small closed neighborhood $B(Ax^*)$ of $Ax^*$ such that $B(Ax^*) \subseteq \text{dom } g$ and $\nabla^2 g$ is positive definite in $B(Ax^*)$. Furthermore, it implies that $g$ is strongly convex in $B(Ax^*)$, i.e., there exists a scalar $\mu_g > 0$ such that

$$g(y) - g(z) - \langle \nabla g(z), y - z \rangle \geq \frac{\mu_g}{2} \|y - z\|^2, \forall y, z \in B(Ax^*).$$

(3.2.1)

3.2.1 Optimality conditions

The KKT conditions [60] for problem (3.1.1) are described as follows.

$$\nabla_i f(x) + \tau_i \partial |x_i| - \mu_i + \nu_i \geq 0,$$

$$x_i \geq l_i, \mu_i \geq 0, \mu_i (x_i - l_i) = 0, \quad i = 1, \ldots, n,$$

$$x_i \leq u_i, \nu_i \geq 0, \nu_i (u_i - x_i) = 0,$$

(3.2.2)
where $\partial | \cdot |$ is the subdifferential of the absolute value function. Since problem (3.1.1) is convex, $x$ satisfying (3.2.2) is an optimal solution of problem (3.1.1). The KKT conditions (3.2.2) can be rewritten as follows.

**Lemma 3.2.1.** A vector $x$ is an optimal solution of problem (3.1.1) if and only if one of the following statements holds for each $i \in \{1, \ldots, n\}$.

(i) $\nabla_i f(x) \geq \tau_i$ and $x_i = l_i$.

(ii) $\nabla_i f(x) = \tau_i$ and $l_i \leq x_i \leq 0$.

(iii) $|\nabla_i f(x)| \leq \tau_i$ and $x_i = 0$.

(iv) $\nabla_i f(x) = -\tau_i$ and $0 \leq x_i \leq u_i$.

(v) $\nabla_i f(x) \leq -\tau_i$ and $x_i = u_i$.

Next, we represent these conditions as a fixed point of some operator. To this end, we first use the soft-thresholding operator, given in Section 2.3, to define a mapping $T_\tau : \mathbb{R}^n \to \mathbb{R}^n$ as

$$T_\tau(x)_i := (|x_i| - \tau_i)_+ \text{sgn}(x_i),$$

(3.2.3)

where the scalar function $(a)_+$ is defined by $(a)_+ := \max(0, a)$, and $\text{sgn}(a)$ is a sign function defined as follows.

$$\text{sgn}(a) := \begin{cases} 
-1 & \text{if } a < 0, \\
0 & \text{if } a = 0, \\
1 & \text{if } a > 0.
\end{cases}$$

It can be verified that mapping $T_\tau$ is nonexpansive, i.e., $\|T_\tau(y) - T_\tau(z)\| \leq \|y - z\|$, for any $y, z \in \text{dom } F$.

Let $[x]_{[l,u]}^+$ denote the orthogonal projection of a vector $x$ onto the box $[l, u]$. This projection is also nonexpansive and its $i$-th coordinate can be written as $[x_i]_{[l_i,u_i]}^+ := \text{mid}\{x_i, l_i, u_i\}$, where $\text{mid}\{x_i, l_i, u_i\}$ is defined by $\text{mid}\{x_i, l_i, u_i\} := \max\{l_i, \min\{u_i, x_i\}\}$.

By using the mappings $T_\tau$ and $[\cdot]_{[l,u]}^+$, we define a mapping $P_{\tau,l,u}(x) : \mathbb{R}^n \to \mathbb{R}^n$ by

$$P_{\tau,l,u}(x) := [T_\tau(x - \nabla f(x))]_{[l,u]}^+.$$  

(3.2.4)

Since $[x]_{[l,u]}^+$ and $T_\tau$ are nonexpansive, we have that

$$\|P_{\tau,l,u}(y) - P_{\tau,l,u}(z)\| \leq \|y - z - \nabla f(y) + \nabla f(z)\|, \forall y, z \in \text{dom } F.$$  

(3.2.5)

Now, the optimal solutions can be described as a fixed point of the mapping $P_{\tau,l,u}$. 


Theorem 3.2.1. For problem (3.1.1), a vector $x$ belongs to the optimal solution set $X^*$ if and only if $x = P_{t,l,u}(x)$, i.e., $X^* = \{x \mid x \in \text{dom}\, g, x = P_{t,l,u}(x)\}$.

Proof. This theorem is a direct consequence of Theorem 3.2.2 that will be shown in Subsection 2.2.

Since the solution set $X^*$ is not necessarily bounded, the level set of $F$ may not be bounded. Nevertheless, as an extension of [43, Lemma 3.3], we can show the compactness of the set $\Omega(\zeta) := \{t \mid t = Ax, F(x) \leq \zeta, x \in [l, u]\}$.

Lemma 3.2.2. For a given constant value $\zeta$, the set $\Omega(\zeta)$ is a compact subset of $\text{dom}\, g$.

Proof. The $l_1$-regularized convex problem (3.1.1) can be transformed into a smooth optimization problem with box constraints.

$$
\begin{align*}
\text{minimize} & \quad \bar{F}(x^+, x^-) := g(Ax^+ - Ax^-) + (b, x^+ - x^-) + \sum_{i=1}^{n} \tau_i (x_i^+ + x_i^-) \\
\text{subject to} & \quad 0 \leq x_i^+ \leq u_i, \quad i = 1, \ldots, n, \\
& \quad 0 \leq x_i^- \leq |l_i|, \quad i = 1, \ldots, n.
\end{align*}
$$

Note that if $(x^+, x^-)$ is feasible for problem (3.2.6), then $x = x^+ - x^-$ is also feasible for problem (3.1.1) due to $l \leq x \leq u$.

Let $\bar{\Omega}(\zeta)$ be defined as follows.

$$
\bar{\Omega}(\zeta) := \{Ax^+ - Ax^- \mid \bar{F}(x^+, x^-) \leq \zeta, x^+ \in [0, u], x^- \in [0, l]\} = \{Ax \mid x = x^+ - x^-, \bar{F}(x^+, x^-) \leq \zeta, x^+ \in [0, u], x^- \in [0, l]\},
$$

where $|l| = (|l_1|, \ldots, |l_n|)^T$. Then $\bar{\Omega}(\zeta)$ is a compact set of $\text{dom}\, g$ from Appendix in [43].

In the rest part, we only need to show $\bar{\Omega}(\zeta) = \Omega(\zeta)$. In fact, for every $t \in \bar{\Omega}(\zeta)$, there exists $(x, x^+, x^-)$ such that $t = Ax, x = x^+ - x^-, \bar{F}(x^+, x^-) \leq \zeta, x^+ \in [0, u]$, and $x^- \in [0, |l|]$. Then we have $x \in [l, u]$ and $\zeta \geq \bar{F}(x^+, x^-) \geq F(x)$. It further implies that $t \in \Omega(\zeta)$, i.e., $\bar{\Omega}(\zeta) \subseteq \Omega(\zeta)$.

Conversely, for every $t \in \Omega(\zeta)$, there exists a vector $x$ such that $t = Ax, F(x) \leq \zeta$, and $x \in [l, u]$. Let $x_i^+ := \max\{x_i, 0\}$ and $x_i^- := \max\{-x_i, 0\}$ for each $i = 1, \ldots, n$. Then we have $x^+ \in [0, u], x^- \in [0, |l|], x = x^+ - x^-$, and $\bar{F}(x^+, x^-) = F(x)$. Therefore, we deduce that $t \in \bar{\Omega}(\zeta)$, which implies that $\Omega(\zeta) \subseteq \bar{\Omega}(\zeta)$. Consequently, the relation $\bar{\Omega}(\zeta) = \Omega(\zeta)$ holds.

Next, we show that $\nabla g$ is Lipschitz continuous on some compact set including $\Omega(\zeta)$. For this purpose, we define a set $\Omega(\zeta) + B(\epsilon_0)$ as $\Omega(\zeta) + B(\epsilon_0) := \{p + v \mid p \in \Omega(\zeta), \|v\| \leq \epsilon_0\}$, where $\epsilon_0$ is a positive constant. It is easy to see that the set $\Omega(\zeta) + B(\epsilon_0)$ is compact.
Lemma 3.2.3. There exist constants $L_g > 0$ and $\epsilon_0 > 0$ such that $\Omega(\zeta) + B(\epsilon_0) \subseteq \text{dom } g$ and \[ \| \nabla g(y) - \nabla g(z) \| \leq L_g \| y - z \| \] for all $y, z \in \Omega(\zeta) + B(\epsilon_0)$.

Proof. Since set $\Omega(\zeta)$ is closed from Lemma 3.2.2 and $\text{dom } g$ is open, there exists a positive constant $\epsilon_0 > 0$ such that $\Omega(\zeta) + B(\epsilon_0) \subseteq \text{dom } g$. Furthermore, since $g$ is twice continuously differentiable on $\text{dom } g$, and $\Omega(\zeta) + B(\epsilon_0)$ is compact, we have that $\nabla^2 g(x)$ is bounded in $\Omega(\zeta) + B(\epsilon_0)$, that is, there exists a constant $L_g > 0$ such that \[ \| \nabla^2 g(x) \| \leq L_g \] for all $x \in \Omega(\zeta) + B(\epsilon_0)$. Then, this lemma holds from the mean value theorem.

Similar to [44, Lemma 2.1], we can prove the following invariant property of the optimal solution set $X^*$. For simplicity, we omit the proof here.

Lemma 3.2.4. For any $x^*, y^* \in X^*$, we have $Ax^* = Ay^*$.

3.2.2 $\epsilon$-optimality conditions

In this subsection, we give a definition of the relaxed optimality conditions, and show a relation between the conditions and the mapping $P_{r,l,u}$.

Definition 3.2.1. We say that the $\epsilon$-optimality conditions for problem (3.1.1) hold at $x$ if one of the following statements holds for each $i$.

(i) $\nabla_i f(x) - \tau_i \geq -\epsilon$ and $|x_i - l_i| \leq \epsilon$.

(ii) $|\nabla_i f(x) - \tau_i| \leq \epsilon$ and $l_i - \epsilon \leq x_i \leq \epsilon$.

(iii) $|\nabla_i f(x)| \leq \tau_i + \epsilon$ and $|x_i| \leq \epsilon$.

(iv) $|\nabla_i f(x) + \tau_i| \leq \epsilon$ and $-\epsilon \leq x_i \leq u_i + \epsilon$.

(v) $\nabla_i f(x) + \tau_i \leq \epsilon$ and $|x_i - u_i| \leq \epsilon$.

Definition 3.2.2. We say that $x$ is an $\epsilon$-approximate solution of problem (3.1.1) if the $\epsilon$-optimality conditions hold at $x$.

Note that the optimality conditions in Lemma 3.2.1 can be obtained by Definition 3.2.1 with $\epsilon = 0$.

For convenience, we define the following five index sets.

\[
J_1(x, \epsilon) := \{ i \mid \nabla_i f(x) - \tau_i \geq -\epsilon, |x_i - l_i| \leq \epsilon \};
\]

\[
J_2(x, \epsilon) := \{ i \mid |\nabla_i f(x) - \tau_i| \leq \epsilon, l_i - \epsilon \leq x_i \leq \epsilon \};
\]

\[
J_3(x, \epsilon) := \{ i \mid |\nabla_i f(x)| \leq \tau_i + \epsilon, |x_i| \leq \epsilon \};
\]

\[
J_4(x, \epsilon) := \{ i \mid |\nabla_i f(x) + \tau_i| \leq \epsilon, -\epsilon \leq x_i \leq u_i + \epsilon \};
\]
\[ J_5(x, \varepsilon) := \{ i | \nabla_i f(x) + \tau_i \leq \varepsilon, |x_i - u_i| \leq \varepsilon \}. \]

Then the \( \varepsilon \)-optimality conditions hold at \( x \) if and only if \( \bigcup_{i=1}^{5} J_i(x, \varepsilon) = \{1, 2, \ldots, n\} \).

Throughout the chapter, for simplicity, we assume that
\[ \varepsilon < \frac{1}{2} \min_{i=1, \ldots, n} \{-l_i, u_i\}. \quad (3.2.7) \]

The next theorem gives an equivalent description of the \( \varepsilon \)-optimality conditions, which will be used for constructing an inexact CD method and investigating its convergence properties.

**Theorem 3.2.2.** The \( \varepsilon \)-optimality conditions hold at \( x \) if and only if \( |x_i - P_{\tau, l, u}(x)_i| \leq \varepsilon \) holds for each \( i \in \{1, 2, \ldots, n\} \).

**Proof.** By the definitions of \( T_\tau(x) \) and \( P_{\tau, l, u}(x) \) in (3.2.3) and (3.2.4), we have that
\[
|x_i - P_{\tau, l, u}(x)_i| = |x_i - \operatorname{mid}(l_i, u_i, \max \{0, |x_i - \nabla_i f(x)| - \tau_i\} \operatorname{sgn}(x_i - \nabla_i f(x))| \]
\[
= \begin{cases} 
|x_i - l_i| & \text{if } x_i - \nabla_i f(x) \in (-\infty, l_i - \tau_i], \\
|\nabla_i f(x) - \tau_i| & \text{if } x_i - \nabla_i f(x) \in (l_i - \tau_i, -\tau_i], \\
|x_i| & \text{if } x_i - \nabla_i f(x) \in (-\tau_i, \tau_i], \\
|\nabla_i f(x) + \tau_i| & \text{if } x_i - \nabla_i f(x) \in (\tau_i, u_i + \tau_i], \\
|x_i - u_i| & \text{if } x_i - \nabla_i f(x) \in (u_i + \tau_i, \infty). 
\end{cases} \quad (3.2.8) 
\]

We firstly consider the “ if ” part of this theorem. It is sufficient to show that if \( |x_i - P_{\tau, l, u}(x)_i| \leq \varepsilon \) holds for each \( i \in \{1, 2, \ldots, n\} \), then for each \( i \in \{1, 2, \ldots, n\} \) there exists a \( j \in \{1, 2, \ldots, 5\} \) such that \( i \in J_j(x, \varepsilon) \). We can prove this according to the distinct cases in (3.2.8). If \( x_i - \nabla_i f(x) \in (-\infty, l_i - \tau_i] \), then it follows from \( |x_i - P_{\tau, l, u}(x)_i| \leq \varepsilon \) and (3.2.8) that \( |x_i - P_{\tau, l, u}(x)_i| = |x_i - l_i| \leq \varepsilon \), that is, \( x_i - l_i \geq -\varepsilon \). Moreover, since \( x_i - \nabla_i f(x) \in (-\infty, l_i - \tau_i] \) implies that \( \nabla_i f(x) - \tau_i \geq x_i - l_i \), we have \( \nabla_i f(x) - \tau_i \geq -\varepsilon \). Therefore, \( i \in J_1(x, \varepsilon) \) holds. Similarly, we can show that if \( x_i - \nabla_i f(x) \) is located in other intervals, the corresponding results also hold.

Conversely, suppose that \( x \) is an \( \varepsilon \)-approximate solution, i.e., for each \( i \in \{1, 2, \ldots, n\} \), there exists a \( j \in \{1, 2, \ldots, 5\} \) such that \( i \in J_j(x, \varepsilon) \). Thus, it is sufficient to show that for each \( i \) and \( j \) such that \( i \in J_j(x, \varepsilon) \), the inequality \( |x_i - P_{\tau, l, u}(x)_i| \leq \varepsilon \) holds.

**Case 1:** \( i \in J_1(x, \varepsilon) \) or \( i \in J_5(x, \varepsilon) \). First suppose that \( i \in J_1(x, \varepsilon) \). Then we have
\[ \nabla_i f(x) - \tau_i \geq -\varepsilon \text{ and } |x_i - l_i| \leq \varepsilon. \quad (3.2.9) \]

They imply that \( x_i - \nabla_i f(x) \leq l_i - \tau_i + 2\varepsilon \). It then follows from (3.2.7) that \( x_i - \nabla_i f(x) \in (-\infty, -\tau_i] \). Thus, we focus on (3.2.8) in two intervals \((-\infty, l_i - \tau_i] \) and \((l_i - \tau_i, -\tau_i] \). If
\( x_i - \nabla_i f(x) \in (-\infty, l_i - \tau_i] \), it follows from (3.2.8) that \( |x_i - P_{\tau,l,u}(x)| = |x_i - l_i| \). Then the inequality \( |x_i - P_{\tau,l,u}(x)| \leq \varepsilon \) holds due to (3.2.9). If \( x_i - \nabla_i f(x) \in (l_i - \tau_i, -\tau_i] \), then we have \( \nabla_i f(x) - \tau_i < x_i - l_i \) and \( |x_i - P_{\tau,l,u}(x)| = |\nabla_i f(x) - \tau_i| \), which together with (3.2.9) imply \( |x_i - P_{\tau,l,u}(x)| \leq \varepsilon \). A symmetric argument can prove the case with \( i \in J_5(x, \varepsilon) \).

**Case 2:** \( i \in J_2(x, \varepsilon) \) or \( i \in J_4(x, \varepsilon) \). First suppose that \( i \in J_2(x, \varepsilon) \). Then we have

\[
|\nabla_i f(x) - \tau_i| \leq \varepsilon \quad \text{and} \quad l_i - \varepsilon \leq x_i \leq \varepsilon. \tag{3.2.10}
\]

We obtain \( -\tau_i - \varepsilon \leq -\nabla_i f(x) \leq \varepsilon - \tau_i \) from the first inequality. Adding these inequalities and the second inequalities of (3.2.10), we have \( l_i - \tau_i - 2\varepsilon \leq x_i - \nabla_i f(x) \leq 2\varepsilon - \tau_i \). With the assumption (3.2.7) on \( \varepsilon \), we have \( x_i - \nabla_i f(x) \in [l_i - \tau_i - 2\varepsilon, u_i] \). Now we show \( |x_i - P_{\tau,l,u}(x)| \leq \varepsilon \) from (3.2.8) and (3.2.10) by dividing the interval \([l_i - \tau_i - 2\varepsilon, u_i]\) into \([l_i - \tau_i - 2\varepsilon, l_i - \tau_i], (l_i - \tau_i, -\tau_i], (-\tau_i, \tau_i] \) and \((\tau_i, u_i]\).

(i) If \( x_i - \nabla_i f(x) \in (l_i - \tau_i - 2\varepsilon, l_i - \tau_i] \), it follows from (3.2.8) that \( |x_i - P_{\tau,l,u}(x)| = |x_i - l_i| \). Meanwhile, we obtain \( x_i - l_i \leq \nabla_i f(x) - \tau_i \). Then we have \( x_i - l_i \leq \varepsilon \) from the first inequality in (3.2.10). On the other hand, we have \( x_i - l_i \geq -\varepsilon \) from the inequalities \( l_i - \varepsilon \leq x_i \leq \varepsilon \) in (3.2.10). Hence, the inequality \( |x_i - P_{\tau,l,u}(x)| \leq \varepsilon \) holds.

(ii) If \( x_i - \nabla_i f(x) \in (l_i - \tau_i, -\tau_i] \), then the inequality \( |x_i - P_{\tau,l,u}(x)| \leq \varepsilon \) holds due to (3.2.8) and (3.2.10).

(iii) If \( x_i - \nabla_i f(x) \in (-\tau_i, \tau_i] \), then we have \( |x_i - P_{\tau,l,u}(x)| = |x_i| \) by (3.2.8). Moreover, it yields \( x_i \geq \nabla_i f(x) - \tau_i \). It then follows from the inequality \( |\nabla_i f(x) - \tau_i| \leq \varepsilon \) in (3.2.10) that \( x_i \geq -\varepsilon \). Furthermore, we have \( x_i \leq \varepsilon \) from (3.2.10). Hence, \( |x_i - P_{\tau,l,u}(x)| = |x_i| \leq \varepsilon \).

(iv) If \( x_i - \nabla_i f(x) \in [\tau_i, u_i] \), we have \( |x_i - P_{\tau,l,u}(x)| = |\nabla_i f(x) + \tau_i| \) from (3.2.8). Thus, \( |x_i - P_{\tau,l,u}(x)| \leq \varepsilon \) is equivalent to \( -\tau_i - \varepsilon \leq \nabla_i f(x) \leq \varepsilon - \tau_i \). First, we have \( \nabla_i f(x) \leq x_i - \tau_i \leq \varepsilon - \tau_i \), where the first inequality follows from the assumption \( x_i - \nabla_i f(x) \in [\tau_i, u_i] \), and the second inequality follows from (3.2.10). Next, we obtain \( \nabla_i f(x) \geq -\varepsilon + \tau_i \geq -\varepsilon - \tau_i \), where the first inequality follows from (3.2.10), and the second inequality holds due to \( \tau_i \geq 0 \).

In the case where \( i \in J_4(x, \varepsilon) \), a similar analysis shows \( |x_i - P_{\tau,l,u}(x)| \leq \varepsilon \).

**Case 3:** \( i \in J_3(x, \varepsilon) \). Then we have

\[
|\nabla_i f(x)| \leq \tau_i + \varepsilon \quad \text{and} \quad |x_i| \leq \varepsilon. \tag{3.2.11}
\]
These inequalities imply $-\tau_i - 2\varepsilon \leq x_i - \nabla_i f(x) \leq \tau_i + 2\varepsilon$. Moreover, we have by (3.2.7) that $l_i - \tau_i < x_i - \nabla_i f(x) < u_i + \tau_i$. Then we prove $|x_i - P_{\tau_i,u_i}(x)_i| \leq \varepsilon$ by dividing the interval $(l_i - \tau_i, u_i + \tau_i)$ into the following three intervals: $(l_i - \tau_i, -\tau_i], (-\tau_i, \tau_i]$ and $(-\tau_i, u_i + \tau_i)$.

(i) If $l_i - \tau_i \leq x_i - \nabla_i f(x) \leq -\tau_i$, then we have $|x_i - P_{\tau_i,u_i}(x)_i| = |\nabla_i f(x) - \tau_i|$ from (3.2.8). Thus, $|x_i - P_{\tau_i,u_i}(x)_i| \leq \varepsilon$ is equivalent to $\tau_i - \varepsilon \leq \nabla_i f(x) \leq \tau_i + \varepsilon$. We first have $\tau_i - \varepsilon \leq \nabla_i f(x)$ from (3.2.11) and the inequality $x_i - \nabla_i f(x) \leq -\tau_i$. Next, we have $\nabla_i f(x) \leq \tau_i + \varepsilon$ since the inequality $|\nabla_i f(x)| \leq \tau_i + \varepsilon$ in (3.2.11) holds.

(ii) If $-\tau_i < x_i - \nabla_i f(x) \leq \tau_i$, then we have $|x_i - P_{\tau_i,u_i}(x)_i| = |x_i|$ from (3.2.8). It then follows from (3.2.11) that $|x_i - P_{\tau_i,u_i}(x)_i| \leq \varepsilon$.

(iii) If $\tau_i \leq x_i - \nabla_i f(x) \leq \tau_i + u_i$, then we have $|x_i - P_{\tau_i,u_i}(x)_i| = |\nabla_i f(x) + \tau_i|$ from (3.2.8). Meanwhile, $\nabla_i f(x) \leq \tau_i$ holds. Then the inequality $\nabla_i f(x) \leq \varepsilon - \tau_i$ holds due to $x_i \in \varepsilon$ in (3.2.11). Moreover, we have $\nabla_i f(x) \geq -\tau_i - \varepsilon$ by (3.2.11). Hence the inequality $|x_i - P_{\tau_i,u_i}(x)_i| \leq \varepsilon$ holds.

Upon the preceding proof, the necessary condition of this theorem is confirmed.

\section{3.3 Inexact coordinate descent (ICD) method}

In this section, we first present a framework for the ICD method, and then give some assumptions for the “inexact solutions”.

A general framework of the ICD method can be described as follows.

\begin{center}
\textbf{Inexact coordinate descent (ICD) method:}
\end{center}

\noindent \textbf{Step 0:} Choose an initial point $x^0 \in [l, u]$ and let $r = 0$.

\noindent \textbf{Step 1:} If some termination condition holds, then stop.

\noindent \textbf{Step 2:} Choose an index $i(r) \in \{1, \ldots, n\}$, and get an approximate solution $x_{i(r)}^{r+1}$ of the following one dimensional subproblem:

\[
\begin{aligned}
\min_{x_i(r) \in [l_i(r), x_i(r) - 1]} F(x_1^r, x_2^r, \ldots, x_{i(r) - 1}^r, x_i(r), x_{i(r) + 1}^r, \ldots, x_n^r).
\end{aligned}
\]  

(3.3.1)

\noindent \textbf{Step 3:} Set $x_j^{r+1} = x_j^r$ for all $j \in \{1, \ldots, n\}$ such that $j \neq i(r)$, and let $r = r + 1$. Go to Step 1.

Note that the exact solution of the subproblem (3.3.1) is unique from Assumption 3.2.1(a) and the strict convexity of $g$. We use the notation $i(r)$ for the index chosen at the $r$-th iteration. For simplicity, we use $i$ instead of $i(r)$ when $i(r)$ is clear from the context.
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For the global convergence of the ICD method, it is important to define the inexactness of the approximate solutions of the subproblem (3.3.1) and to choose an appropriate index $i(r)$ in Step 2.

For the inexactness, we require the following assumptions.

**Assumption 3.3.1.** We assume that the following statements hold:

(i) $F(x_1^r, x_2^r, \ldots, x_{i-1}^r, x_{i+1}^r, \ldots, x_n^r) \leq \min_{x_r \in \{l_i, 0, u_i, x_{i-1}^r\}} F(x_1^r, x_2^r, \ldots, x_{i-1}^r, x_i, x_{i+1}^r, \ldots, x_n^r)$.

(ii) $x_{i+1}^r$ is feasible, i.e., $x_{i+1}^r \in [l_i, u_i]$.

(iii) $x_{i+1}^r$ is an $\varepsilon_{i+1}$-approximate solution of the subproblem (3.3.1).

(iv) **Conditions on $\varepsilon_{i+1}$:** $\varepsilon_{i+1} \leq \min\{\delta_r, \alpha_r |x_{i+1}^r - x_i^r|, \varepsilon_r\}$, where $\{\delta_r\}$ is a monotonically decreasing sequence such that $\lim_{r \to \infty} \delta_r = 0$, and $\alpha_r \in [0, \bar{\alpha}]$ holds with a positive constant $\bar{\alpha}$.

(v) **Conditions on $\alpha_r$:** $\alpha_r < \frac{\mu_\varepsilon \min_j \|A_j\|^2}{2L_g \max_j \|A_j\|^2 + 2}$ holds for sufficiently large $r$, where $\mu_\varepsilon$ is a positive constant defined in (3.2.1), and $L_g$ is the Lipschitz constant of $\nabla g$ given in Lemma 3.2.3.

Here we make a simple explanation. Part (i) enforces not only that $\{F(x^r)\}$ is decreasing but also that $\{F(x^{r+1})\}$ is less than $F(x_1^r, x_2^r, \ldots, x_{i-1}^r, x_i, x_{i+1}^r, \ldots, x_n^r)$ at the point where $F$ is nonsmooth. This condition is easy to check when computing. It also plays a key role for the convergence of $\{x^r\}$ when the objective function is not differentiable. In Part (iii), recall that the $\varepsilon$-optimality conditions for the one dimensional subproblem (3.3.1) is that one of (i)-(v) in Definition 3.2.1 holds at $x_i(r)$. The assumptions (i)-(iv) are necessary for the global convergence while the assumption (v) on $\alpha_r$ is used to guarantee the linear convergence rate of $\{x^r\}$.

Note that if we obtain the exact solution of the subproblem (3.3.1) at each iteration, then the sequence $\{x^r\}$ satisfies Assumption 3.3.1 automatically. Hence, the classical CD method is a special case of the ICD method.

For the choice of the coordinate $i(r)$ in Step 2, we adopt the “generalized Gauss-Seidel rule” [69, 71] with $|J_r| = 1, r = 1, 2, \ldots$, which is precisely defined in Section 2.4. For simplicity, in this chapter, we call it the “almost cyclic rule”, which is described as follows.

**Almost cyclic rule:**

There exists an integer $B \geq n$, such that every coordinate is iterated upon at least once every $B$ successive iterations.

In the next section, we will show the ICD method with the almost cycle rule converges $R$-linearly to a solution under Assumptions 3.2.1 and 3.3.1.
3.4 Global and linear convergence

In this section, we show the global and linear convergence of the ICD method. Compared with the classical exact CD method, the ICD method has many “inexact” factors. Thus we need some preparations.

First of all, we illustrate a brief outline of the proof.

1. \( \lim_{r \to \infty} \{ x_r^{r+1} - x^r \} = 0 \) (Lemma 3.4.3)

2. \( Ax_r \to Ax^* \), where \( x^* \) is one of the optimal solutions. (Theorem 3.4.1)

3. Sufficient decreasing: \( F(x^r) - F(x_r^{r+1}) \geq \eta \| x^r - x_r^{r+1} \|^2 \) for some positive constant \( \eta \). (Lemma 3.4.8)

4. Error bound: \( \| Ax_r - Ax^* \| \leq \kappa \| x_r - P_{\tau,l,u}(x^r) \| \) for some \( \kappa \). (Lemma 3.4.9)

5. Linear convergence. (Theorems 3.4.2 and 4.5.2)

Note that since it is not necessary for the matrix \( A \) to have full column rank, \( Ax_r \to Ax^* \) (Theorem 3.4.1) does not imply \( x_r \to x^* \).

For convenience, we define two vectors \( \tilde{x}_r^{r+1} \) and \( x_r^{r+1} \) as follows.

\[
\tilde{x}_r^{r+1} := (x_1^r, x_2^r, \ldots, x_{i(r)}^r, x_{i(r)+1}^{r+1}, \ldots, x_n^r),
\]

and

\[
x_{r+1} := (x_1^r, x_2^r, \ldots, x_{i(r)-1}^r, x_{i(r)}^{r+1}, x_{i(r)+1}^r, \ldots, x_n^{r+1}),
\]

where \( x_{i(r)}^{r+1} \) and \( \tilde{x}_{i(r)}^{r+1} \) are an \( \varepsilon_{r+1} \)-approximate solution and the exact solution of the sub-problem (3.3.1), respectively.

In the first part of this section, we show \( \lim_{r \to \infty} \{ F(\tilde{x}_r) - F(x_r) \} = 0 \) and \( \lim_{r \to \infty} \{ x_{r+1} - x_r \} = 0 \). To this end, we need the following function \( h_i : \mathcal{R}^n \times \mathcal{R}^n \to \mathcal{R} \) and Lemma 3.4.1.

\[
h_i(y, z) := \nabla_i f(z)(y_i - z_i) + \tau_i(y_i - |z_i|)
\]

\[
= \begin{cases} 
(\nabla_i f(z) + \tau_i)(y_i - z_i) & \text{if } y_i \geq 0, z_i \geq 0, \\
\nabla_i f(z)(y_i - z_i) + \tau_i(y_i + z_i) & \text{if } y_i \geq 0, z_i \leq 0, \\
\nabla_i f(z)(y_i - z_i) + \tau_i(-y_i - z_i) & \text{if } y_i \leq 0, z_i \geq 0, \\
(\nabla_i f(z) - \tau_i)(y_i - z_i) & \text{if } y_i \leq 0, z_i \leq 0. 
\end{cases}
\]

Lemma 3.4.1. There exists a positive constant \( M \) such that \( |x_{i(r)}^{r+1} - \tilde{x}_{i(r)}^{r+1}| \leq \frac{2M}{\| A_{i(r)} \|} \) for all \( r \).
Proof. By lemma 3.2.2, we have that the set \( \Omega(F(x^0)) \) is compact. Since \( \{Ax^r\} \), \( \{A\tilde{x}^r\} \subseteq \Omega(F(x^0)) \) holds, we further obtain that \( \{Ax^r\} \) and \( \{A\tilde{x}^r\} \) are bounded, that is, there exists a constant \( \mathcal{M} > 0 \) such that \( \|Ax^r\|, \|Ax^r\| \leq \mathcal{M} \) for all \( r \). Then we deduce

\[
\|A_i(r)\| |x_i^{r+1}(r) - \tilde{x}_i^{r+1}(r)| = \|Ax^r - A\tilde{x}^r\| \leq \|Ax^r\| + \|A\tilde{x}^r\| \leq 2\mathcal{M},
\]

which implies the conclusion since \( A_i \) is nonzero for all \( i \).

Lemma 3.4.2. \( \lim_{r \to \infty} \{F(\tilde{x}^r) - F(x^r)\} = 0 \).

Proof. Since \( \tilde{x}_i^{r+1}(r) \) is the exact solution of subproblem (3.3.1), the inequality

\[
F(\tilde{x}^{r+1}) - F(x^{r+1}) \leq 0
\]  

(3.4.4)

always holds. On the other hand, by the convexity of \( f \), we have

\[
F(\tilde{x}^{r+1}) - F(x^{r+1}) \geq \nabla u(r)f(\tilde{x}^{r+1}(r) - x^{r+1}(r)) + \tau_i(r)\|\tilde{x}_i^{r+1}(r) - x_i^{r+1}(r)\|
\]

= \( h_i(r)(\tilde{x}_i^{r+1}, x^{r+1}) \).  

(3.4.5)

Let index sets \( Z^A \) and \( Z^B \) be defined by

\[
Z^A := \{r \mid |\tilde{x}_i(r) - x_i(r)| \leq \epsilon^r\}, \quad Z^B := \{r \mid |\tilde{x}_i(r) - x_i(r)| > \epsilon^r\},
\]

respectively. First we consider the subsequence \( \{x^{r+1}\}_{Z^A} \) of \( \{x^r\} \). Since \( \{Ax^r\} \) is bounded, \( \{\nabla f(x^r)\} \) is also bounded from the continuity of \( \nabla g \). It then follows from (3.4.4), (3.4.5) and \( \epsilon^r \to 0 \) that

\[
\lim_{r \to \infty, r \in Z^A} \{F(\tilde{x}^{r+1}) - F(x^{r+1})\} = 0.
\]

Next we consider the subsequence \( \{x^{r+1}\}_{Z^B} \). We will show the following inequality

\[
h_{i(r)}(\tilde{x}_i^{r+1}, x^{r+1}) \geq -P\epsilon^{r+1}, \forall r + 1 \in Z^B
\]  

(3.4.6)

holds, where \( P = \frac{2\mathcal{M}}{\|A_i(r)\|} + 2\tau_i(r) + 2\epsilon^r \). Then it is easy to show \( \lim_{r \to \infty, r \in Z^B} \{F(\tilde{x}^{r+1}) - F(x^{r+1})\} = 0 \) from (3.4.4), (3.4.5), (3.4.6) and \( \epsilon^r \to 0 \).

Recall that \( x_i^{r+1}(r) \) is an \( \epsilon^r \)-approximate solution of the subproblem (3.3.1), i.e., there exists a \( j \in \{1, 2, \ldots, 5\} \) such that \( i(r) \in J_j(x^{r+1}, \epsilon^{r+1}) \). Suppose that \( r + 1 \in Z^B \). In the rest part, we show that (3.4.6) holds for \( i(r) \in J_j(x^{r+1}, \epsilon^{r+1}) \), \( j \in \{1, 2, \ldots, 5\} \). For simplicity, we only show the cases \( i(r) \in J_j(x^{r+1}, \epsilon^{r+1}), j \in \{1, 2, 3\} \). The cases \( j \in \{4, 5\} \) can be deduced in a similar way.

Case 1: \( i(r) \in J_j(x^{r+1}, \epsilon^{r+1}) \). We have \( \nabla i(r)f(x^{r+1}) - \tau_i(r) \geq -\epsilon^{r+1} \) and \( |x_i^{r+1}(r) - l_i(r)| \leq \epsilon^{r+1} \).

Since \( \epsilon^{r+1} = \frac{1}{2} \min\{-l_i(r), u_i(r)\} \), the inequality \( x_i^{r+1}(r) < 0 \) holds.
(a) If \( \tilde{x}_{i(r)}^{r+1} \geq 0 \), then it follows from (3.4.3), Lemma 3.4.1 and \( \nabla_{i(r)} f(x^{r+1}) - \tau_{i(r)} \geq -\varepsilon^{r+1} \) that

\[
\begin{align*}
    h_{i(r)}(\tilde{x}_{i(r)}^{r+1}, x^{r+1}) &= (\nabla_{i(r)} f(x^{r+1}) + \tau_{i(r)})\tilde{x}_{i(r)}^{r+1} - (\nabla_{i(r)} f(x^{r+1}) - \tau_{i(r)})x_{i(r)}^{r+1} \\
    &\geq (2\tau_{i(r)} - \varepsilon^{r+1})\tilde{x}_{i(r)}^{r+1} - x_{i(r)}^{r+1}(-\varepsilon^{r+1}) \\
    &\geq -\varepsilon^{r+1}(x_{i(r)}^{r+1} - x_{i(r)}^{r+1}) \\
    &\geq -\varepsilon^{r+1}\frac{2M}{\|A_{i(r)}\|}.
\end{align*}
\]

(b) If \( \tilde{x}_{i(r)}^{r+1} < 0 \), then \( \tilde{x}_{i(r)}^{r+1} - x_{i(r)}^{r+1} > 0 \) holds by \( |x_{i(r)}^{r+1} - l_{i(r)}| \leq \varepsilon^{r+1} \) and \( r + 1 \in Z^B \).

We further have \( h_{i(r)}(\tilde{x}_{i(r)}^{r+1}, x^{r+1}) = (\nabla_{i(r)} f(x^{r+1}) - \tau_{i(r)})(\tilde{x}_{i(r)}^{r+1} - x_{i(r)}^{r+1}) \geq -\varepsilon^{r+1}\frac{2M}{\|A_{i(r)}\|} \) from (3.4.3), \( \nabla_{i(r)} f(x^{r+1}) - \tau_{i(r)} \geq -\varepsilon^{r+1} \) and Lemma 3.4.1. Therefore, the inequality (3.4.6) holds when \( i(r) \in J_1(x^{r+1}, \varepsilon^{r+1}) \).

**Case 2:** \( i(r) \in J_2(x^{r+1}, \varepsilon^{r+1}) \). We have \( |\nabla_{i(r)} f(x^{r+1}) - \tau_{i(r)}| \leq \varepsilon^{r+1} \) and \( l_{i(r)} - \varepsilon^{r+1} \leq x_{i(r)}^{r+1} \leq \varepsilon^{r+1} \). Now,

\[
    h_{i(r)}(\tilde{x}_{i(r)}^{r+1}, x^{r+1}) = (\nabla_{i(r)} f(x^{r+1}) - \tau_{i(r)})(\tilde{x}_{i(r)}^{r+1} - x_{i(r)}^{r+1}) + T(x_{i(r)}^{r+1}, \tilde{x}_{i(r)}^{r+1}, \tau_{i(r)}),
\]

where

\[
    T(x_{i(r)}^{r+1}, \tilde{x}_{i(r)}^{r+1}, \tau_{i(r)}) := \tau_{i(r)} \left( \tilde{x}_{i(r)}^{r+1} + |\tilde{x}_{i(r)}^{r+1}| - x_{i(r)}^{r+1} - |x_{i(r)}^{r+1}| \right).
\]

\[
    T(x_{i(r)}^{r+1}, \tilde{x}_{i(r)}^{r+1}, \tau_{i(r)}) = \begin{cases} 
        0 & \text{if } \tilde{x}_{i(r)}^{r+1} \leq 0, x_{i(r)}^{r+1} \leq 0, \\
        2\tau_{i(r)}\tilde{x}_{i(r)}^{r+1} & \text{if } 0 < \tilde{x}_{i(r)}^{r+1}, x_{i(r)}^{r+1} \leq 0, \\
        -2\tau_{i(r)}x_{i(r)}^{r+1} & \text{if } \tilde{x}_{i(r)}^{r+1} \leq 0, 0 < x_{i(r)}^{r+1}, \\
        2\tau_{i(r)}(\tilde{x}_{i(r)}^{r+1} - x_{i(r)}^{r+1}) & \text{if } 0 < \tilde{x}_{i(r)}^{r+1}, 0 < x_{i(r)}^{r+1}.
    \end{cases}
\]

Suppose first that one of \( \tilde{x}_{i(r)}^{r+1} \) and \( x_{i(r)}^{r+1} \) is nonpositive. It is easy to see that \( T(x_{i(r)}^{r+1}, \tilde{x}_{i(r)}^{r+1}, \tau_{i(r)}) \) is no less than \(-2\tau_{i(r)}\varepsilon^{r+1}\). It then follows from \( |\nabla_{i(r)} f(x^{r+1}) - \tau_{i(r)}| \leq \varepsilon^{r+1} \), Lemma 3.4.1 and (3.4.7) that

\[
    h_{i(r)}(\tilde{x}_{i(r)}^{r+1}, x^{r+1}) \geq -\varepsilon^{r+1}\left( \frac{2M}{\|A_{i(r)}\|} + 2\tau_{i(r)} \right).
\]

Next suppose that both \( \tilde{x}_{i(r)}^{r+1} \) and \( x_{i(r)}^{r+1} \) are positive. Then

\[
    h_{i(r)}(\tilde{x}_{i(r)}^{r+1}, x^{r+1}) = (\nabla_{i(r)} f(x^{r+1}) + \tau_{i(r)})\tilde{x}_{i(r)}^{r+1} - (\nabla_{i(r)} f(x^{r+1}) + \tau_{i(r)})x_{i(r)}^{r+1} \\
    \geq (2\tau_{i(r)} - \varepsilon^{r+1})\tilde{x}_{i(r)}^{r+1} - x_{i(r)}^{r+1}(2\tau_{i(r)} + \varepsilon^{r+1}) \\
    \geq -\varepsilon^{r+1}\left( \frac{2M}{\|A_{i(r)}\|} + x_{i(r)}^{r+1} \right) - x_{i(r)}^{r+1}(2\tau_{i(r)} + \varepsilon^{r+1})
\]
Lemma 3.4.3. For the sequence \( \{x^r\} \) generated by the ICD method, we have \( \lim_{r \to \infty} \{x^{r+1} - x^r\} = 0 \).
Proof. We argue it by contradiction. Suppose that \( x^{r+1} - x^r \to 0 \). Then there exists at least one coordinate \( i \in \{1, 2, \ldots, n\} \), a scalar \( \gamma > 0 \) and an infinite subset \( \tilde{Z} \) of nonnegative integers such that \( |x_i^{r+1} - x_i^r| \geq \gamma \) for all \( r \in \tilde{Z} \). Since \( \gamma > 0 \), the index \( i \) is the index \( i(r) \) chosen in Step 2 of the ICD method at the \( r \)-th step. Therefore, for any \( j \neq i(r) \), we have \( x_j^{r+1} = x_j^r \), which together with the assumption \( |x_i^{r+1} - x_i^r| \geq \gamma \) implies that

\[
\|A(x^{r+1} - x^r)\| = \|A_{i(r)}\| |x_i^{r+1} - x_i^r| \geq \|A\| \gamma, \quad \forall r \in \tilde{Z}.
\] (3.4.9)

Since \( \{Ax^r\} \) is bounded, there exist \( t^{1,\infty}, t^{2,\infty} \in \mathcal{R}^n \) and an infinite set \( H \subseteq \tilde{Z} \) such that

\[
\lim_{r \to \infty, r \in H} Ax^r = t^{1,\infty}, \quad \lim_{r \to \infty, r \in H} Ax^{r+1} = t^{2,\infty}.
\] (3.4.10)

Note that \( t^{1,\infty} \neq t^{2,\infty} \) due to (3.4.9). It then follows from the continuity of \( g \) on \( \Omega(F(x^0)) \) and (3.4.10) that

\[
\lim_{r \to \infty, r \in H} g(Ax^r) = g(t^{1,\infty}), \quad \lim_{r \to \infty, r \in H} g(Ax^{r+1}) = g(t^{2,\infty}).
\] (3.4.11)

Since \( F(x^r) \) is monotonically decreasing from Assumption 3.3.1(i) and \( F(x^r) \geq F(x^* \) holds for any optimal solution \( x^* \), the sequence \( \{F(x^r)\} \) is convergent. Let \( F^\infty \) be its limit. Then we have

\[
\lim_{r \to \infty, r \in H} F(x^r) = F^\infty, \quad \lim_{r \to \infty, r \in H} F(x^{r+1}) = F^\infty.
\] (3.4.12)

Moreover, by Lemma 3.4.2 and (3.4.12), we obtain

\[
\lim_{r \to \infty, r \in H} F(\tilde{x}^{r+1}) = \lim_{r \to \infty, r \in H} F(x^{r+1}) - \lim_{r \to \infty, r \in H} (F(x^{r+1}) - F(\tilde{x}^{r+1})) = F^\infty,
\] (3.4.13)

where \( \tilde{x}^{r+1} \) is defined in (3.4.1). Since \( F \) is convex and \( F(\tilde{x}^{r+1}) \leq F(x^{r+1}) \leq F(x^r) \) hold, we have

\[
F(\tilde{x}^{r+1}) \leq F\left(\frac{x^r + x^{r+1}}{2}\right) \leq \frac{1}{2} F(x^r) + \frac{1}{2} F(x^{r+1}) \leq F(x^r).
\]

Taking a limit on these inequalities, we obtain

\[
\lim_{r \to \infty, r \in H} F\left(\frac{x^{r+1} + x^r}{2}\right) = F^\infty.
\] (3.4.14)

On the other hand,

\[
\lim_{r \to \infty, r \in H} F\left(\frac{x^{r+1} + x^r}{2}\right) \leq \lim_{r \to \infty, r \in H} g\left(\frac{Ax^{r+1} + Ax^r}{2}\right) + \lim_{r \to \infty, r \in H} \sup \left\{ \langle b, \frac{x^{r+1} + x^r}{2} \rangle + \sum_{i=1}^n t_{i(r)} \left| \frac{x_i^{r+1} + x_i^r}{2} \right| \right\}
\]
\[
\leq g\left(\frac{t^{1,\infty} + t^{2,\infty}}{2}\right) + \frac{1}{2} \lim_{r \to \infty, r \in \mathcal{H}} \sum_{i=1}^{n} \tau_{i(r)} |x_{i(r)}^r| \right] + \frac{1}{2} \lim_{r \to \infty, r \in \mathcal{H}} \sum_{i=1}^{n} \tau_{i(r)} |x_{i(r)}^{r+1}| \right) \\
= g\left(\frac{t^{1,\infty} + t^{2,\infty}}{2}\right) + \frac{1}{2} \lim_{r \to \infty, r \in \mathcal{H}} \left\{ F(x^r) - g(Ax^r) \right\} + \frac{1}{2} \lim_{r \to \infty, r \in \mathcal{H}} \left\{ F(x^{r+1}) - g(Ax^{r+1}) \right\} \\
= g\left(\frac{t^{1,\infty} + t^{2,\infty}}{2}\right) + \frac{1}{2} (F^\infty - g(t^{1,\infty})) + \frac{1}{2} (F^\infty - g(t^{2,\infty})) \\
< \frac{1}{2} (g(t^{1,\infty}) + g(t^{2,\infty})) + \frac{1}{2} (F^\infty - g(t^{1,\infty})) + \frac{1}{2} (F^\infty - g(t^{2,\infty})) \\
= F^\infty,
\]

where the second inequality follows from the continuity of \( g \) and (3.4.10), the first equality follows from the definition of \( F \), the second equality follows from (3.4.11) and (3.4.12), and the third inequality follows from the strict convexity of \( g \) and \( t^{1,\infty} \neq t^{2,\infty} \). But this inequality contradicts (3.4.14). Thus \( \lim_{r \to \infty} \{x^{r+1} - x^r\} = 0 \).

In the second part of this section, we will show the convergence of \( \{Ax^r\} \). Since \( \{Ax^r\} \) is bounded, there exist \( t^\infty \in \mathcal{R}^n \) and an infinite set \( \mathcal{X} \) such that

\[
\lim_{r \to \infty, r \in \mathcal{X}} Ax^r = t^\infty. \tag{3.4.15}
\]

Then with the continuity of \( \nabla g \), we have

\[
\lim_{r \to \infty, r \in \mathcal{X}} \nabla f(x^r) = d^\infty, \tag{3.4.16}
\]

where

\[
d^\infty := A^T \nabla g(t^\infty) + b. \tag{3.4.17}
\]

For the set \( \mathcal{X} \), we have the following result with Lemma 3.4.3, which provides an interesting property associated with \( \{\nabla f(x^r)\} \).

**Lemma 3.4.4.** For any \( s \in \{0, 1, \ldots, B - 1\} \), where \( B \) is the integer defined in the almost cycle rule, we have \( \lim_{r \to \infty, r \in \mathcal{X}} \nabla f(x^{r-s}) = d^\infty \).

**Proof.** For any \( s \in \{0, 1, \ldots, B - 1\} \), we have \( Ax^{r-s} = \sum_{k=0}^{s-1} A(x^{r-s+k} - x^{r-s+k+1}) + Ax^r \). It then follows from Lemma 3.4.3 and (3.4.15) that

\[
\lim_{r \to \infty, r \in \mathcal{X}} Ax^{r-s} = \lim_{r \to \infty, r \in \mathcal{X}} \sum_{k=0}^{s-1} A(x^{r-s+k} - x^{r-s+k+1}) + \lim_{r \to \infty, r \in \mathcal{X}} Ax^r = t^\infty.
\]

From the continuity of \( \nabla g \), we have \( \lim_{r \to \infty, r \in \mathcal{X}} \nabla f(x^{r-s}) = \lim_{r \to \infty, r \in \mathcal{X}} A^T \nabla g(Ax^{r-s}) + b = A^T \nabla g(t^\infty) + b \), which together with (3.4.17) shows this lemma.
Lemma 3.4.4 implies that for each $i \in \{1, 2, \ldots, n\}$, and $s \in \{0, 1, \ldots, B - 1\}$, we have

$$
\lim_{r \to \infty, r \in \mathcal{X}} \nabla_i f(x^{r-s}) = d_i^\infty.
$$

(3.4.18)

For a fixed coordinate $i$, let $\varphi(r, i)$ denote the largest integer $\bar{r}$, which does not exceed $r$, such that the $i$-th coordinate of $x$ is iterated upon at the $\bar{r}$-th iteration, that is, for all $r \in \mathcal{X}$, we have

$$
x^r_i = x_i^{\varphi(r, i)}.
$$

(3.4.19)

Since the coordinate is chosen by the almost cycle rule, the relation $r - B + 1 \leq \varphi(r, i) \leq r$ holds for all $r \in \mathcal{X}$. From (3.4.18), we further obtain

$$
\lim_{r \to \infty, r \in \mathcal{X}} \nabla_i f(x^{\varphi(r, i)}) = d_i^\infty.
$$

(3.4.20)

Now we define the following six index sets associated with $d_i^\infty$ as

$$
\begin{align*}
J_i^\infty_1 & := \{i \mid d_i^\infty > \tau_i\}; \\
J_i^\infty_2 & := \{i \mid d_i^\infty < -\tau_i\}; \\
J_i^\infty_3 & := \{i \mid |d_i^\infty| < \tau_i\}; \\
J_i^\infty_4 & := \{i \mid d_i^\infty = \tau_i, \tau_i > 0\}; \\
J_i^\infty_5 & := \{i \mid d_i^\infty = -\tau_i, \tau_i > 0\}; \\
J_i^\infty_6 & := \{i \mid d_i^\infty = 0, \tau_i = 0\}.
\end{align*}
$$

Note that $\bigcup_{i=1}^6 J_i^\infty = \{1, 2, \ldots, n\}$. Next two lemmas give sufficient conditions under which $\{x_i^r\}_{i=1}^n$ is fixed or lies in some interval.

**Lemma 3.4.5.** Suppose that Assumption 3.3.1(i) and (iii) hold. Let $L_g$ and $\varepsilon_0$ be the constants given in Lemma 3.2.3. If $\varepsilon^{\varphi(r, i)} < \varepsilon_0$, then the following statements hold for any fixed $i$:

(i) If $\nabla_i f(x^{\varphi(r, i)}) - \tau_i > L_g \|A_i\|^2 \varepsilon^{\varphi(r, i)}$ and $x_i^{\varphi(r, i)} \leq \varepsilon^{\varphi(r, i)} + l_i$ hold, then $x_i^{\varphi(r, i)} = l_i$.

(ii) If $\nabla_i f(x^{\varphi(r, i)}) + \tau_i < -L_g \|A_i\|^2 \varepsilon^{\varphi(r, i)}$ and $u_i - \varepsilon^{\varphi(r, i)} \leq x_i^{\varphi(r, i)}$ hold, then $x_i^{\varphi(r, i)} = u_i$.

(iii) If $\nabla_i f(x^{\varphi(r, i)}) + \tau_i > L_g \|A_i\|^2 \varepsilon^{\varphi(r, i)}$ and $|x_i^{\varphi(r, i)}| \leq \varepsilon^{\varphi(r, i)}$ hold, then $x_i^{\varphi(r, i)} \leq 0$.

(iv) If $\nabla_i f(x^{\varphi(r, i)}) - \tau_i < -L_g \|A_i\|^2 \varepsilon^{\varphi(r, i)}$ and $|x_i^{\varphi(r, i)}| \leq \varepsilon^{\varphi(r, i)}$ hold, then $x_i^{\varphi(r, i)} \geq 0$.

**Proof.** Here, we only show (i) and (iii). The rest can be obtained similarly.

To show (i), we argue by contradiction. If it is not true, then we have $l_i < x_i^{\varphi(r, i)} \leq \varepsilon^{\varphi(r, i)} + l_i$ by Assumption 3.3.1(ii). From the Lipschitz continuity of $\nabla g$ in Lemma 3.2.3, we obtain
Lemma 3.4.6. Suppose that Assumption 3.3.1 holds. Then, for sufficiently large $r$, we have

\begin{align*}
\{x_i^r\}_X &= l_i, \forall i \in J_i^\infty; \\
\{x_i^r\}_X &= u_i, \forall i \in J_2^\infty; \\
\{x_i^r\}_X &= 0, \forall i \in J_5^\infty; \tag{3.4.23} \\
\l_i &\leq \{x_i^r\}_X \leq 0, \forall i \in J_4^\infty; \tag{3.4.24} \\
0 &\leq \{x_i^r\}_X \leq u_i, \forall i \in J_5^\infty; \tag{3.4.25} \\
l_i &\leq \{x_i^r\}_X \leq u_i, \forall i \in J_6^\infty. \tag{3.4.26}
\end{align*}

**Proof.** Here we only show (3.4.22) and (3.4.25). Since the rest part can be shown in a similar way, we omit the proof.

**Case 1:** $i \in J_i^\infty$. To show (3.4.22), it is sufficient to show

\begin{equation}
\{x_i^{\varphi(r,i)}\}_X = l_i, \tag{3.4.28}
\end{equation}

since $x_i^r = x_i^{\varphi(r,i)}$ holds by (3.4.19). From (3.4.20), we have that for $\bar{\epsilon} = \frac{d_i^\infty - r_i}{2} > 0$, $i \in J_i^\infty$, there exists a nonnegative integer $\bar{r}$ such that

\begin{equation}
d_i^\infty - \bar{\epsilon} \leq \nabla_i f(x_i^{\varphi(r,i)}) \leq d_i^\infty + \bar{\epsilon}, \forall r \geq \bar{r}, r \in X.
\end{equation}
3.4 Global and linear convergence

It is easy to see that \( d_\infty^i - \tau_i - \bar{\varepsilon} \) is positive. Then we have

\[
\nabla_i f(x^{r,i}) - \tau_i \geq d_\infty^i - \tau_i - \bar{\varepsilon} > \max\{1, L_g\|A_i\|^2\} \varepsilon^{i(r,i)} \geq \varepsilon^{i(r,i)}
\]

(3.4.29)

for sufficiently large \( r \), since \( \varepsilon^r \to 0 \) and \( \nabla_i f(x^{r,i}) \to d_\infty^i \) hold. Furthermore, we ensure \( i \in J_1(x^{r,i}, \varepsilon^{r,i}) \), since \( x^{r,i} \) is an \( \varepsilon^{r,i} \)-approximate solution of the subproblem (3.3.1). It implies that \( |x^{r,i} - l_i| \leq \varepsilon^{r,i} \). Then by the Assumption 3.3.1(ii) and (3.2.7), we have

\[
l_i \leq x^{r,i} \leq \varepsilon^{r,i} + l_i < 0.
\]

(3.4.30)

Thus, the equality (3.4.28) follows from (3.4.29), (3.4.30) and Lemma 3.4.5(i), and hence (3.4.22) holds.

**Case 2:** \( i \in J_4 \). In this case, we have \( d_\infty^i = \tau_i \) and \( \tau_i > 0 \). Let \( \tilde{\varepsilon} = \frac{\tau_i}{2} \). It then follows from (3.4.20) that there exists an \( \tilde{r} \), such that \( \frac{1}{2} \tau_i < \nabla_i f(x^{r,i}) < \frac{3}{2} \tau_i \) hold for all \( r \in \mathcal{X} \), \( r \geq \tilde{r} \). Then for sufficiently large \( r \), the inequalities

\[
\nabla_i f(x^{r,i}) + \tau_i > \frac{3}{2} \tau_i \geq \max\{1, L_g\|A_i\|^2\} \varepsilon^{i(r,i)} \geq \varepsilon^{i(r,i)}
\]

(3.4.31)

hold due to \( \varepsilon^r \to 0 \). We further obtain \( i \in \bigcup_{j=1}^3 J_j(x^{r,i}, \varepsilon^{r,i}) \) from Definition 3.2.1. Therefore, we have

\[
x^{r,i} \in [l_i, \varepsilon^{r,i}].
\]

(3.4.32)

It finally follows from (3.4.31), (3.4.32) and Lemma 3.4.5(iii) that \( x^{r,i} \in [l_i, 0] \). Then, (3.4.25) holds from (3.4.19).

Next, we will show that \( Ax^r \to Ax^* \), where \( x^* \) is an arbitrary optimal solution of problem (3.1.1). For this purpose, we recall Hoffman’s error bound [31].

**Lemma 3.4.7.** Let \( B \in \mathcal{R}^{k \times n} \), \( C \in \mathcal{R}^{k \times n} \) and \( e \in \mathcal{R}^k \), \( d \in \mathcal{R}^k \). Suppose that the linear system \( By = e, Cy \leq d \) is consistent. Then there exists a scalar \( \theta > 0 \) depending only on \( B \) and \( C \) such that, for any \( \bar{x} \in [l, u] \), \( l, u \in \mathcal{R}^n \), there is a point \( \bar{y} \in \mathcal{R}^n \) satisfying \( B\bar{y} = e, C\bar{y} \leq d \) and \( \|\bar{x} - \bar{y}\| \leq \theta (\|B\bar{x} - e\| + \|(C\bar{x} - d)^+\|) \), where \( (x_i)_+ := \max\{0, x_i\} \).

**Theorem 3.4.1.** Let \( x^* \) be an optimal solution of problem (3.1.1). Then we have

\[
\lim_{r \to \infty} Ax^r = Ax^*.
\]
Proof. In the first step, we show that $Ax^r \rightarrow Ax^*$ holds for $r \in \mathcal{X}$, where $\mathcal{X}$ is an infinite set given in (3.4.15). To this end, we consider the following linear system of $y$:

$$Ay = Ax^r, \quad y_i = x_i^r (i \in J_1^\infty \cup J_2^\infty \cup J_3^\infty), \quad y_i \leq 0 (i \in J_4^\infty), \quad \text{and } y_i \geq 0 (i \in J_5^\infty), \quad y \in [l, u].$$

It follows from (3.4.22)-(3.4.27) that $x^r$ is a solution of this system for sufficiently large $r$, that is, the system is consistent. For any fixed point $\bar{x}$ in $[l, u]$, by Lemma 3.4.7, there exists a solution $y^* \in [l, u]$ of the above system and a constant $\theta$, which is independent of $x^r$, such that

$$\|y^* - \bar{x}\| \leq \theta \left(\|A\bar{x} - Ax^r\| + \sum_{i \in J_1 \cup J_2 \cup J_3} |\bar{x}_i - x_i^r| + \sum_{i \in J_4} \max\{0, \bar{x}_i\} + \sum_{i \in J_5} \max\{0, -\bar{x}_i\}\right).$$

From the boundedness of $\{Ax^r\}$ and (3.4.22)-(3.4.24), we further have that the right-hand side of this inequality is bounded. It implies that $\{y^r\}_{i \in \mathcal{X}}$ is also bounded, and hence it has at least one accumulation point. We denote it by $y^\infty$. Furthermore, from (3.4.15) and Lemma 3.4.6, we have that $y^\infty$ satisfies the following system:

$$Ay^\infty = t^\infty, \quad y^\infty_i = l_i (i \in J_1), \quad y^\infty_i = u_i (i \in J_2), \quad y^\infty_i = 0 (i \in J_3),$$

$$l_i \leq y^\infty_i \leq 0 (i \in J_4), \quad 0 \leq y^\infty_i \leq u_i (i \in J_5), \quad l_i \leq y^\infty_i \leq u_i (i \in J_6).$$

It then follows from (3.4.17) that $\nabla f(y^\infty) = A^T \nabla g(Ay^\infty) + b = d^\infty$. Moreover, the relation $y^\infty = P_{\tau, l, u}(y^\infty)$ holds from the above system and Lemma 3.2.1. Thus, $y^\infty$ is an optimal solution of problem (3.1.1) by Lemma 3.2.1. From Lemma 3.2.4, we have $Ay^\infty = Ax^*, \ i.e., t^\infty = Ax^*$. In the second step, we show $\lim_{r \to \infty} Ax^r = Ax^*$. Since $\{Ax^r\}$ is bounded, it is sufficient to show that any accumulation point of $\{Ax^r\}$ is $Ax^*$. Let $\mathcal{X}$ be any subset of nonnegative integers such that $\{Ax^r\}$ is convergent, and let $\tilde{t}^\infty$ be a limit of $\{Ax^r\}_{i \in \mathcal{X}}$. Then we can show that $\tilde{t}^\infty = Ax^*$ holds for the set $\mathcal{X}$ as Lemmas 3.4.4-3.4.6. Moreover, the first step of the current proof, i.e., $\{Ax^r\}_{i \in \mathcal{X}} \to Ax^*$ holds. Thus, $\{Ax^r\} \to Ax^*$ holds for $r \to \infty$. 

Theorem 3.4.1 implies that there exists a scalar $\bar{r} > 0$, such that $Ax^r \in B(Ax^*)$ for any $r \geq \bar{r}$, where $B(Ax^*)$ is the closed ball defined before (3.2.1). Note that $g$ is strongly convex on $B(Ax^*)$.

In the third part of this section, we show the sufficient decreasing of $\{F(x^r)\}$ for sufficiently large $r$.

Lemma 3.4.8. Under Assumption 3.3.1, there exists a scalar $\eta > 0$ such that $F(x^r) - F(x^{r+1}) \geq \eta \|x^r - x^{r+1}\|^2$ holds for sufficiently large $r$. 

Proof. Note that $Ax^r, Ax^{r+1} \in B(Ax^*)$ holds for sufficiently large $r$. It then follows from Assumption 3.2.1 that $g$ is strongly convex in $B(Ax^*)$. Furthermore, we have

$$F(x^r) - F(x^{r+1}) = g(Ax^r) - g(Ax^{r+1}) - \langle A^T \nabla g(Ax^{r+1}), x^r - x^{r+1} \rangle$$
$$+ \langle \nabla f(x^{r+1}), x^r - x^{r+1} \rangle + \tau_i(r) |x_i^{r+1}| - \tau_i(r) |x_i^{r+1}|$$
$$\geq \frac{\mu_g}{2} \|A(x^r - x^{r+1})\|^2 + \langle \nabla_i f(x^{r+1}), x_i^{r+1} - x_i^{r+1} \rangle + \tau_i(r) \left( |x_i^{r+1}| - |x_i^{r+1}| \right)$$
$$= \frac{\mu_g}{2} \|A_i(r)\|^2 |x_i^{r+1}|^2 + h_i(r)(x^r, x^{r+1})$$
$$\geq \frac{\mu_g}{2} \min_j \|A_j\|^2 |x^r - x^{r+1}|^2 + h_i(r)(x^r, x^{r+1}),$$

where $h_i(r)$ is defined in (3.4.3), and $i(r)$ denotes the index chosen on the $r$-th step.

Next, we show the inequality

$$h_i(r)(x^r, x^{r+1}) \geq -\alpha_i \tilde{L}(x_i^r - x_i^{r+1})^2,$$  \hspace{1cm} (3.4.33)

where $\tilde{L} := \max_j \{1, L_g \|A_j\|^2 \}$, and $\alpha_r$ is given in Assumption 3.3.1(v). Note that $\tilde{L} \geq 1$.

We show it by considering 6 cases: $i(r) \in J_j^\infty, j = 1, 2, \ldots, 6$. First, we have from Lemma 3.4.6 that

$$h_i(r)(x^r, x^{r+1}) = 0, \forall i(r) \in \bigcup_{j=1}^3 J_j^\infty.$$  

Hence, (3.4.33) holds for $i(r) \in J_j^\infty, j = 1, 2, 3$. Then, we only need to consider the other three cases $i \in J_j^\infty, i \in J_i^\infty$ and $i \in J_i^\infty$. Here, for simplicity, we only show the case $i \in J_i^\infty$. The rest two cases can be obtained in a similar way.

If $i(r) \in J_i^\infty$, then it follows from Lemma 3.4.6 that for the sufficiently large $r$, $x_i^r, x_i^{r+1} \in [l_i(r), 0]$ holds. Then we have

$$h_i(r)(x^r, x^{r+1}) = \langle \nabla_i f(x^{r+1}) - \tau_i(r), x_i^r - x_i^{r+1} \rangle$$
$$\geq - \|\nabla_i f(x^{r+1}) - \tau_i(r)\| |x_i^r - x_i^{r+1}|.$$  \hspace{1cm} (3.4.34)

From the proof of (3.4.25) in Lemma 3.4.6, we have $i(r) \in \bigcup_{j=1}^3 J_j(x^{r+1}, \varepsilon^{r+1})$. Thus we show (3.4.33) by considering the following three distinct cases.

Case 1: $i(r) \in J_1(x^{r+1}, \varepsilon^{r+1})$. We have by Assumption 3.3.1(ii) that

$$\nabla_i f(x^{r+1}) - \tau_i(r) \geq -\varepsilon^{r+1} \text{ and } l_i(r) \leq x_i^{r+1} \leq l_i(r) + \varepsilon^{r+1}. \hspace{1cm} (3.4.35)$$

The first inequality means that $\nabla_i f(x^{r+1}) - \tau_i(r) \in [-\varepsilon^{r+1}, \infty) = [-\varepsilon^{r+1}, \tilde{L} \varepsilon^{r+1}] \cup (\tilde{L} \varepsilon^{r+1}, \infty)$. First suppose that $\nabla_i f(x^{r+1}) - \tau_i(r) \in [-\varepsilon^{r+1}, \tilde{L} \varepsilon^{r+1}]$. It then follows
from (3.4.34) and Assumption 3.3.1(iv) that $h_i(r)(x^r, x^{r+1}) \geq -\tilde{L}\varepsilon^{r+1}|x_i^r - x_i^{r+1}| \geq -\alpha_r \tilde{L}|x_i^r - x_i^{r+1}|^2$, which satisfies (3.4.33).

Next suppose that $\nabla_i(r)f(x^{r+1}) - \tau_i(r) \in (\tilde{L}\varepsilon^{r+1}, \infty)$. Then $x_i^{r+1} = l_i(r)$ holds from $l_i(r) \leq x_i^{r+1} \leq l_i(r) + \varepsilon^{r+1}$ and Lemma 3.4.5(i). Therefore, we get $h_i(r)(x^r, x^{r+1}) = (\nabla_i(r)f(x_i^{r+1}) - \tau_i(r), x_i^r - l_i(r)) \geq 0$, which implies (3.4.33) obviously.

Case 2: $i(r) \in J_2(x^{r+1}, \varepsilon^{r+1})$. In this case, we have $|\nabla_i(r)f(x^{r+1}) - \tau_i(r)| \leq \varepsilon^{r+1}$ and $l_i(r) \leq x_i^{r+1} \leq 0$. From Assumption 3.3.1(iv) and (3.4.34), we have $h_i(r)(x^r, x^{r+1}) \geq -\varepsilon^{r+1}|x_i^r - x_i^{r+1}| \geq -\alpha_r |x_i^r - x_i^{r+1}|^2$, which also implies (3.4.33).

Case 3: $i(r) \in J_3(x^{r+1}, \varepsilon^{r+1})$. We have $|\nabla_i(r)f(x^{r+1})| \leq \tau_i(r) + \varepsilon^{r+1}$ and $-\varepsilon^{r+1} \leq x_i^{r+1} \leq 0$, hence we have $\nabla_i(r)f(x^{r+1}) - \tau_i(r) \in [-2\tau_i(r) - \varepsilon^{r+1}, \varepsilon^{r+1}]$. If $\nabla_i(r)f(x^{r+1}) - \tau_i(r) \in [-\tilde{L}\varepsilon^{r+1}, \varepsilon^{r+1}]$, then (3.4.33) holds from Assumption 3.3.1(iv). If $\nabla_i(r)f(x^{r+1}) - \tau_i(r) \in [-2\tau_i(r) - \varepsilon^{r+1}, -\tilde{L}\varepsilon^{r+1}]$, then we have $x_i^{r+1} = 0$ from Lemma 3.4.5 and $x_i^{r+1} \in [-\varepsilon^{r+1}, 0]$. Hence, we have $h_i(r)(x^r, x^{r+1}) = (\nabla_i(r)f(x_i^{r+1}) - \tau_i(r)x_i^r) \geq 0 \geq -\alpha_r |x_i^r - x_i^{r+1}|^2$.

Consequently, the inequality (3.4.33) holds.

The sequence $\{\alpha_r\}$ satisfies $\alpha_r < \frac{\mu_2 \min_j \|A_j\|^2}{2 \max_j \{1, \tilde{L}_g |A_j|^2\}}$ for sufficiently large $r$ from the Assumption 3.3.1(v). Then the inequality of this theorem holds for sufficiently large $r$ with $\eta = \frac{\mu_2}{2} \min_j \|A_j\|^2 - \alpha_r \max_j \{1, \tilde{L}_g |A_j|^2\} > 0$. \hfill $\blacksquare$

In the last part of this section, before showing the global and linear convergence of $\{x^r\}$, we first recall a kind of the Lipschitz error bound in [66, 67, 44].

Lemma 3.4.9. There exists a scalar constant $\kappa > 0$ such that

$$\|Ax^r - Ax^*\| \leq \kappa\|x^r - P_{r,l,u}(x^r)\|$$

(3.4.36) holds for any $Ax^r \in B(Ax^*)$.

**Proof.** Since $g$ is strongly convex on $B(Ax^*)$ and $\nabla g$ is Lipschitz continuous, there exists a constant $\tilde{\kappa} > 0$ such that $\|x^r - x^*(r)\| \leq \tilde{\kappa}\|x^r - P_{r,l,u}(x^r)\|$, where $x^*(r)$ is a nearest solution from $x^r$ [44, Lemma 4.4]. It then follows from Lemma 3.2.4 and $\|Ax^r - Ax^*\| \leq \|A\||x^r - x^*\|$ that (3.4.36) holds with $\kappa := \|A\|\tilde{\kappa}$. \hfill $\blacksquare$

The following result is a direct extension of [43, Lemma 4.5(a)] to problem (3.1.1).

Lemma 3.4.10. **Under Assumption 3.3.1, there exists a constant $\omega > 0$ such that the inequality** $\|Ax^r - Ax^*\| \leq \omega \sum_{h=r}^{r+B-1} \|x^h - x^{h+1}\|$ **holds for sufficiently large $r$.**
Proof. To show this lemma, by Lemmas 3.4.9, it is sufficient to show that there exists a constant \( \hat{\omega} > 0 \) such that \( \| x^r - P_{\tau,l,u}(x^r) \| \leq \hat{\omega} \sum_{h=r}^{r+B-1} \| x^h - x^{h+1} \| \). Since \( \| x^r - P_{\tau,l,u}(x^r) \| \leq \sqrt{n} \max_i |x^r_i - P_{\tau,l,u}(x^r)_i| \), we only need to show that there exists a constant \( \hat{\omega} > 0 \) such that
\[
| x^r_i - P_{\tau,l,u}(x^r)_i | \leq \hat{\omega} \sum_{h=r}^{r+B-1} \| x^h - x^{h+1} \|
\]
holds for each \( i \in \{1, 2, \ldots, n\} \).

Note that \( Ax^r \in B(Ax^r) \) for sufficiently large \( r \). For any fixed index \( i \in \{1, 2, \ldots, n\} \), let \( \psi(r, i) \) be the smallest integer \( N (N \geq r) \) such that \( x^r_i \) is updated on the \( N \)-th step. Then, we have
\[
| x^r_i - P_{\tau,l,u}(x^r)_i | = \left| \sum_{h=r}^{\psi(r,i)-1} \left[ (x^h_i - P_{\tau,l,u}(x^h)_i) - (x^{h+1}_i - P_{\tau,l,u}(x^{h+1})_i) \right] + (x_i^{\psi(r,i)} - P_{\tau,l,u}(x^{\psi(r,i)})_i) \right| 
\leq \sum_{h=r}^{\psi(r,i)-1} \left| [(x^h_i - P_{\tau,l,u}(x^h)_i) - (x^{h+1}_i - P_{\tau,l,u}(x^{h+1})_i)] + x_i^{\psi(r,i)} - P_{\tau,l,u}(x^{\psi(r,i)})_i \right| ,
\]
where the inequality follows from the triangle inequality.

It then follows from the the nonexpansive property (3.2.5) of the projection \( P_{\tau,l,u}(x) \), Assumption 3.3.1(iv) and Theorem 3.2.2 that
\[
| x^r_i - P_{\tau,l,u}(x^r)_i | \leq \sum_{h=r}^{\psi(r,i)-1} \left( 2 | x^h_i - x^{h+1}_i | + | \nabla_i f(x^h) - \nabla_i f(x^{h+1}) | + \alpha_r | x_i^{\psi(r,i)} - x_i^{\psi(r,i)-1} | .
\]
Since \( r + 1 \leq \psi(r, i) \leq r + B \) holds by the almost cycle rule, we obtain
\[
| x^r_i - P_{\tau,l,u}(x^r)_i | \leq \sum_{h=r}^{r+B-1} \left( 2 | x^h_i - x^{h+1}_i | + | \nabla_i f(x^h) - \nabla_i f(x^{h+1}) | + \alpha_r | x_i^{\psi(r,i)} - x_i^{\psi(r,i)-1} | .
\]
It then follows from the Lipschitz continuity of \( \nabla g \) and Assumption 3.3.1 that
\[
| x^r_i - P_{\tau,l,u}(x^r)_i | \leq (2 + \| A \|^2 L_g) \sum_{h=r}^{r+B-1} \| x^h - x^{h+1} \| + \alpha_r \| x_i^{\psi(r,i)} - x_i^{\psi(r,i)-1} \|
\leq \left( 2 + \| A \|^2 L_g + \frac{\mu_g \min_j |A_j|^2}{2 \max_j \{1, L_g |A_j|^2\}} \right) \sum_{h=r}^{r+B-1} \| x^h - x^{h+1} \| ,
\]
where the first inequality follows from \( \| x^h - x^{h+1} \| \geq | x^h_i - x^{h+1}_i | \).

Let \( \hat{\omega} = 2 + \| A \|^2 L_g + \frac{\mu_g \min_j |A_j|^2}{2 \max_j \{1, L_g |A_j|^2\}} \). Then it is easy to see that \( \hat{\omega} > 0 \). Thus the inequality of this lemma holds with \( \omega = \kappa \sqrt{n} \hat{\omega} \), where \( \kappa \) is given in Lemma 3.4.9.

Now we are ready to show the linear convergence of \( \{ F(x^r) \} \) and \( \{ x^r \} \).
Chapter 3: An ICD method for \( l_1 \)-regularized convex problem

**Theorem 3.4.2.** Suppose that \( \{x^r\} \) is generated by the ICD method with the almost cycle rule. Let \( F^* \) denote the optimal value of problem (3.1.1). Then \( \{F(x^r)\} \) converges to \( F^* \) at least \( B \)-step \( Q \)-linearly.

**Proof.** In the first step, we show the global convergence of the sequence \( \{F(x^r)\} \). Let \( x^* \) be an optimal solution of problem (3.1.1). Then we have \( F^* = F(x^*) \). It follows from the mean value theorem that there exists \( \xi \in \mathbb{R}^n \), which is on the line segment that joins \( x^r \) with \( x^* \), such that \( g(Ax^r) - g(Ax^*) = \langle A^T \nabla g(A\xi), x^r - x^* \rangle \).

Since \( Ax^r \rightarrow Ax^* \) and \( \nabla f(x^r) \rightarrow d^\infty \) hold, we have

\[
    d^\infty = \lim_{x \rightarrow \infty} \nabla f(x^r) = \lim_{x \rightarrow \infty} A^T \nabla g(Ax^r) + b = A^T \nabla g(Ax^*) + b = \nabla f(x^*). \tag{3.4.37}
\]

Thus, we have

\[
    F(x^r) - F^* = \langle A^T \nabla g(A\xi) - A^T \nabla g(Ax^*), x^r - x^* \rangle + \langle A^T \nabla g(Ax^*) + b, x^r - x^* \rangle + \sum_{i=1}^{n} \tau_i(|x^r_i| - |x^*_i|) \\
    \leq L_g \|A\xi - Ax^*\| \|x^r - x^*\| + \langle A^T \nabla g(Ax^*) + b, x^r - x^* \rangle + \sum_{i=1}^{n} \tau_i(|x^r_i| - |x^*_i|) \\
    \leq L_g \|A(x^r - x^*)\|^2 + \|d^\infty, x^r - x^*\| + \sum_{i=1}^{n} \tau_i(|x^r_i| - |x^*_i|) \\
    = L_g \|A(x^r - x^*)\|^2 + \sum_{i=1}^{n} [d^\infty_i (x^r_i - x^*_i) + \tau_i(|x^r_i| - |x^*_i|)], \tag{3.4.38}
\]

where the first inequality follows from the Lipschitz continuity of \( \nabla g \), and the second inequality follows from (3.4.37).

With the special structure of problem (3.1.1), we can show that for sufficiently large \( r \),

\[
    d^\infty_i (x^r_i - x^*_i) + \tau_i(|x^r_i| - |x^*_i|) = 0, \quad \forall i \in \{1, 2, \ldots, n\}. \tag{3.4.39}
\]

We prove this by considering the distinct cases about the index sets \( J_j^\infty \), \( j = \{1, 2, \ldots, 6\} \) since \( \{1, 2, \ldots, n\} = \bigcup_{j=1}^{6} J_j^\infty \). For simplicity, we only prove the cases \( i \in J_1^\infty \) and \( i \in J_1^\infty \). The other cases can be shown in a similar way. If \( i \in J_1^\infty \), i.e., \( d^\infty_i > \tau_i \), then it follows from Lemma 3.4.6 that \( x^r_i = l_i \) for sufficiently large \( r \). On the other hand, we have \( \nabla_i f(x^*) > \tau_i \) by (3.4.37). It then follows from Lemma 3.2.1 that \( x^*_i = l_i \). These two relations imply that (3.4.39) holds. If \( i \in J_4 \), i.e., \( d^\infty_i = \tau_i \), it then follows from Lemma 3.4.6 that for sufficiently large \( r \), \( l_i \leq x^r_i \leq 0 \). On the other hand, we have \( \tau_i = \nabla_i f(x^*) \) by (3.4.37). It further implies that \( l_i \leq x^* \leq 0 \) from Lemma 3.2.1. Combining these three relations, we have that (3.4.39) holds.
Consequently, we have $0 \leq F(x^r) - F^* \leq L_g \|A(x^r - x^*)\|^2$ by (3.4.38) and (3.4.39). It implies $F(x^r) \to F^*$, since $Ax^r \to Ax^*$ holds, that is, $\{F(x^r)\}$ is globally convergent.

In the second step, we show the $B$-step $Q$-linear convergence rate of $\{F(x^r)\}$. To this end, we need to ensure that there exists a constant $c \in (0, 1)$ such that

$$F(x^r) - F^* \leq c(F(x^r) - F^*). \quad (3.4.40)$$

From (3.4.38), (3.4.39) and Lemma 3.4.10, we have

$$F(x^r) - F^* \leq L_g \omega^2 \left( \sum_{h=r}^{r+B-1} \|x^h - x^{h+1}\|^2 \right).$$

Letting $k = h - r + 1$, we further have that

$$F(x^r) - F^* \leq L_g \omega^2 B \sum_{k=1}^{B} (\|x^{k+r-1} - x^{k+r}\|^2).$$

It then follows from Lemma 3.4.8 that

$$F(x^r) - F^* \leq \frac{L_g \omega^2 B}{\eta} \sum_{k=1}^{B} (F(x^{k+r-1}) - F(x^{k+r})).$$

By rearranging the items of the above inequality, we have

$$F(x^{r+B}) - F^* \leq c(F(x^r) - F^*), \quad (3.4.41)$$

where $c = 1 - \frac{\eta}{L_g \omega^2 B}$. Since $\frac{\eta}{L_g \omega^2 B} > 0$ and $c < 1$, it means that $\{F(x^r)\}$ converges to $F^*$ at least $B$-step $Q$-linearly.

Theorem 3.4.3. Suppose that $\{x^r\}$ is generated by the ICD method with the almost cycle rule. Then $\{x^r\}$ converges to an optimal solution of problem (3.1.1) at least $R$-linearly.

Proof. First we show that $\{x^r\}$ is convergent. Let $F^*$ be the optimal value of problem (3.1.1). Since $F(x^r) \to F^*$ at least $Q$-linearly by Theorem 3.4.2, we have that $F(x^r)$ converges to $F^*$ at least $R$-linearly, that is, there exist constants $K > 0$ and $\hat{c} \in (0, 1)$ such that

$$F(x^r) - F^* \leq \hat{c} F(x^r) \leq \hat{c} K.$$
From Lemma 3.4.8, we have for sufficiently large $r$,

$$
0 \leq \|x^r - x^{r+1}\|^2 \leq \frac{1}{\eta} (F(x^r) - F^*) + \frac{1}{\eta} (F^* - F(x^{r+1})) \leq \frac{1}{\eta} (F(x^r) - F^*),
$$

(3.4.43)

where the last inequality holds since $F^* - F(x^{r+1}) \leq 0$.

By combining (3.4.42) with (3.4.43), we have that $\|x^r - x^{r+1}\|^2 \leq \frac{K}{\eta} \bar{c}^r$, that is, $x^r \rightarrow x^{r+1}$ \leq \sqrt{\frac{K}{\eta} \bar{c}^r}. Let $\bar{c} := \bar{c}^1$. Then, we have $\bar{c} \in (0, 1)$. Moreover, we obtain, for any positive integer $m, n$ and $m > n$,

$$
\|x^m - x^n\| \leq \sum_{k=0}^{m-n-1} \|x^{m-k} - x^{m-k-1}\| \leq \sqrt{\frac{K}{\eta}} \sum_{k=0}^{m-n-1} \sqrt{c^m - c^{m-k-1}} = \sqrt{\frac{K}{\eta} \bar{c}^m} \leq \sqrt{\frac{K}{\eta} \bar{c}^n},
$$

which implies that $\{x^r\}$ is a Cauchy sequence due to $0 < \bar{c} < 1$. Therefore, $\{x^r\}$ is convergent.

In the rest, we show that $\{x^r\}$ converges to an optimal solution at least $R$-linearly. Let $x^\infty$ denote the limit point of $\{x^r\}$. Since $\|x^m - x^n\| \leq \sqrt{\frac{K}{\eta}} \frac{c^m - c^n}{1 - \bar{c}}$, we have

$$
\|x^\infty - x^n\| = \lim_{m \to \infty} \|x^m - x^n\| \leq \lim_{m \to \infty} \sqrt{\frac{K}{\eta} \frac{c^m - c^n}{1 - \bar{c}}} = \sqrt{\frac{K}{\eta} \frac{c^n}{1 - \bar{c}}},
$$

which implies that $\{x^r\}$ converges to $x^\infty$ at least $R$-linearly since $0 < \bar{c} < 1$ holds.

Finally, we complete the proof by showing that the $x^\infty$ is an optimal solution. With the continuity of $F$, we have $\lim_{r \to \infty} F(x^r) = F(x^\infty)$. It then follows from $F(x^r) \to F^*$ in Theorem 3.4.2 that $F(x^\infty) = F^*$, that is, $x^\infty$ is also an optimal solution of problem (3.1.1).

3.5 Numerical experiments

In this section, we present some numerical experiments of the ICD method (the proposed method) for the following unconstrained $l_1$-regularized logistic regression problem.

$$
\text{minimize}_{w \in \mathcal{R}^{n-1}, v \in \mathcal{R}} F(x) := \frac{1}{m} \sum_{j=1}^{m} \log(1 + \exp(-(w^T q^j + v p^j))) + \mu \|w\|_1,
$$

(3.5.1)

where $x = (w, v) \in \mathcal{R}^n$ and $q^j = p^j z^j$. Moreover, $(z^j, p^j) \in \mathcal{R}^{n-1} \times \{-1, 1\}$, $j = 1, 2, \ldots, m$ are a set of training examples. For simplicity, we let $f(x) = \frac{1}{m} \sum_{j=1}^{m} \log(1 + \exp(-(w^T q^j + v p^j)))$ and $\tau = (\mu, \ldots, \mu, 0)^T \in \mathcal{R}^n$. Note that the computational costs of evaluating $f(x)$, $\nabla_i f(x)$ and $\nabla_i^2 f(x)$ are $O(m)$ if we update only one variable $x_i$ on each step and store $\beta = B x$, where $B = [Q, p]$ with $Q^T = [q^1, \ldots, q^m]$ and $p = (p^1, \ldots, p^m)^T \in \mathcal{R}^m$. This is because $f(x) = \frac{1}{m} \sum_{j=1}^{m} \log(1 + \exp(-\beta_j))$ and $\beta_{\text{new}} = \beta_{\text{old}} + (x_{\text{new}} - x_{\text{old}}) B_i$.

We report some numerical results on randomly generated problems for various inexact criteria satisfying Assumption 3.3.1. We also show the comparison with the CGD method [69].
3.5 Numerical experiments

3.5.1 Implementations

We exploit the following gradient method with line search to solve the one dimensional subproblem (3.3.1) in the ICD method.

**Algorithm 3-1:**

**Step 0:** Let $i := i(r)$ and $G_i := \nabla_i f(x^r)$. If mid\{$G_i + \tau_i, G_i - \tau_i, x^r_i$\} = 0, then set $x^{r+1}_i = x^r_i$ and return. Otherwise let $k = 0, G^0_i = G_i$, and $y^0 = x^r$. Go to step 1.

**Step 1:** Choose a scaling factor $s_i^{k} > 0$. Calculate a search direction $d^k$ as follows.

$$d^k = \text{argmin}_{d \in \mathbb{R}} \left\{ G^*_i d + \tau |y^*_i + d| + \frac{s^k_i}{2} d^2 \right\}.$$  

**Step 2:** Determine a stepsize $\alpha^k$ by the Armijo rule in [69] with $\gamma = 0$.

**Step 3:** Set $y^{k+1}_i = y^*_i + \alpha^k d^k, y^{k+1}_j = x^r_j$ for all $j \neq i$, and $G^{k+1}_i = \nabla_i f(y^{k+1})$. If the inexact criterion is satisfied, then set $x^{r+1}_i = y^{k+1}_i$ and return. Otherwise let $k = k + 1$. Go to Step 1.

The difference between the ICD method and the CGD method [69] lies in Step 3 of Algorithm 3-1. The CGD method does not check the inexact criterion in Step 3 and always returns to the main algorithm with $k = 0$. On the other hand, the ICD method returns to the main algorithm only when the inexact criterion holds. Note that if the criteria are weak, then the ICD method may be regarded as the CGD method.

In the numerical experiments, we choose the scaling factor $s^k_i$ in Step 1 according to the following three options.

(i) $s^k_{ii} = \nabla_{ii}^2 f(y^k)$;

(ii) $s^k_{ii} = 1$;

(iii) $s^0_{ii} = 1$ and $s^k_{ii} = \frac{G^k_i - G^{k-1}_i}{y^k_i - y^{k-1}_i}$ for $k \geq 1$.

The choice (i) corresponds to the Newton method, while choice (ii) conforms to the steepest descent method. The option (iii) is motivated by the quasi-Newton method.

Additionally, we exploit the under/over-relaxation technique in the numerical experiments. Note that $P_{r,l,u}(x) = T_r(x - \nabla f(x))$ when $l = -\infty$ and $u = +\infty$. Let $x^{r+1}_i$ be an $\varepsilon^{r+1}$-approximate solution of subproblem (3.3.1), i.e., $|x^{r+1}_i - T_r(x^{r+1}_i - \nabla f(x^{r+1}))_i| \leq \varepsilon^{r+1}$, and $\bar{x}^{r+1}$ be an under/over-relaxation estimator to $x^{r+1}$ with parameter $\omega$ such that

$$\bar{x}^{r+1}_i = \omega x^{r+1}_i + (1 - \omega)x^r_i,$$
$$\bar{x}^{r+1}_j = x^{r+1}_j, \forall j \neq i.$$

(3.5.2)
If the gradient of the function $f$ in (3.5.1) is Lipschitz continuous with Lipschitz constant $L_f$, we have

$$|\bar{x}_{i+1}^r - T_r(\bar{x}^{r+1} - \nabla f(\bar{x}^{r+1}))|_i \leq |x_{i+1}^r - T_r(x^{r+1} - \nabla f(x^{r+1}))|_i + (2 + L_f)(\omega - 1)(x_{i+1}^r - x_i^r)$$

$$\leq \varepsilon_{i+1}^r + (2 + L_f)|\omega - 1||x_{i+1}^r - x_i^r|$$

$$\leq (a_r + (2 + L_f)|\omega - 1||x_{i+1}^r - x_i^r|,$$

where the last inequality follows from Assumption (3.3.1). Let $\bar{a}_r = a_r + (2 + L_f)|\omega - 1|$. If $\delta_r > \bar{a}_r|x_{i+1}^r - x_i^r|$, then $\bar{x}_{i+1}^r$ is an $\varepsilon_{i+1}^r$-approximate solution, where $\varepsilon_{i+1}^r = \min\{\delta_r, \bar{a}_r|x_{i+1}^r - x_i^r|\}$. This condition usually holds when $\delta_r$ slowly converges to 0, e.g., $\delta_r = O(1/t)$.

### 3.5.2 Test problems

We generate the training examples randomly as in [35]. In our implementation, we have generated 8 random problems. Four of them have the scale of $n = 1001, m = 100$, and the others are $n = 101, m = 1000$. All training examples have an equal number of positive ($p^j = 1$) and negative ($p^j = -1$) training examples. Each feature $q^j$ of positive (negative) examples $q^j$ obeys independent and identical distribution. In our implementation, we adopt the normal distribution $\mathcal{N}(\nu, 1)$, where the mean $\nu$ is drawn from a uniform distribution on $[0, 1]$ for positive examples ($[-1, 0]$ for negative examples).

We choose the regularized parameter $\mu$ based on $\mu_{\max} = \frac{1}{m} \left\| \frac{m_-}{m} \mu_{g^{p^j=1}q^j} + \frac{m_+}{m} \mu_{g^{p^j=-1}q^j} \right\|_\infty$, where $m_-$ denotes the number of negative examples, and $m_+$ denotes the number of positive examples. It is shown in [35] that the vector $x = 0 \in \mathbb{R}^n$ is the optimal solution of problem (3.5.1) if $\mu \geq \mu_{\max}$. In our implementation, we let $\mu = 0.1\mu_{\max}$ or $\mu = 0.01\mu_{\max}$.

### 3.5.3 Numerical results

In this subsection, we give some numerical examples to illustrate the performances of the ICD method. The algorithm is implemented in MATLAB (Version 7.10.0), and run on an Intel(R) Core(TM)2 Duo CPU E6850 @3.00GHz. We terminate the algorithms when

$$\|x^r - T_r(x^r - \nabla f(x^r))\|_\infty \leq 10^{-3}.$$ (3.5.3)

To save the CPU time, we check the termination condition in every 100 iterations. Throughout the experiments, we choose all initial points $x^0 = 0$, and adopt the simple cycle rule to choose $i$ for the ICD method and the CGD method.
Investigation of the inexact criteria

To see the performances of the ICD method on various inexact criteria, we solve two random problems with

\[ \varepsilon^r = \min\{ \frac{10}{r|z_i^r|}, a^{|\tilde{z}_i|}|x_i^{r+1} - x_i^r| \}, \quad (3.5.4) \]

where \( a \) varies from 0.1 to 0.8. Here, we use \( \lfloor \frac{r}{n} \rfloor \) to reduce its sensitivity to \( r \). In these experiments, we choose \( s_{ii}^k = \nabla^2_{ii} f(y^k) \) in Step 2 of Algorithm 3-1. We also use the same \( s_{ii}^k \) for the CGD method.

Table 3.1: Performances of the ICD method with various \( a \) in (3.5.4) and the CGD method.

<table>
<thead>
<tr>
<th>Problem 1</th>
<th>ICD ((a = 0.1))</th>
<th>ICD ((a = 0.3))</th>
<th>ICD ((a = 0.5))</th>
<th>ICD ((a = 0.8))</th>
<th>CGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 1001, m = 100, ( \mu = 0.01 \mu_{\text{max}} )</td>
<td>iteration</td>
<td>9200</td>
<td>9200</td>
<td>9200</td>
<td>9200</td>
</tr>
<tr>
<td></td>
<td>( \sharp ) of ( g )</td>
<td>10334</td>
<td>9974</td>
<td>9856</td>
<td>9856</td>
</tr>
<tr>
<td></td>
<td>( \sharp ) of ( f )</td>
<td>2002</td>
<td>1485</td>
<td>1316</td>
<td>1316</td>
</tr>
<tr>
<td></td>
<td>CPU time (s)</td>
<td>1.3125</td>
<td>1.1875</td>
<td>1.0469</td>
<td>1.0468</td>
</tr>
<tr>
<td>Problem 2</td>
<td>n = 101, m = 1000, ( \mu = 0.1 \mu_{\text{max}} )</td>
<td>iteration</td>
<td>3300</td>
<td>3300</td>
<td>3300</td>
</tr>
<tr>
<td></td>
<td>( \sharp ) of ( g )</td>
<td>9904</td>
<td>9299</td>
<td>8634</td>
<td>6014</td>
</tr>
<tr>
<td></td>
<td>( \sharp ) of ( f )</td>
<td>14262</td>
<td>13493</td>
<td>12235</td>
<td>5432</td>
</tr>
<tr>
<td></td>
<td>CPU time (s)</td>
<td>3.9218</td>
<td>3.5781</td>
<td>3.3593</td>
<td>1.9062</td>
</tr>
</tbody>
</table>

Table 3.1 presents the total number of evaluating \( G_i^k \) and \( f \), the iteration \( r \), and the CPU time (in seconds) for these two problems. From Table 3.1, we find that the ICD method performs better when \( a \) approaches to 1, yet it is worse than the CGD method. The results indicate that the solution of the subproblem (3.3.1) with high accuracy does not always improve the convergence. Note that the number of the gradient evaluations for the ICD method is larger than that for the CGD method. This is because the ICD method evaluates both \( G_0^{i} = \nabla_i f(y^0) \) and \( G_1^{i} = \nabla_i f(y^1) \) even if the Algorithm 3-1 is terminated at Step 3 with \( k = 0 \). However, the CGD method only evaluates \( G_0^{i} \) at each iteration.

Comparison of the ICD method and the CGD method

We first show some numerical results for the ICD method and the CGD method with the Hessian information, that is, \( s_{ii}^k = \nabla_{ii}^2 f(y^k) \). The ICD method is implemented with under the relaxation technique \((\omega = 0.5 \sim 1.0 \text{ in } (3.5.2))\) and \( \varepsilon^r = \max\{10^{-4}, \min\{10/r|\tilde{z}_i|, 0.8|\tilde{z}_i|/x_i^{r+1} \} \).
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$x_i^*$. Table 3.2 reports the numerical results for four instances. From Table 3.2, we see that the performances on the ICD method with $\omega = 1.0$ and the CGD method are roughly same since both of them exploit the Hessian information. The ICD method with appropriate relaxation factor ($\omega < 1.0$) is faster than the CGD method for some problems. The performances of the ICD method with over relaxation, i.e., $\omega > 1$, is worse for these four instances and hence we omit them.

Next we consider the case where the Hessian $\nabla^2 f(y^k)$ is not available. Then we may choose $s_{ii}^k$ as in the steepest descent method ($s_{ii}^k = 1$) or in the quasi-Newton method. Note that the CGD method can not adopt the quasi-Newton method since it returns with $k = 0$ in Algorithm 3-1. Table 3.3 reports the performances of the ICD method combined with the quasi-Newton method and the CGD method with $s_{ii}^k = 1$. We also give results for the CGD method with $s_{ii}^k = \nabla^2 f(y^k)$ for the better understanding.

From Table 3.3, we find that the ICD method combined with the quasi-Newton method performs similarly as the CGD method with $s_{ii}^k = \nabla^2 f(y^k)$, but much better than the CGD method with $s_{ii}^k = 1$. Hence, if the Hessian computation for the function $f$ is expensive, then the ICD method combined with the quasi-Newton method is an efficient alternative approach.

3.6 Conclusion

In this chapter, we have presented a framework of the ICD method for solving $l_1$-regularized convex optimization (3.1.1). We also have established the $R$-linear convergence rate of this method with the almost cycle rule. The key to the ICD method lies in Assumption 3.3.1 for the “inexact solutions”. At each iteration, we only need to find an approximate solution, which raises the possibility to solve general $l_1$-regularized convex problems.

If we set $\varepsilon = 0$ in Assumption 3.3.1, then the ICD method reduces to the classical CD method. It then follows from Theorem 4.5.2 that the classical CD method has $R$-linear convergence rate for the $l_1$-regularized optimization problem (3.1.1) as well.
Table 3.2: Comparison of the ICD method and the CGD method for $s_{ii}^k = \nabla_{ii}^2 f(y^k)$.

<table>
<thead>
<tr>
<th></th>
<th>ICD ($\omega = 0.5$)</th>
<th>ICD ($\omega = 0.6$)</th>
<th>ICD ($\omega = 0.7$)</th>
<th>ICD ($\omega = 0.8$)</th>
<th>ICD ($\omega = 1.0$)</th>
<th>CGD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Problem 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iteration</td>
<td>13200</td>
<td>12200</td>
<td>9200</td>
<td>11200</td>
<td>13200</td>
<td>13200</td>
</tr>
<tr>
<td>$\sharp$ of $g$</td>
<td>15299</td>
<td>13945</td>
<td>10377</td>
<td>12620</td>
<td>14247</td>
<td>13199</td>
</tr>
<tr>
<td>$\sharp$ of $f$</td>
<td>4064</td>
<td>3494</td>
<td>2358</td>
<td>2844</td>
<td>2098</td>
<td>2098</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td>1.8281</td>
<td>1.6406</td>
<td>1.2187</td>
<td>1.5468</td>
<td>1.5000</td>
<td>1.4375</td>
</tr>
<tr>
<td><strong>Problem 4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iteration</td>
<td>28400</td>
<td>28400</td>
<td>31000</td>
<td>31000</td>
<td>34100</td>
<td>34100</td>
</tr>
<tr>
<td>$\sharp$ of $g$</td>
<td>32504</td>
<td>32174</td>
<td>34507</td>
<td>34115</td>
<td>36086</td>
<td>34099</td>
</tr>
<tr>
<td>$\sharp$ of $f$</td>
<td>8212</td>
<td>7552</td>
<td>7018</td>
<td>6234</td>
<td>3976</td>
<td>3976</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td>3.6093</td>
<td>3.5156</td>
<td>3.7968</td>
<td>3.562</td>
<td>3.7031</td>
<td>3.6406</td>
</tr>
<tr>
<td><strong>Problem 5</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iteration</td>
<td>400</td>
<td>500</td>
<td>500</td>
<td>600</td>
<td>700</td>
<td>700</td>
</tr>
<tr>
<td>$\sharp$ of $g$</td>
<td>747</td>
<td>915</td>
<td>899</td>
<td>1070</td>
<td>1204</td>
<td>699</td>
</tr>
<tr>
<td>$\sharp$ of $f$</td>
<td>698</td>
<td>834</td>
<td>802</td>
<td>944</td>
<td>1012</td>
<td>1012</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td>0.2656</td>
<td>0.2968</td>
<td>0.3906</td>
<td>0.3437</td>
<td>0.5156</td>
<td>0.3750</td>
</tr>
<tr>
<td><strong>Problem 6</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iteration</td>
<td>1700</td>
<td>1900</td>
<td>1900</td>
<td>2600</td>
<td>2700</td>
<td>2700</td>
</tr>
<tr>
<td>$\sharp$ of $g$</td>
<td>3191</td>
<td>3570</td>
<td>3554</td>
<td>4896</td>
<td>4882</td>
<td>2699</td>
</tr>
<tr>
<td>$\sharp$ of $f$</td>
<td>2986</td>
<td>3344</td>
<td>3312</td>
<td>4596</td>
<td>4368</td>
<td>4368</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td>1.1093</td>
<td>1.2812</td>
<td>1.2656</td>
<td>1.6718</td>
<td>1.6250</td>
<td>1.4687</td>
</tr>
</tbody>
</table>
Table 3.3: Performances of the ICD method and the CGD method when $\nabla_{ii}^2 f(y^k)$ is not available.

<table>
<thead>
<tr>
<th>Problem</th>
<th>ICD (quasi-Newton)</th>
<th>CGD ($s^k_{ii} = 1$)</th>
<th>CGD ($s^k_{ii} = \nabla_{ii}^2 f(y^k)$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n = 1001, m = 100, \mu = 0.1\mu_{max}$</td>
<td>$n = 1001, m = 100, \mu = 0.1\mu_{max}$</td>
<td>$n = 1001, m = 100, \mu = 0.1\mu_{max}$</td>
</tr>
<tr>
<td>iteration</td>
<td>33100</td>
<td>95000</td>
<td>34100</td>
</tr>
<tr>
<td>$\sharp$ of $g$</td>
<td>37909</td>
<td>94999</td>
<td>34099</td>
</tr>
<tr>
<td>$\sharp$ of $f$</td>
<td>8922</td>
<td>17384</td>
<td>3976</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td>3.9843</td>
<td>9.9218</td>
<td>3.5937</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem</th>
<th>iteration</th>
<th>$\sharp$ of $g$</th>
<th>$\sharp$ of $f$</th>
<th>CPU time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem 7</td>
<td>700</td>
<td>4400</td>
<td>700</td>
<td>0.6406</td>
</tr>
<tr>
<td>Problem 8</td>
<td>1815</td>
<td>4399</td>
<td>699</td>
<td>2.1875</td>
</tr>
<tr>
<td></td>
<td>1730</td>
<td>8800</td>
<td>1012</td>
<td>0.3437</td>
</tr>
</tbody>
</table>
Chapter 4

Block coordinate proximal gradient methods with variable Bregman functions for nonsmooth separable optimization problem

4.1 Introduction

In this chapter, we consider the following nonsmooth nonconvex optimization problem.

\[
\min_{x} F(x) := f(x) + \tau \psi(x),
\]

(4.1.1)

where \( \psi : \mathbb{R}^n \to (-\infty, \infty] \) is a proper, convex, and l.s.c. function with a block separable structure, \( f : \mathbb{R}^n \to \mathbb{R} \) is smooth on an open subset of \( \mathbb{R}^n \) containing \( \text{dom} \psi = \{ x \in \mathbb{R}^n \mid \psi(x) < \infty \} \), and \( \tau \) is a positive constant.

Throughout this chapter, we do not assume that the function \( f \) is convex, and hence, we are only concerned about obtaining the stationary points of problem (4.1.1).

As described in Subsection 1.2.3, the applications [29, 35, 55, 77] of problem (4.1.1) are mostly built on large scales. In general, the number of the variables is of order \( 10^4 \) or even higher. Hence, the classical second order methods can not be applied efficiently. Recently, “block” type first order methods have been investigated extensively for solving these large-scale problems. Tseng [67] proposed a block coordinate descent (BCD) method to solve a nondifferentiable nonconvex optimization problem with certain separability of the objective function. He proved that the BCD method has a global convergence property under appropriate assumptions. However, the convergence rate of the BCD method remains unknown. Tseng and Yun [69] proposed a block coordinate gradient descent (BCGD) method for problem (4.1.1), which may be viewed as a hybrid of the BCD and gradient methods.
In [69], the global convergence and the $R$-linear convergence rate of the BCGD method are established. Another related method, called the accelerated block coordinate relaxation (ABCR) method, has been proposed by Wright [71]. One of his significant contributions is that he adopted the reduced Newton step to achieve rapid convergence.

In this chapter, we propose a class of block coordinate proximal gradient (BCPG) methods for solving the nonsmooth nonconvex problem (4.1.1). As presented in Subsection 1.3.1, the search direction of the BCPG method at the $r$-th step is generated by

$$d_{\eta^r}(x^r; J^r) = \arg\min_{d \in \mathbb{R}^n} \{\langle \nabla f(x^r), d \rangle + B_{\eta^r}(x^r + d, x^r) + \tau \psi(x^r + d) | d_{J^r} = 0 \},$$

(4.1.2)

where $J^r \subseteq \mathcal{N}$ is the index set selected at the $r$-th step, $B_{\eta^r}(\cdot, \cdot) : X \times \text{int}X \to \mathcal{R}$ is the Bregman function, defined by (1.3.5) in Chapter 1.3.1, and function $\eta^r : X \to \mathcal{R}$, called the “kernel of $B_{\eta^r}$”, is assumed to be convex and continuously differentiable on $\text{int}X$ and $X \subseteq \text{dom} F$ is a closed convex set. For simplicity, we use the notation $d^r$ instead of $d_{\eta^r}(x^r; J^r)$ in this chapter when it is clear from the context.

It is worth mentioning that kernels $\{\eta^r\}$ are not fixed for different iterations in this chapter, which yield at least three advantages.

- They allow us to obtain many well-known algorithms from the proposed BCPG methods. See Table 4.1, Subsections 4.3.1 and 4.6.1 for details.

- Some special kernels enable the BCPG methods to adopt a fixed step size. See Lemma 4.5.1, Theorems 4.6.1 and 4.6.5, and Algorithm 4-1 for details. This property is appealing when the evaluations of the functions in the line search are expensive.

- We may obtain accelerated algorithms by changing kernels when the iteration point is close to a solution. See Algorithm 4-1 in Section 4.7 for details.

For the proposed BCPG methods, we first prove their global convergence (Theorem 4.4.1 in Section 4.4) with the generalized Gauss-Seidel rule and establish their $R$-linear convergence rate (Theorem 4.5.2 in Section 4.5) under certain additional assumptions. As a consequence of this result, the (inexact) BCD method is shown to have at least an $R$-linear convergence rate for solving nonsmooth problem (4.1.1) (Theorems 4.6.2 and 4.6.5 in Section 4.6). To our knowledge, this is the first result on the linear convergence of the BCD type methods for nonsmooth problem (4.1.1). Finally, we propose a specific algorithm of the BCPG methods with variable kernels for a convex problem with separable simplex constraints (Algorithm 4-1 in Section 4.7). The numerical results show that the proposed algorithm performs better than the algorithm with a fixed kernel.

This chapter is organized as follows. In Section 4.2, we introduce some basic concepts and properties, which will be used in the subsequent analysis. In Section 4.3, we present a
framework of the BCPG methods and introduce propositions about the stationary points. Then, we investigate their global convergence in Section 4.4 and determine the linear convergence rate in Section 4.5. Some special BCPG methods are further discussed in Section 4.6, and the numerical experiments are presented in Section 4.7. Finally, we conclude this chapter in Section 4.8.

<table>
<thead>
<tr>
<th>Special Kernel</th>
<th>Reduced BCPG Methods</th>
</tr>
</thead>
</table>
| $\eta^r(v) := f(v_J, v_{J^c}) + \frac{1}{2}|v_J|^2$  
$J^c = \{(r \mod n) + 1\}$ | Coordinate descent method$^1$ |
| $\eta^r(v) := \frac{1}{2}v^T H_r v, H_r \succeq 0$ | BCGD method [69] |
| $\eta^r(v)$ is fixed for all $r, J^r = \mathcal{N}$ | Proximal gradient method [66]  
Steepest descent method  
Proximal point method  
Exponentiated gradient method |
| $\eta^r(v) := \frac{1}{2}v^T B_r v, J^r = \mathcal{N}$ | Quasi-Newton method  
Newton method  
Regularized Newton method |

### 4.2 Preliminaries

In this section, we introduce some useful properties for the Bregman function $B_{\eta^r}(\cdot, \cdot)$ defined in (1.3.5), and present some important properties for a convex function. First, we define a class of kernel functions (strongly convex functions) for the Bregman function $B_{\eta^r}(\cdot, \cdot)$.

**Definition 4.2.1.** For a given positive constant $\mu$, let $\Phi(X; \mu)$ denote a set of functions $\eta : X \to \mathbb{R}$ such that the following conditions hold.

(i) The function $\eta$ is a closed proper differentiable function on $\text{int}X$;

(ii) The function $\eta$ is $\mu_\eta$-strongly convex on $X$, i.e., $\eta(y) \geq \eta(x) + \langle \nabla \eta(x), y-x \rangle + \frac{\mu_\eta}{2} \|y-x\|^2$ holds for any $y \in X, x \in \text{int}X$, where $\mu_\eta \geq \mu > 0$.

$^1$For the coordinate descent method, we assume that function $f$ is strongly convex with respect to each element. Note that function $f$ can be nonconvex with respect to the whole variable in this case. It is shown in [74] that the block coordinate descent method is convergent when $f$ is only block wise strongly convex.
For simplicity, we define a subset \( \Psi(X; \mu, \mu') \) of \( \Phi(X; \mu) \) as follows.

\[
\Psi(X; \mu, \mu') := \{ \eta \in \Phi(X; \mu) \mid \| \nabla \eta(x) - \nabla \eta(y) \| \leq L_\eta \| x - y \|, 0 < L_\eta \leq \mu, \forall x, y \in \text{int}X \}.
\]

Note that any function in \( \Psi(X; \mu, \mu') \) is not only strongly convex but also gradient Lipschitz continuous. A simple example in the class \( \Psi(X; \mu, \mu') \) is \( \eta^r(x) = \frac{1}{2} \langle H^r x, x \rangle + \langle b, x \rangle + a \), where \( a, b \in \mathbb{R}^n \) and \( H^r \in \mathbb{R}^{n \times n} \) is a symmetric positive definite matrix such that \( LI \geq H^r \geq \mu I \). The inequality \( B_{\eta^r}(x, y) \geq 0 \) holds for all \( x, y \in \text{int}X \) since \( \eta^r \in \Phi(X; \mu) \) is convex. For convenience, we use \( B_\eta(x, y) \) instead of \( B_{\eta^r}(x, y) \) when it is clear from the context.

Next, we state some useful properties related to the Bregman function \( B_\eta(x, \cdot) \). Let \( \nabla_1 B_\eta(x, \cdot) \) denote the gradient of \( B_\eta(\cdot, \cdot) \) with respect to the first variable, i.e.,

\[
\nabla_1 B_\eta(x, y) = \nabla \eta(x) - \nabla \eta(y).
\]

The following lemma, called the “three-point identity theorem”, is originally presented in [17, Lemma 3.1].

**Lemma 4.2.1.** For any \( \eta \in \Phi(X; \mu) \), \( a, b \in \text{int}X \), and \( c \in X \), we have

\[
B_\eta(c, a) + B_\eta(a, b) - B_\eta(c, b) = \langle \nabla \eta(b) - \nabla \eta(a), c - a \rangle,  
\]

(4.2.2)

\[
B_\eta(a, b) - B_\eta(c, b) \leq -\langle \nabla_1 B_\eta(a, b), c - a \rangle. 
\]

(4.2.3)

**Proof.** By the definition of \( B_\eta \) in (1.3.5), we can verify equality (4.2.2) easily. Inequality (4.2.3) holds because of (4.2.1) and \( B_\eta(c, a) \geq 0 \).

**Lemma 4.2.2.** For any \( \eta \in \Psi(X; \mu, \mu') \), the following two inequalities hold.

\[
\frac{\mu}{2} \| x - y \|^2 \geq B_\eta(x, y) \geq \frac{\mu}{2} \| x - y \|^2, \forall x, y \in \text{int}X, 
\]

(4.2.4)

\[
\langle \nabla_1 B_\eta(x, y), x - y \rangle \geq \mu \| x - y \|^2, \forall x, y \in \text{int}X. 
\]

(4.2.5)

**Proof.** The first inequality in (4.2.4), originally presented in [52, Theorem 2.1.5], follows from the Lipschitz continuity of \( \nabla \eta \). The second inequality in (4.2.4) and inequality (4.2.5) hold because of the strong convexity of \( \eta \).

For the global convergence of the proposed BCPG methods, the variable kernels in this chapter are required to satisfy the following condition.

**Definition 4.2.2.** Let \( \{ \eta^r \} \subseteq \Phi(X; \mu) \). The group of kernels \( \{ \eta^r \} \) is \( (\rho, \bar{\eta}) \)-upper bounded on \( X \) if there exists a function \( \bar{\eta}(x) \in \Phi(X; \mu) \) and \( \rho > 1 \) such that the inequality

\[
B_{\eta^r}(x, y) \leq \rho B_{\bar{\eta}}(x, y) 
\]

(4.2.6)

holds for any \( x \in X, y \in \text{int}X \) and \( r > 0 \).
4.3 Block coordinate proximal gradient (BCPG) methods

Definition 4.2.2 is an extension of that in [19, Definition 5.1]. The condition (4.2.6) is weaker than gradient Lipschitz continuity assumption on \( \{ \eta^r \} \), that is, \( \eta^r \in \Psi(X; \mu, L) \) for all \( r \). The following two examples demonstrate this assertion further.

**Example 4.2.1.** Let \( \{ \eta^r \} \subseteq \Psi(X; \mu, L) \). It can be easily verified that \( \bar{\eta}(x) = \frac{\mu}{2} \| x \|^2 \in \Phi(X; \mu) \) and \( B_{\eta^r}(x, y) = \frac{\mu}{2} \| x - y \|^2 \). Then \( \{ \eta^r \} \) is \( (\frac{\mu}{2}, \bar{\eta}) \)-upper bounded on \( X \) from (4.2.4) in Lemma 4.2.2.

**Example 4.2.2.** Let \( X = \{ x \in \mathbb{R}^n \mid x_i \geq 0, \sum_{i=1}^{n} x_i = 1 \} \), \( \eta^1(x) = \sum_{i=1}^{n} x_i \ln x_i \), and \( \eta^r(x) \in \Psi(X; 1, L) \), \( r = 2, 3, \ldots \). It is shown in [6, Proposition 5.1] that \( \eta^1(x) \in \Phi(X; 1) \), that is, \( B_{\eta^1}(x, y) \geq \frac{1}{2} \| x - y \|^2 \).

Moreover, it follows from (4.2.4) in Lemma 4.2.2 that for any \( r \geq 2 \),

\[
B_{\eta^r}(x, y) \leq \frac{L}{2} \| x - y \|^2 \leq LB_{\eta^1}(x, y).
\]

Hence, for any \( r \geq 1 \), we have that

\[
B_{\eta^r}(x, y) \leq \max\{1, L\} B_{\eta^1}(x, y).
\]

Then the kernels \( \{ \eta^r \} \) is \( (\max\{1, L\}, \eta^1) \)-upper bounded on \( X \).

The following lemma shows some elementary inequalities on a convex function \( \psi \).

**Lemma 4.2.3.** Let \( \psi : \mathbb{R}^n \to \mathbb{R} \) be convex. Then, the following inequalities hold for any \( x, y \in \mathbb{R}^n \) and \( t \in [0, 1] \).

\[
\psi(x + ty) - \psi(x) \leq t[\psi(x + y) - \psi(x)], \quad (4.2.7)
\]

\[
\psi(x + ty) - \psi(x + y) \leq (t - 1)[\psi(x + y) - \psi(x)]. \quad (4.2.8)
\]

**Proof.** Since \( x + ty = t(x + y) + (1 - t)x \), from the convexity of \( \psi \), we have

\[
\psi(x + ty) \leq t\psi(x + y) + (1 - t)\psi(x), \quad \forall t \in [0, 1],
\]

which yields the desired results.

4.3 Block coordinate proximal gradient (BCPG) methods

In this section, we first present the BCPG methods for solving problem (4.1.1). Then, we prove that the search direction \( d^r \) defined in (4.1.2) is a feasible descent direction of problem (4.1.1). Finally, we show the explicit rules to select the block \( J^r \) and the step size \( \alpha^r \).
4.3.1 The proposed BCPG methods

Block coordinate proximal gradient (BCPG) methods:

**Step 0:** Select an initial point $x^0 \in \text{int}X$, and let $r = 0$.

**Step 1:** If some termination condition holds, then stop.

**Step 2:** Select a block $J^r \subseteq \{1, \ldots, n\}$ by one of the Gauss-Seidel rules and select a strongly convex function $\eta^r : X \to \mathbb{R}$ as a kernel.

**Step 3:** Solve the following subproblem with the variable $d$ to obtain a search direction $d^r$.

$$\min \langle \nabla f(x^r), d \rangle + B_{\eta^r}(x^r + d, x^r) + \tau \psi(x^r + d)$$
subject to $d_{J^r} = 0$. \hfill (4.3.1)

**Step 4:** Determine step size $\alpha^r$ by the Armijo rule.

**Step 5:** Set $x^{r+1}_{J^r} = x^r_{J^r} + \alpha^r d^r_{J^r}$, $x^{r+1}_{J^r} = x^r_{J^r}$, and $r = r + 1$. Go to Step 1.

Remark 4.3.1. Steps 3 and 4 of the above BCPG methods are different from those in [71]. The search direction in [71] conforms to the gradient projection method with the Armijo rule along the projection arc. Such an approach in [71] tends to obtain sparse (or active) solutions, whereas it requires solving subproblem (4.3.1) repeatedly. We can also construct the BCPG methods with the step size rule in [71], and show the same convergence properties.

As mentioned in the introduction of this chapter, the BCPG methods include many well-known optimization methods. Among them, the following two methods are of particular interest in this chapter.

(i) A Block Coordinate Descent method

Suppose that function $f$ is strongly convex with respect to each block. Let

$$\eta^r(x, x^r_{J^r}) := f(x_{J^r}, x^r_{J^r}) + \frac{1}{2} \|x_{J^r} - x^r_{J^r}\|^2. \hfill (4.3.2)$$

Then, it can be verified that $\eta^r$ is also strongly convex. Moreover, we have $\langle \nabla f(x^r), d \rangle + B_{\eta^r}(x^r + d, x^r) = f(x_{J^r}, x^r_{J^r}) - f(x^r) + \langle \nabla f(x^r_{J^r}, x^r_{J^r}), d_{J^r} \rangle + \frac{1}{2} \|d_{J^r}\|^2$. Hence, subproblem (4.3.1) is equivalent to the problem

$$\min_{d_{J^r}} f(x_{J^r}^r + d_{J^r}, x^r_{J^r}) + \tau \psi_{J^r}(x^r_{J^r} + d_{J^r}). \hfill (4.3.3)$$
Note that, in (4.3.3), \( d_{jr} \in \mathbb{R}^{|J^r|} \), where \(|J^r|\) denotes the number of elements in \( J^r \). Replacing subproblem (4.3.1) by (4.3.3), the BCPG methods are reduced to the classical block coordinate descent method [67].

(ii) Inexact BCPG methods

When subproblem (4.3.1) is difficult to solve exactly, we accept an approximate solution as a compromise. Next, we give a definition for the approximate solution of subproblem (4.3.1), under which the inexact BCPG methods are also regarded as certain “exact” BCPG methods.

**Definition 4.3.1.** We say that \( d^r \) is an approximate solution of subproblem (4.3.1) with error \( \varepsilon^r \) if the pair \( (d^r, \varepsilon^r) \in \mathbb{R}^n \times \mathbb{R}^n \) satisfies

\[
\begin{align*}
\nabla_{J^r} f(x^r) + \nabla_{J^r} \eta(x^r + d^r) - \nabla_{J^r} \eta(x^r) + \varepsilon^r_{J^r} & \in -\tau \partial_{J^r} \psi(x^r + d^r), \\
d^r_{J^r} = 0, \varepsilon^r_{J^r} = 0.
\end{align*}
\]

(4.3.4)

Note that if \( d^r \) satisfies (4.3.4) with \( \varepsilon^r = 0 \), then \( d^r \) is the exact solution of (4.3.1).

Now, suppose that \( (d^r, \varepsilon^r) \in \mathbb{R}^n \times \mathbb{R}^n \) satisfies (4.3.4). Let \( E^r \in \mathbb{R}^{n \times n} \) be the diagonal matrix, for which \( E^r_{ii} \) is given by

\[
E^r_{ii} := \begin{cases} 
\varepsilon^r_i & \text{if } d^r_i \neq 0, \\
0 & \text{if } d^r_i = 0.
\end{cases}
\]

(4.3.5)

Then, we have \( \varepsilon^r = E^r d^r \). Combining it with (4.3.4), we have

\[
\begin{align*}
\nabla_{J^r} f(x^r) + \nabla_{J^r} \eta(x^r + d^r) - \nabla_{J^r} \eta(x^r) + (E^r d^r)_{J^r} & \in -\tau \partial_{J^r} \psi(x^r + d^r), \\
d^r_{J^r} = 0,
\end{align*}
\]

(4.3.6)

which are equivalent to the optimality conditions of subproblem (4.3.1) whose kernel \( \eta^r(x) \) is replaced by \( \eta^r(x) + x^T E^r x \). Hence, when \( \varepsilon^r \) is sufficiently small, the inexact version BCPG methods (inexactness is described as (4.3.4)) are reformulated as the proposed BCPG methods with the kernel

\[
\tilde{\eta}^r(x) = \eta^r(x) + x^T E^r x.
\]

(4.3.7)

The conditions on \( \varepsilon^r \) for global convergence are given in Section 4.6.

### 4.3.2 A feasible descent property of \( d^r \)

In this subsection, we show the descent property of the search direction \( d^r \) given in Step 3, and present elementary results about the stationary points of subproblem (4.3.1) and the original problem (4.1.1). The next lemma states that the direction \( d^r \) is a feasible descent direction of \( F \), which is a natural generalization of [69, Lemma 1].
Lemma 4.3.1. For any $x^r \in X$ and $J^r \subseteq N$, we have
\[
F(x^r + td^r) \leq F(x^r) + t\Theta(x^r, d^r) + o(t), \quad \forall t \in (0, 1],
\]
where $\Theta(x^r, d^r) := \langle \nabla f(x^r), d^r \rangle + \tau\psi(x^r + d^r) - \tau\psi(x^r)$. Moreover, if $\eta^r \in \Phi(X; \mu)$, then we have
\[
\Theta(x^r, d^r) \leq -\langle \nabla_1 B_{\eta^r}(x^r + d^r, x^r), d^r \rangle \leq 0.
\]

In particular, $\Theta(x^r, d^r) < 0$ holds if $d^r \neq 0$.

Proof. Inequality (4.3.8) follows from [69, Lemma 1]. Next, we show inequalities (4.3.9). For any $t \in (0, 1)$, using (4.2.3) with $a = x^r + td^r, b = x^r$, and $c = x^r + d^r$, we have
\[
B_{\eta^r}(x^r + td^r, x^r) - B_{\eta^r}(x^r + d^r, x^r) \leq -(1 - t)\langle \nabla_1 B_{\eta^r}(x^r + td^r, x^r), d^r \rangle.
\]

Since $d^r$ is a solution of subproblem (4.3.1), we obtain
\[
\langle \nabla f(x^r), d^r \rangle + B_{\eta^r}(x^r + d^r, x^r) + \tau\psi(x^r + d^r)
\leq t\langle \nabla f(x^r), d^r \rangle + B_{\eta^r}(x^r + td^r, x^r) + \tau\psi(x^r + td^r).
\]

Then, it follows from (4.2.8) and (4.3.10) that
\[
(1 - t)\langle \nabla f(x^r), d^r \rangle + (1 - t) \langle \tau\psi(x^r + d^r) - \tau\psi(x^r) \rangle \leq -(1 - t)\langle \nabla_1 B_{\eta^r}(x^r + td^r, x^r), d^r \rangle.
\]

Since $1 - t > 0$ for any $t \in (0, 1)$, dividing the above inequality by $1 - t$, we have
\[
\langle \nabla f(x^r), d^r \rangle + \tau(\psi(x^r + d^r) - \psi(x^r)) \leq -\langle \nabla_1 B_{\eta^r}(x^r + td^r, x^r), d^r \rangle.
\]

We obtain the first inequality of (4.3.9) by letting $t \to 1$ in the above inequality. The second inequality of (4.3.9) can be proved easily from Lemma 4.2.2. Further, if $d^r \neq 0$, then it follows from (4.2.5) that $\langle \nabla_1 B_{\eta^r}(x^r + d^r, x^r), d^r \rangle \geq \mu\|d^r\|^2 > 0$, which yields $\Theta(x^r, d^r) < 0$ from (4.3.9).

Next, we present the definition of the stationary point and its sufficient and necessary conditions.

Definition 4.3.2. We say that $x^* \in \text{dom} F$ is a stationary point of $F$ with respect to the block $J$ if $F'(x^*; d) \geq 0$ holds for all $d \in \mathbb{R}^n$ with $d_J = 0$, where $F'(x^*; d)$ denotes the directional derivatives of $F$ at the vector $x^*$ with respect to the direction $d$.

Lemma 4.3.2. For any $\eta \in \Phi(X; \mu), d_\eta(x^*, J) = 0$ holds if and only if the vector $x^* \in \text{dom} F$ is a stationary point of $F$ with respect to the block $J$. 

Proof. First, we prove the “if” part by contradiction. Suppose that \( d_\eta(x^*, J) \neq 0 \) holds. Then it follows from Lemma 4.3.1 that

\[
F'(x^*, d_\eta(x^*, J)) = \lim_{t \downarrow 0} \frac{F(x^* + td_\eta(x^*, J)) - F(x^*)}{t}
\leq \lim_{t \downarrow 0} \frac{t \Theta(x^*, d_\eta(x^*, J)) + o(t)}{t}
= \Theta(x^*, d_\eta(x^*, J))
< 0,
\]

where the first inequality follows from (4.3.8) and the second inequality follows from (4.3.9) and the assumption \( d_\eta(x^*, J) \neq 0 \). However, it contradicts with Definition 4.3.2.

Conversely, if \( d_\eta(x^*, J) = 0 \) holds, for all \( t > 0, y \in \mathbb{R}^n \) with \( y_{\bar{J}} = 0 \), we have from (4.1.2)

\[
t(\nabla f(x^*), y) + B_\eta(x^* + ty, x^*) + \tau \psi(x^* + ty) \geq \tau \psi(x^*).
\]

(4.3.11)

Then, for any \( y \in \mathbb{R}^n \) such that \( y_{\bar{J}} = 0 \), we have

\[
F'(x^*, y) = \lim_{t \downarrow 0} \frac{f(x^* + ty) - f(x^*) + \tau \psi(x^* + ty) - \tau \psi(x^*)}{t}
\geq \lim_{t \downarrow 0} \frac{f(x^* + ty) - f(x^*) - t\langle \nabla f(x^*), y \rangle - B_\eta(x^* + ty, x^*)}{t}
= \lim_{t \downarrow 0} \frac{-\eta(x^* + ty) + \eta(x^*) + t\langle \nabla \eta(x^*), y \rangle}{t}
= 0,
\]

where the first inequality follows from (4.3.11), the second equality follows from the definition of \( B_\eta \) and the differentiability of \( f \), and the last equality follows from the differentiability of \( \eta \). Therefore, \( x^* \) is a stationary point of \( F \) with respect to the block \( J \) from Definition 4.3.2. ■

The following corollary follows immediately from Lemma 4.3.2 by setting \( J = \mathcal{N} \).

**Corollary 4.3.1.** For any \( \eta \in \Phi(X; \mu) \), \( d_\eta(x^*, \mathcal{N}) = 0 \) holds if and only if \( x^* \) is a stationary point of problem (4.1.1).

### 4.3.3 Gauss-Seidel rules and Armijo rule

For establishing the global convergence, we assume that the rules to select a block in Step 2 is the generalized Gauss-Seidel rule. To show the linear convergence rate, we employ the restricted Gauss-Seidel rule [69]. For the formal definitions, see Section 2.4 for details.

To find the step size \( \alpha_r \) in Step 4, we adopt the following generalized Armijo rule [69].
Armijo rule:
Select any scalar $\alpha_{\text{init}}^r > 0$ with $\sup_r \alpha_{\text{init}}^r < \infty$, and let $\alpha^r$ be the largest element of the sequence $\{\alpha_{\text{init}}^r \beta^j\}_{j=0,1,...}$ such that

$$F(x^r + \alpha^r d^r) \leq F(x^r) + \alpha^r \sigma \Delta(x^r + d^r),$$

where $\beta, \sigma \in (0, 1), \gamma \in [0, 1)$, and

$$\Delta(x^r + d^r) := \langle \nabla f(x^r), d^r \rangle + \gamma \langle \nabla_1 B^{\eta^r}(x^r + d^r, x^r), d^r \rangle + \tau \psi(x^r + d^r) - \tau \psi(x^r).$$

We make a few remarks on this Armijo rule. The assumption $\sup_r \alpha_{\text{init}}^r < \infty$ implies that both $\{\alpha_{\text{init}}^r\}$ and $\{\alpha^r\}$ are bounded. However, it is still possible that $\{\alpha^r\} \to 0$ as $r \to \infty$. If the smooth part $f$ of problem (4.1.1) is gradient Lipschitz continuous, then we can ensure that $\inf_r \alpha^r > 0$. This assertion will be shown by Lemma 4.5.2 in Section 4.5.

By the definition of $\Theta(x^r, d^r)$ in Lemma 4.3.1, $\Delta(x^r + d^r)$ in (4.3.13) can be rewritten as

$$\Delta(x^r + d^r) = \Theta(x^r, d^r) + \gamma \langle \nabla_1 B^{\eta^r}(x^r + d^r, x^r), d^r \rangle.$$  

The following lemma states that the term $\Delta(x^r + d^r)$ is nonpositive, which is important for the validity of the above Armijo rule. The proof can be easily deduced by using (4.2.5), (4.3.9), and (4.3.14).

**Lemma 4.3.3.** For any $\eta^r \in \Phi(X; \mu), \gamma \in [0, 1)$, and $d^r \in \mathbb{R}^n$, we have

$$\Delta(x^r + d^r) \leq (\gamma - 1) \langle \nabla_1 B^{\eta^r}(x^r + d^r, x^r), d^r \rangle \leq (\gamma - 1) \mu \|d^r\|^2 \leq 0.$$  

Furthermore, $\Delta(x^r + d^r) < 0$ holds if $d^r \neq 0$.

The following two remarks further illustrate the role of Lemma 4.3.3.

**Remark 4.3.2.** Lemma 4.3.3 implies that $\alpha^r$ in the Armijo rule is well defined. It is illustrated by Lemma 4.3.1 that the nonzero $d^r$ is a descent direction of $F$. Thus, there exists a constant $t > 0$ such that $F(x^r + t d^r) \leq F(x^r) + t \sigma \Delta(x^r + d^r)$ since $\sigma \in (0, 1)$ and $\Theta(x^r, d^r) \leq \Delta(x^r + d^r) < 0$ hold for any nonzero $d^r$. Hence, the existence of $\alpha^r$ satisfying (4.3.13) is confirmed.

**Remark 4.3.3.** The sequence $\{F(x^r)\}$ generated by the Armijo rule is not increasing since $\Delta(x^r + d^r) < 0$ holds for any nonzero $d^r$. Therefore, we have either $\{F(x^r)\} \downarrow -\infty$ or $\{F(x^r)\} \to -\infty$. If $\{F(x^r)\} \to -\infty$, then the limit of $\{F(x^r)\}$ exists.

### 4.4 Global convergence

In this section, we show the global convergence of the BCPG methods. Since the proof is an extension of that for the BCGD method in [69], we refer some lemmas from [69] and
omit the corresponding proofs. Throughout this section, \( \{x^r\} \), \( \{\alpha^r\} \), and \( \{d^r\} \) denote the sequences generated by the BCPG methods.

The following lemma, corresponding to Theorem 1(b) in [69], shows that the search direction \( d^r \) vanishes when \( \{x^r\} \) is bounded. It can be proved by replacing \( d^k T H^k d^k \) by \( \langle \nabla_1 B_{\eta^r}(x^r + d^r, x^r), d^r \rangle \) in the proof of [69, Theorem 1(b)].

**Lemma 4.4.1.** If there exists an infinite set \( X \subseteq \{0, 1, \ldots \} \) and a vector \( \bar{x} \) such that \( \lim_{r \to \infty, r \in X} x^r = \bar{x} \in X \), then the following statements hold.

1. \( \lim_{r \to \infty} \alpha^r \Delta(x^r + d^r) = 0 \).
2. \( \lim_{r \to \infty, r \in X} d^r = 0 \).

Next, we prove the global convergence of \( \{x^r\} \).

**Theorem 4.4.1.** Suppose that \( \psi \) is block separable with respect to each block \( J^r \), and that kernels \( \{\eta^r\} \) are \((\varrho, \bar{\eta})\)-upper bounded on \( X \) with \( \varrho > 1 \) and \( \bar{\eta} \in \Phi(X; \mu) \). Let \( \{x^r\} \) be generated by the BCPG methods. Then, any accumulation point of \( \{x^r\} \) is a stationary point of problem (4.1.1).

**Proof.** Let \( \bar{x} \) be an accumulation point of \( \{x^r\} \). Then, there exists an infinite set \( Z \subseteq \{0, 1, \ldots \} \) such that \( \lim_{r \to \infty, r \in Z} x^r = \bar{x} \).

To prove this theorem, first, we show that there exists a block denoted by \( Q^0 \) such that \( \bar{x} \) is a stationary point of \( F \) with respect to the block \( Q^0 \), i.e.,

\[
F'(\bar{x}, d) \geq 0, \forall d \in \mathbb{R}^n \text{ with } d_{Q^0} = 0.
\]  

From Lemma 4.3.2, it is equivalent to show that \( d_{\hat{\eta}}(\bar{x}; Q^0) = 0 \) for certain \( \hat{\eta} \in \Phi(X; \mu) \).

In fact, at each iteration, there are limited alternatives (no more than \( 2^n - 1 \)) for selecting a block. Hence, we can suppose that there exists a block \( Q^0 \) and an infinite subset \( Z_0 \subseteq Z \) such that \( J^r = Q^0 \) for all \( r \in Z_0 \). Further, since \( \lim_{r \to \infty, r \in Z_0} x^r = \bar{x} \) and \( Z_0 \subseteq Z \), we have

\[
\lim_{r \to \infty, r \in Z_0} x^r = \bar{x}.
\]

Then, for any \( r \in Z_0, d^r \), and \( x \in \mathbb{R}^n \) such that \( x_{Q^0} = x_{Q^0} \), we have

\[
\langle \nabla f(x^r), d^r \rangle + \frac{\mu}{2} \|d^r\|^2 + \tau \psi(x^r + d^r)
\leq \langle \nabla f(x^r), d^r \rangle + B_{\eta^r}(x^r + d^r, x^r) + \tau \psi(x^r + d^r)
\leq \langle \nabla f(x^r), x - x^r \rangle + B_{\eta^r}(x, x^r) + \tau \psi(x)
\leq \langle \nabla f(x^r), x - x^r \rangle + gB_{\eta^r}(x, x^r) + \tau \psi(x),
\]  

(4.4.3)
where the first inequality follows from Lemma 4.2.2, the second inequality holds since \( d^r \) is a solution of subproblem (4.3.1), and the last inequality follows from Definition 4.2.2.

From (4.4.2) and Lemma 4.4.1(ii), we have \( \lim_{r \to \infty, r \in \mathbb{Z}_0} d^r = 0 \). Further, letting \( r \to \infty \) with \( r \in \mathbb{Z}_0 \) in (4.4.3), we have

\[
\tau \psi(\bar{x}) \leq \langle \nabla f(\bar{x}), \bar{x} - \bar{x} \rangle + \rho B_{\hat{\eta}}(x, x^r) + \tau \psi(x), \quad \forall x \in \mathcal{R}^n \quad \text{with} \quad x_{\mathcal{C}^r} = \bar{x}_{\mathcal{C}^r},
\]

which implies that \( d_{\hat{\eta}}(\bar{x}; Q^0) = 0 \), where \( \hat{\eta}(x) = \rho \bar{\eta}(x) \). It then follows from \( \rho > 1 \) that \( \hat{\eta}(x) \in \Phi(X; \rho \mu) \subseteq \Phi(X; \mu) \).

In the second step, we show that there exist other \( B - 1 \) blocks \( Q^i \), \( i = 1, \ldots, B - 1 \), such that \( F'(\bar{x}, d) \geq 0 \) holds for any \( d \in \mathcal{R}^n \) with \( d_{\mathcal{C}^i} = 0 \) and \( \sum_{i=0}^{B-1} Q_i = \mathcal{N} \).

Since \( \alpha^r \) is bounded, we have from (4.4.2) and Lemma 4.4.1 that

\[
\lim_{r \to \infty, r \in \mathbb{Z}_0} x^{r+1} = \lim_{r \to \infty, r \in \mathbb{Z}_0} \{ x^r + \alpha^r d^r \} = \bar{x}.
\]

By the same argument as in the first step, there exists a block \( Q^1 \) and an infinite subset \( \mathcal{Z}_1 \subseteq \mathbb{Z}_0 \) such that \( J^r+1 = Q^1 \) for all \( r \in \mathcal{Z}_1 \). Further, we obtain \( d_{\hat{\eta}}(\bar{x}; Q^1) = 0 \) with \( \hat{\eta}(x) = \rho \bar{\eta}(x) \in \Phi(X; \mu) \), i.e., \( \bar{x} \) is a stationary point of \( F \) with respect to block \( Q^1 \). From Definition 4.3.2, we have

\[
F'(\bar{x}, d) \geq 0, \forall d \in \mathcal{R}^n \quad \text{with} \quad d_{\mathcal{C}^i} = 0.
\]

Similarly, there exist \( B - 2 \) blocks \( Q^i \), \( i = 2, \ldots, B - 1 \) such that

\[
F'(\bar{x}, d) \geq 0, \forall d \in \mathcal{R}^n \quad \text{with} \quad d_{\mathcal{C}^i} = 0.
\]

From the generalized Gauss-Seidel rule, we have \( \mathcal{N} = \bigcup_{i=0}^{B-1} J^r+1 = \bigcup_{i=0}^{B-1} Q_i \).

Finally, we show that \( \bar{x} \) is a stationary point of problem (4.1.1). From Corollary 4.3.1, we only need to show \( F'(\bar{x}, d) \geq 0 \) for all \( d \in \mathcal{R}^n \). In fact, we can obtain \( B \) disjoint blocks \( \tilde{J}^i \subseteq Q^i \), \( i = 0, 1, \ldots, B - 1 \), such that \( \bigcup_{i=0}^{B-1} \tilde{J}^i = \mathcal{N} \) and \( \tilde{J}^i \cap \tilde{J}^j = \emptyset \) for any \( i, j \) such that \( i \neq j \).

Hence, we have \( \langle \nabla f(\bar{x}), d \rangle = \sum_{i=0}^{B-1} \langle \nabla j_i f(\bar{x}), d_j \rangle \) and \( \psi(\bar{x} + td) = \sum_{i=0}^{B-1} \psi_j(\bar{x} - td_j) \) for any \( d \in \mathcal{R}^n \). For convenience, we denote \( d_{j_i} = (0, \ldots, 0, d_{j_i}^T, 0, \ldots, 0)^T \in \mathcal{R}^n \). Note that

\[
F'(\bar{x}, d_{j_i}) \geq 0
\]

holds for all \( i \) from (4.4.1), (4.4.4), and (4.4.5).

Then, we obtain

\[
F'(\bar{x}, d) = \lim_{t \downarrow 0} \frac{f(\bar{x} + td) - f(\bar{x}) + \tau \psi(\bar{x} + td) - \tau \psi(\bar{x})}{t}
\]

\[
= \sum_{i=0}^{B-1} \langle \nabla j_i f(\bar{x}), d_{j_i} \rangle + \tau \lim_{t \downarrow 0} \frac{\sum_{i=0}^{B-1} \psi_j(\bar{x} - td_{j_i}) - \psi_j(\bar{x}_{j_i})}{t}
\]

for all \( i \) from (4.4.1), (4.4.4), and (4.4.5).
where the second equality follows from the differentiability of \( f \) and the block separability of \( \psi \), the third equality follows from the definition of directional derivative, and the inequality follows from (4.4.6). Hence, the proof is completed. 

\[ 4.5 \quad \text{Linear convergence rate} \]

In this section, we establish the linear convergence rate for the BCPG methods with the restricted Gauss-Seidel rule. Throughout this section, \( \{x^r\}, \{\alpha^r\}, \) and \( \{d^r\} \) are sequences generated by the BCPG methods with the restricted Gauss-Seidel rule.

We make some further assumptions on the objective function \( F \) and the smooth part \( f \) for linear convergence. For convenience, we denote the set of stationary points of problem (4.1.1) by \( \bar{X} \) in the rest of this chapter.

**Assumption 4.5.1.** The gradient \( \nabla f \) is \( L_f \)-Lipschitz continuous, i.e., \( \|\nabla f(x) - \nabla f(y)\| \leq L_f \|x - y\| \) holds for any \( x, y \in \mathbb{R}^n \).

**Assumption 4.5.2.** There exists a scalar \( \delta > 0 \) such that \( \|x - y\| \geq \delta \), whenever \( x, y \in \bar{X} \) and \( F(x) \neq F(y) \).

Assumption 4.5.2 means that the stationary point set \( \bar{X} \) has a separable property. It holds when \( \bar{X} \) contains only a finite number of values, or the components of \( \bar{X} \) are properly separable. Note that, if the objective function \( F \) is convex, then Assumption 4.5.2 automatically holds.

**Assumption 4.5.3.** The set \( \bar{X} \) is nonempty. Moreover, for any \( \zeta \in \mathcal{R} \), there exist scalars \( \kappa > 0 \) and \( \epsilon > 0 \) such that \( \text{dist}(x, \bar{X}) \leq \kappa \|d_\eta(x; \mathcal{N})\| \), whenever \( F(x) \leq \zeta \) and \( \|d_\eta(x; \mathcal{N})\| \leq \epsilon \). Here, \( \eta(x) := \frac{1}{2} \mu x^T x \) and \( \text{dist}(x, \bar{X}) = \min_{\bar{x} \in \bar{X}} \|x - \bar{x}\| \).

Assumption 4.5.3 is called the “local Lipschitz error bound assumption” in [69]. Note that it holds whenever one of the following conditions holds (See [66, 69] for details).

(C1) \( f = \frac{1}{2} x^T Ex + \langle q, x \rangle \) for all \( x \in \mathcal{R}^n \), where \( E \in \mathcal{R}^{n \times n} \), \( q \in \mathcal{R}^n \), and \( \psi \) is polyhedral.

(C2) \( f(x) = g(Ex) + \langle q, x \rangle \) for all \( x \in \mathcal{R}^n \), where \( E \in \mathcal{R}^{m \times n} \), \( q \in \mathcal{R}^n \), and \( g \) is a strongly convex differentiable function on \( \mathcal{R}^m \) with \( \nabla g \) Lipschitz continuous on \( \mathcal{R}^m \). \( \psi \) is polyhedral.
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(C3) $f(x) = \max_{y \in Y} \{ \langle Ex, y \rangle - g(y) \} + \langle q, x \rangle$ for all $x \in \mathcal{R}^n$, where $Y$ is a polyhedral set in $\mathcal{R}^m$, $E \in \mathcal{R}^{m \times n}$, $q \in \mathcal{R}^n$, and $g$ is a strongly convex differentiable function on $\mathcal{R}^m$ with $\nabla g$ Lipschitz continuous on $\mathcal{R}^m$. $\psi$ is polyhedral.

(C4) $f$ is strongly convex and $\nabla f$ is Lipschitz continuous.

(C5) $f(x) = g(Ex)$ for all $x \in \mathcal{R}^n$, where $E \in \mathcal{R}^{m \times n}$, $g$ is a strongly convex differentiable function on $\mathcal{R}^m$ and $\nabla g$ Lipschitz continuous on $\mathcal{R}^m$. $\psi := \sum_{i=1}^N \omega_i \| x_{J_i} \|_2$.

Moreover, it can be easily verified that the functions in (C1)-(C5) satisfy Assumption 4.5.1. When matrix $E$ in (C1) is symmetric and positive semidefinite, the functions in (C1)-(C5) satisfy Assumption 4.5.2 as well.

Before presenting the main theorem of this section, we introduce some technical lemmas.

Under Assumption 4.5.1, we have the following two lemmas, which are originally given in [69, Lemma 5(b)] and [69, Theorem 1(f)]. We omit their proofs. Lemma 4.5.1 gives an estimation for the step size $\alpha^r$ generated by the Armijo rule, and Lemma 4.5.2 shows that the direction $d^r$ is globally convergent to 0, which is sharper than Lemma 4.4.1(ii).

Lemma 4.5.1. Suppose that Assumption 4.5.1 holds. For any $\eta^r \in \Phi(X; \mu), \sigma \in (0, 1)$, and $\alpha \in [0, \min\{1, 2\mu(1 - \sigma + \sigma\gamma)/L_f\}]$, we have

$$F(x^r + \alpha d^r) - F(x^r) \leq \sigma \alpha \Delta(x^r + d^r).$$

Note that Step 4 can adopt $\alpha^r_{\text{init}} = 1$ and $\alpha = \min\{1, 2\mu(1 - \sigma + \sigma\gamma)/L_f\}$ without evaluating $F$ when $L_f$ is known previously. It is useful when the evaluation of $F$ is computationally expensive. In the rest of this chapter, for simplicity, we assume that $\alpha^r_{\text{init}} = 1$.

Lemma 4.5.2. Suppose that Assumption 4.5.1 holds. Then, $\inf_{r} \alpha^r > 0$. Further, $\lim_{r \to \infty} d^r = 0$ holds if $\lim_{r \to \infty} F(x^r) > -\infty$.

From the above lemmas, we find that step size $\alpha^r$ is away from zero.

The next lemma shows a relation between the distinct directions generated with respect to different kernels.

Lemma 4.5.3. For any $\eta^r \in \Psi(X; \mu, T)$, let $\tilde{\eta}(x) = \frac{1}{2} \mu x^T x$, $d^r := d^r_\eta(x^r; J^r)$, and $\tilde{d}^r := d^r_\tilde{\eta}(x^r; J^r)$. Then, we have

$$\| \tilde{d}^r \| \leq w_1 \| d^r \|,$$

where $w_1 = \sqrt{(T+\mu)^2/4\mu^2 + T+\mu/2\mu} > 0$. 

(4.5.1)
\textbf{Proof.} For simplicity, we only show (4.5.1) with $J^r = N$. Using Fermat's rule, we obtain

\begin{align}
\bar{d}^r \in \arg\min_u \left\{ \langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + \bar{d}^r, x^r), u \rangle + \tau \psi(x^r + u) \right\},
\end{align}

\begin{align}
\tilde{d}^r \in \arg\min_u \left\{ \langle \nabla f(x^r) + \nabla_1 B_{\bar{\eta}}(x^r + \tilde{d}^r, x^r), u \rangle + \tau \psi(x^r + u) \right\}.
\end{align}

These two relations imply that

\begin{align*}
\langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + \bar{d}^r, x^r), d^r \rangle + \tau \psi(x^r + d^r) &\leq \langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), \bar{d}^r \rangle + \tau \psi(x^r + \bar{d}^r), \\
\langle \nabla f(x^r) + \nabla_1 B_{\bar{\eta}}(x^r + \tilde{d}^r, x^r), d^r \rangle + \tau \psi(x^r + \tilde{d}^r) &\leq \langle \nabla f(x^r) + \nabla_1 B_{\bar{\eta}}(x^r + \bar{d}^r, x^r), d^r \rangle + \tau \psi(x^r + \bar{d}^r).
\end{align*}

Summing these two inequalities and rearranging it, we have

\begin{align*}
\langle \nabla_1 B_{\eta^r}(x^r + \bar{d}^r, x^r), d^r \rangle + \langle \nabla_1 B_{\bar{\eta}}(x^r + \tilde{d}^r, x^r), d^r \rangle - \langle \nabla_1 B_{\eta^r}(x^r + \bar{d}^r, x^r), \bar{d}^r \rangle - \langle \nabla_1 B_{\bar{\eta}}(x^r + \tilde{d}^r, x^r), \tilde{d}^r \rangle &\leq 0.
\end{align*}

(4.5.4)

From Lemma 4.2.2, we have that

\begin{align*}
\langle \nabla_1 B_{\eta^r}(x^r + \bar{d}^r, x^r), d^r \rangle \geq \mu \|d^r\|^2, \quad \langle \nabla_1 B_{\bar{\eta}}(x^r + \tilde{d}^r, x^r), d^r \rangle \geq \mu \|\tilde{d}^r\|^2.
\end{align*}

Since $\nabla \eta^r$ and $\nabla \bar{\eta}$ are Lipschitz continuous, from the Hölder inequality we have

\begin{align*}
\langle \nabla_1 B_{\eta^r}(x^r + \bar{d}^r, x^r), \bar{d}^r \rangle \leq \overline{\lambda} \|d^r\| \|\bar{d}^r\|, \quad \langle \nabla_1 B_{\bar{\eta}}(x^r + \tilde{d}^r, x^r), d^r \rangle \leq \mu \|d^r\| \|\tilde{d}^r\|.
\end{align*}

Combining them with (4.5.4), we have

\begin{align*}
\mu \|d^r\|^2 - (\overline{\lambda} + \mu) \|d^r\| \|\bar{d}^r\| + \mu \|\tilde{d}^r\|^2 \leq 0.
\end{align*}

Dividing both sides by $\mu$ and completing the square for the first two terms, we have

\begin{align*}
\left( \|\bar{d}^r\| - \frac{\overline{\lambda} + \mu}{2\mu} \|d^r\| \right)^2 \leq \left[ \frac{(\overline{\lambda} + \mu)^2 - 4\mu^2}{4\mu^2} \right] \|d^r\|^2.
\end{align*}

Since $(\overline{\lambda} + \mu)^2 \geq 4\overline{\lambda} \mu \geq 4\mu^2$, we have

\begin{align*}
\|\bar{d}^r\| \leq \left( \frac{\sqrt{(\overline{\lambda} + \mu)^2 - 4\mu^2}}{2\mu} + \frac{\overline{\lambda} + \mu}{2\mu} \right) \|d^r\|.
\end{align*}

Let $w_1 = \frac{\sqrt{(\overline{\lambda} + \mu)^2 - 4\mu^2}}{2\mu} + \frac{\overline{\lambda} + \mu}{2\mu}$. Then, we obtain the desired inequality. \qed

The next lemma illustrates the Lipschitz continuity of the search direction $d$ with respect to $\nabla f$. 
Lemma 4.5.4. Suppose that \( \varphi \) is block-separable with respect to the block \( J^r \). For any \( x^r \in \text{int}X \), and \( a \in \mathcal{R}^n \), we define

\[
d^r(a) = \arg\min_d \left\{ \langle a, d \rangle + \frac{1}{2} \eta d^T d + \tau \psi(x^r + d) \mid d_{J^r} = 0 \right\}.
\]

Then, we have

\[
\|d^r(a) - d^r(b)\| \leq \frac{1}{\mu} \|a - b\|, \text{ for all } a, b \in \mathcal{R}^n. \tag{4.5.5}
\]

**Proof.** This lemma follows immediately from [69, Lemma 4] with \( h(u) = \frac{1}{2} \mu u^T u, \) \( p = 2 \), and \( \rho = \mu \).

The following technical lemma is an extension of [69, Lemma 5(a)], which will be used for Lemma 4.5.8.

Lemma 4.5.5. Suppose that \( \varphi \) is block-separable with respect to the block \( J^r \). For any \( \eta^r \in \Phi(X; \mu) \), \( x^r \in \text{int}X \), \( \gamma \in [0, 1) \), and \( t \in (0, 1] \), we have

\[
\langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), \tilde{x}^r(t) - \tilde{x}^r \rangle + \tau \psi(\tilde{x}^r(t)) - \tau \psi(\tilde{x}^r)
\]

\[
\leq (t - 1) [(1 - \gamma) \langle \nabla_1 B_{\eta^r}(x^r + d^r, x^r), d^r \rangle + \Delta(x^r + d^r)],
\]

where \( \tilde{x}^r(t) := x^r + td^r \), \( d_{J^r} = 0 \), and \( \tilde{x}^r \in \mathcal{R}^n \) with \( \tilde{x}^r_{J^r} = x^r_{J^r} \).

**Proof.** Since \( d^r \) is the solution of (4.1.2), by Fermat’s rule, we get that

\[
d^r \in \arg\min_{d \in \mathcal{R}^n} \{ \langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), d \rangle + \tau \psi(x^r + d) \mid d_{J^r} = 0 \},
\]

which implies that

\[
\langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), d^r \rangle + \tau \psi(x^r + d^r)
\]

\[
\leq \langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), \tilde{x}^r - x^r \rangle + \tau \psi(\tilde{x}^r)
\]

holds for all \( \tilde{x}^r \in \mathcal{R}^n \) with \( \tilde{x}^r_{J^r} = x^r_{J^r} \), i.e.,

\[
\langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), d^r - \tilde{x}^r + x^r \rangle \leq \tau \psi(\tilde{x}^r) - \tau \psi(x^r + d^r). \tag{4.5.6}
\]

Hence, we obtain

\[
\langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), \tilde{x}^r(t) - \tilde{x}^r \rangle + \tau \psi(\tilde{x}^r(t)) - \tau \psi(\tilde{x}^r)
\]

\[
= \langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), x^r + td^r - \tilde{x}^r \rangle + \tau \psi(x^r + td^r) - \tau \psi(\tilde{x}^r)
\]

\[
= \langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), x^r + d^r - \tilde{x}^r \rangle + \tau \psi(x^r + td^r) - \tau \psi(\tilde{x}^r)
\]

\[
+ (t - 1) \langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), d^r \rangle
\]
≤ \tau \psi(\bar{x}^r) - \tau \psi(x^r + d^r) + (t - 1)\langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), d^r \rangle + \tau \psi(x^r + td^r) - \tau \psi(\bar{x}^r) \\
≤ (t - 1) \left[ \tau \psi(x^r + d^r) - \tau \psi(x^r) + \langle \nabla f(x^r) + \nabla_1 B_{\eta^r}(x^r + d^r, x^r), d^r \rangle \right] \\
= (t - 1) \left[ (1 - \gamma) \langle \nabla_1 B_{\eta^r}(x^r + d^r, x^r), d^r \rangle + \Delta(x^r + d^r) \right],

where the first inequality follows from (4.5.6), the second inequality follows from (4.2.8), and the last inequality follows from (4.3.13).

The next lemma presents a relation of the directions generated with the blocks \( \mathcal{N} \) and \( J \). Recall that \( \varphi(r) \) and \( \Gamma \) are defined in the restricted Gauss-Seidel rule.

**Lemma 4.5.6.** Suppose that Assumption 4.5.1 holds. Let \( \bar{\eta}(x) = \frac{1}{2} \mu \varphi^T x \). Then, the following statements hold for any \( \eta^r \in \Psi(X; \mu, \bar{\mathcal{L}}) \).

(a) \( \|d_\eta(x^r; \mathcal{N})\| \leq \omega \sum_{i=r}^{\varphi(r)-1} \|d_\eta(x^i; J^i)\| \) for all \( r \in \Gamma \), where \( \omega = \frac{\sqrt{(L + \mu)^2 - 4\mu^2} + (L + \mu)}{2\mu} > 0 \).

(b) If \( \lim_{r \to \infty} F(x^r) > -\infty \), then \( \lim_{r \to \infty} \sum_{i=r}^{\varphi(r)-1} \|d_\eta(x^i; J^i)\| = 0 \).

(c) If \( \lim_{r \to \infty} F(x^r) > -\infty \), then \( \lim_{r \to \infty} d_\eta(x^r; \mathcal{N}) = 0 \).

**Proof.** (a) By using Lemmas 4.5.1, 4.5.3, and 4.5.4, we can show this inequality in a similar manner to [69, Theorem 2(a)]. Here, we omit the details.

(b) Under Assumption 4.5.1 and the assumption \( \lim_{r \to \infty} F(x^r) > -\infty \), we have from Lemma 4.5.2 that \( \lim_{r \to \infty} d_\eta(x^r; J^r) = 0 \). Moreover, we obtain \( \lim_{r \to \infty} \sum_{i=r}^{\varphi(r)-1} \|d_\eta(x^i; J^i)\| = 0 \) since \( \varphi(r) - r \leq n \) for all \( r \in \Gamma \).

(c) Combining (b) with (a) in this lemma, we have \( \lim_{r \to \infty} d_\eta(x^r; \mathcal{N}) = 0 \).

Suppose that \( \lim_{r \to \infty} F(x^r) > -\infty \). From Lemma 4.5.6 (b), we have \( \lim_{r \to \infty} \sum_{i=r}^{\varphi(r)-1} \|d_\eta(x^i; J^i)\| = 0 \), which yields

\[
\lim_{r \to \infty, r \in \Gamma} \{ x^{\varphi(r)} - x^r \} = 0,
\]

since \( x^{\varphi(r)} - x^r = \sum_{i=r}^{\varphi(r)-1} \alpha^r d^r \) and \( 0 \leq \alpha^r \leq \sup_r \alpha^r_{\text{init}} < \infty \).

Further, from Assumptions 4.5.1, 4.5.3, and Lemma 4.5.6 (c), we obtain \( \lim_{r \to \infty, r \in \Gamma} \text{dist}(x^r, \bar{X}) = 0 \), i.e.,

\[
\lim_{r \to \infty, r \in \Gamma} \|x^r - \bar{x}^r\| = 0,
\]
where $\bar{x}^r$ denotes the stationary point nearest to $x^r$. Then, it yields $\lim_{r \to \infty, r \in \Gamma} \{x^r(r) - \bar{x}^r - \bar{x}^r(r) + \bar{x}^r\} = 0$. Hence, we have from (4.5.7) that

$$\lim_{r \to \infty, r \in \Gamma} \{\bar{x}^r(r) - \bar{x}^r\} = 0.$$  \hfill (4.5.9)

Then, it follows from Assumption 4.5.2 that there exist scalars $\bar{r} > 0$ and $F^* \in \mathbb{R}$ such that

$$F(\bar{x}^r) = F^*, \quad \forall r \in \Gamma, \quad r \geq \bar{r}. \hfill (4.5.10)$$

The following lemma states that the value $F^*$ defined in (4.5.10) is a lower bound for the sequence $\{F(x^r)\}$.

**Lemma 4.5.7.** Suppose that Assumptions 4.5.1-4.5.3 hold. If $\lim_{r \to \infty} F(x^r) > -\infty$, then $\lim_{r \to \infty, r \in \Gamma} F(x^r) \geq F^*$, where $F^*$ is defined in (4.5.10).

**Proof.** The existence of the limit of $\{F(x^r)\}_{r \in \Gamma}$ is guaranteed by Remark 4.3.3. Next, we only need to show $\lim_{r \to \infty, r \in \Gamma} F(x^r) \geq F^*$.

Let $\bar{x}^r$ be a stationary point of problem (4.1.1). From Corollary 4.3.1, we have $F^r(\bar{x}^r, d) \geq 0$ for any $d \in \mathbb{R}^n$. Then, for any $x^r$ satisfying (4.5.8), we get

$$\langle \nabla f(\bar{x}^r), x^r - \bar{x}^r \rangle + \tau \psi(x^r) - \tau \psi(\bar{x}^r) \geq 0.$$ \hfill (4.5.11)

Since $f$ is smooth, using the mean value theorem, we have

$$f(x^r) - f(\bar{x}^r) = \langle \nabla f(\xi^r), x^r - \bar{x}^r \rangle,$$ \hfill (4.5.12)

where $\xi^r$ lies on the line segment joining $x^r$ and $\bar{x}^r$.

Then, we obtain

$$F^* - F(x^r) = f(\bar{x}^r) - f(x^r) + \tau \psi(\bar{x}^r) - \tau \psi(x^r) \leq \langle \nabla f(\xi^r) - \nabla f(\bar{x}^r), \bar{x}^r - x^r \rangle \leq \|\nabla f(\xi^r) - \nabla f(\bar{x}^r)\| \|\bar{x}^r - x^r\| \leq L_f \|\bar{x}^r - x^r\|^2,$$

where the first inequality follows from (4.5.11) and (4.5.12), and the last inequality follows from Assumption 4.5.1 and the inequality $\|\bar{x}^r - \xi^r\| \leq \|\bar{x}^r - x^r\|$.

Letting $r \to \infty$ and $r \in \Gamma$, we get the desired inequality by (4.5.8). \hfill \blacksquare

The next result presents an estimator for the distance between $F(x^r)$ and $F^*$. It is a modification of [69, (40) on Page 408] and plays a key role to prove the convergence rate of the BCPG methods for the nonsmooth problem (4.1.1).
Lemma 4.5.8. Suppose that Assumptions 4.5.1-4.5.3 hold. Then, there exists a positive constant $\varpi$ such that $F(x^{\varphi(r)}) - F^* \leq -\varpi \sum_{i=r}^{\varphi(r)-1} \Delta(x^i + d^i)$ holds for any sufficiently large $r \in \Gamma$, where $\varphi(r)$ is defined in the restricted Gauss-Seidel rule, and $F^*$ is defined in (4.5.10).

**Proof.** Let $\bar{x}^r$ be a stationary point of problem (4.1.1). From the restricted Gauss-Seidel rule, we have

$$
\psi(\bar{x}^r) = \sum_{i=r}^{\varphi(r)-1} \psi_{ji}(\bar{x}^r_i), \forall r \in \Gamma. \tag{4.5.13}
$$

Then, for a sufficiently large $r \in \Gamma$, we have

$$
F(x^{\varphi(r)}) - F^* = f(x^{\varphi(r)}) - f(\bar{x}^r) + \tau \psi(x^{\varphi(r)}) - \tau \psi(\bar{x}^r)
$$

$$
= \langle \nabla f(\bar{\xi}^r), x^{\varphi(r)} - \bar{x}^r \rangle + \tau \sum_{i=r}^{\varphi(r)-1} \left[ \psi_{ji}(x^{\varphi(r)}_i) - \psi_{ji}(\bar{x}^r_i) \right]
$$

$$
= \left\{ \langle \nabla f(\bar{\xi}^r) - \nabla f(x^r), x^{\varphi(r)} - \bar{x}^r \rangle \right\} + \left\{ \sum_{i=r}^{\varphi(r)-1} \langle \nabla_{ji} f(x^i) - \nabla_{ji} f(\bar{x}^r_i), x^{\varphi(r)}_i - \bar{x}^r_i \rangle + \tau \psi_{ji}(x^{\varphi(r)}_i) - \tau \psi_{ji}(\bar{x}^r_i) \right\}
$$

$$
+ \left\{ \sum_{i=r}^{\varphi(r)-1} \langle \nabla_{ji} B_{\eta^i}(x^i + d^i, x^i), \bar{x}^r_i - x^{\varphi(r)}_i \rangle \right\}
$$

$$
:= S_1 + S_2 + S_3 + S_4,
$$

where the second equality follows from (4.5.13) and the mean value theorem ($\bar{\xi}^r$ lies on the line segment joining $x^{\varphi(r)}$ and $\bar{x}^r$), and $S_i$, $i = 1, \ldots, 4$, denotes the four terms in the above braces, respectively.

For $S_1$, $S_2$, and $S_4$, we can show that there exists a positive constant $w_3 = nL_f(\varpi w_2 + 2n) + nL$ such that $S_1, S_2, S_4 \leq w_3 \sum_{i=r}^{\varphi(r)-1} \|d^i\|^2$ from Lemma 4.6.1 and Assumption 4.5.1 and 4.5.3.

For $S_3$, we get for all $\gamma \in [0, 1)$ that

$$
S_3 \leq \sum_{i=r}^{\varphi(r)-1} (\alpha^i - 1)\left[(1 - \gamma)\langle \nabla_{ji} B_{\eta^i}(x^i + d^i, x^i), d^i \rangle + \Delta(x^i + d^i) \right]
$$

$$
\leq \sum_{i=r}^{\varphi(r)-1} (\alpha^i - 1)\Delta(x^i + d^i),
$$
where the first inequality follows from Lemma 4.5.5, and the second inequality follows from $\langle \nabla_1 B_{\eta_i}(x^i + d^i, x^i), d^i \rangle \geq 0$, $\alpha^i \leq 1$, and $\gamma \in [0, 1)$.

Thus, we obtain

$$F(x^{\varphi(r)}) - F^* \leq \sum_{i=r}^{\varphi(r)-1} \|d^i\|^2 + \sum_{i=r}^{\varphi(r)-1} (\alpha^i - 1) \Delta(x^i + d^i) \leq \left( - \left( \frac{3w_3}{(1 - \gamma)\mu} + 1 \right) \right) \sum_{i=r}^{\varphi(r)-1} \Delta(x^i + d^i),$$

where the second inequality follows from Lemma 4.3.3 and $\alpha^i > 0$. Setting $\varpi = \frac{3w_3}{(1 - \gamma)\mu} + 1$, we complete the proof.

Now, we show the linear convergence rates for $\{F(x^r)\}_{\Gamma}$ and $\{x^r\}_{\Gamma}$.

**Theorem 4.5.1.** Suppose that Assumptions 4.5.1-4.5.3 hold. Let $\eta^r \in \Psi(X; \mu, L)$ and $\{x^r\}$ be generated by the BCPG methods with the restricted Gauss-Seidel rule. Then, we have either $\{F(x^r)\} \downarrow -\infty$ as $r \to \infty$ or $\{F(x^r)\}_{\Gamma}$ converges to $F^*$ at least $Q$-linearly, where $F^*$ is defined in (4.5.10).

**Proof.** From Remark 4.3.3, we have either $\{F(x^r)\} \downarrow -\infty$ as $r \to \infty$ or $\{F(x^r)\} > -\infty$ as $r \to \infty$. Next, we only suppose that $\{F(x^r)\} > -\infty$.

From the Armijo rule and Lemma 4.5.1, for any $r \in \Gamma$, we have

$$F(x^{i+1}) - F(x^i) \leq \sigma \alpha^i \Delta(x^i + d^i) \leq \sigma \Delta(x^i + d^i), \forall i \in \{r, r + 1, \ldots, \varphi(r) - 1\}.$$

Summing over $i = r, r + 1, \ldots, \varphi(r) - 1$, we have

$$F(x^{\varphi(r)}) - F(x^r) \leq \sigma \sum_{i=r}^{\varphi(r)-1} \Delta(x^i + d^i), \forall r \in \Gamma. \tag{4.5.14}$$

Using (4.5.14), Lemmas 4.5.7 and 4.5.8, we obtain for any sufficiently large $r \in \Gamma$ that

$$0 \leq F(x^{\varphi(r)}) - F^* \leq -\varpi \sum_{i=r}^{\varphi(r)-1} \Delta(x^i + d^i) \leq w_4 (F(x^r) - F(x^{\varphi(r)})),$$

where $w_4 = \frac{\varpi}{\sigma} > 0$.

Rearranging the above inequalities, we have

$$F(x^{\varphi(r)}) - F^* \leq \frac{w_4}{1 + w_4} (F(x^r) - F^*), \tag{4.5.15}$$

which implies that $\{F(x^r)\}_{\Gamma}$ converges to $F^*$ at least $Q$-linearly.
Remark 4.5.1. From (4.5.15), we find that constant \( w_4 \) has impact on the convergence of \( \{F(x^r)\} \). By \( w_2, w_3 \) and \( \varpi \) in Lemmas 4.5.6 (a) and 4.5.8, we have that \( w_4 = \frac{1}{\sigma} \left\{ 1 + \frac{1}{(1-\gamma)\mu} \left[ 6n^2L_f + 3nL_f + 3nL_f \kappa \left( \frac{\sqrt{(\varpi + \mu)^2 - 4\mu^2}}{2\mu} + \frac{\varpi + \mu}{2\mu} + \frac{L_f}{\mu} \right) \right] \right\} \). If constant \( w_4 \) is not very big for some \( \mu, \overline{\nu} > 0, \mu \leq \overline{\nu} \), it follows from (4.5.15) that we may achieve good convergence by choosing kernels such that \( \mu \) is set as high as possible, and \( \overline{\nu} \) is set as low as possible. If \( w_4 \) is sufficiently large for any \( \mu, \overline{\nu} > 0, \mu \leq \overline{\nu} \), \( \frac{w_4}{1+w_4} \) approaches to constant 1. Then the influence of constants \( \mu \) and \( \overline{\nu} \) is negligible.

Theorem 4.5.2. Suppose that Assumptions 4.5.1-4.5.3 hold. Let \( \eta^r \in \Psi(X; \mu, \overline{\nu}) \) and \( \{x^r\} \) be generated by the BCPG methods with the restricted Gauss-Seidel rule. If \( \{F(x^r)\} > -\infty \), then \( \{x^r\}_\Gamma \) converges to a stationary point of problem (4.1.1) at least \( R \)-linearly.

Proof. First, we show the global convergence of \( \{x^r\}_\Gamma \). For convenience, we denote \( \Gamma = \{k_1, k_2, \ldots \} \). Since \( \{F(x^r)\}_\Gamma \) converges to \( F^* \) at least \( Q \)-linearly by Theorem 4.5.1, \( \{F(x^{k_i})\} \) also converges to \( F^* \) at least \( R \)-linearly, where \( F^* \) is defined in (4.5.10). Thus, there exist constants \( K > 0, \hat{c} \in (0, 1) \), and an integer \( \hat{t} \) such that

\[
F(x^{k_i}) - F^* \leq K \hat{c}^t
\]  
(4.5.16)

for any \( t > \hat{t} \). Using (4.5.14) and Lemma 4.3.3, we have

\[
F(x^{k_i}) - F(x^{k_i+1}) \geq -\sigma \sum_{i=k_t}^{k_{i+1}-1} \Delta(x^i + d^i) \geq -\sigma(\gamma - 1)\mu \sum_{i=k_t}^{k_{i+1}-1} \|d^i\|^2.
\]

Since \( x^{i+1} = x^i + \alpha^i d^i \) and sup \( \alpha^r \leq 1 \), we further have

\[
F(x^{k_i}) - F(x^{k_i+1}) \geq \sigma(1 - \gamma)\mu \sum_{i=k_t}^{k_{i+1}-1} \|x^{i+1} - x^i\|^2.
\]  
(4.5.17)

Hence, we obtain

\[
\|x^{k_{i+1}} - x^{k_i}\| \leq \sqrt{\frac{(k_{i+1} - k_i) \sum_{i=k_t}^{k_{i+1}-1} \|x^{i+1} - x^i\|^2}{\sigma(1 - \gamma)\mu}}
\]

\[
\leq \sqrt{\frac{n}{\sigma(1 - \gamma)\mu}} (F(x^{k_i}) - F(x^{k_{i+1}}))
\]

\[
= \sqrt{\frac{n}{\sigma(1 - \gamma)\mu}} (F(x^{k_i}) - F^* + F^* - F(x^{k_{i+1}}))
\]

\[
\leq \sqrt{\frac{n}{\sigma(1 - \gamma)\mu}} (F(x^{k_i}) - F^*)
\]

\[
\leq \sqrt{\frac{n}{\sigma(1 - \gamma)\mu}} K \hat{c}^t,
\]
where the second inequality follows from $k_{i+1} - k_i \leq n$ and (4.5.17), the third inequality follows from Lemma 4.5.7, and the last inequality follows from (4.5.16).

We denote $p := \sqrt{\frac{n}{\sigma(1-\gamma)^2}}K$ and $\bar{c} := \hat{c}^\frac{1}{2}$. Then, for any positive integers $m$, $n$ with $m > n$, we have

$$
\|x_{km} - x_{kn}\| \leq \sum_{l=0}^{k_m-k_n-1} \|x_{km-l} - x_{km-l-1}\| \leq p \sum_{l=0}^{k_m-k_n-1} \bar{c}^{k_m-l-1} = p \frac{\bar{c}^{k_n} - \bar{c}^{k_m}}{1 - \bar{c}} \leq p \frac{\bar{c}^{k_n}}{1 - \bar{c}},
$$

which implies that $\{x^{ki}\}$ is a Cauchy sequence because of $0 < \bar{c} = \hat{c}^\frac{1}{2} < 1$. Hence, $\{x^{ki}\}$ is convergent, i.e., $\{x^r\}_\Gamma$ is convergent. Let $x^\infty$ denote the limit of $\{x^r\}_\Gamma$. Then, $x^\infty$ is a stationary point of $F$ from Theorem 4.4.1.

Finally, we complete the proof by showing the linear convergence rate of $\{x^r\}_\Gamma$.

Since $\|x_{km} - x_{kn}\| \leq p \frac{\bar{c}^{k_m} - \bar{c}^{k_n}}{1 - \bar{c}}$, by letting $m \to \infty$, we have

$$
\|x^\infty - x^{kn}\| = \lim_{m \to \infty} \|x_{km} - x^{kn}\| \leq \lim_{m \to \infty} p \frac{\bar{c}^{k_n} - \bar{c}^{k_m}}{1 - \bar{c}} = p \frac{\bar{c}^{k_n}}{1 - \bar{c}},
$$

which implies that $\{x^{kn}\}$ converges to $x^\infty$ at least $R$-linearly, since $0 < \bar{c} < 1$. 

### 4.6 Special BCPG methods

In this section, we discuss three special BCPG methods: the block coordinate descent method, the inexact BCPG methods and an inexact block coordinate descent method. We present some sufficient conditions for their global convergence.

#### 4.6.1 The block coordinate descent (BCD) method

In this subsection, first, we show that the unit step size is acceptable for the BCD method presented in Subsection 4.3.1. Then, we note that the requirement for its linear convergence in Theorem 4.5.2 can be weakened. To this end, we require the following definitions.

**Definition 4.6.1.** A function $f : X \to \mathcal{R}$ is strongly convex with respect to the block $J$ if the inequality $f(y_j, x_J) - f(x_J, x_J) - \langle \nabla_J f(x_J, x_J), y_j - x_J \rangle \geq \frac{\mu_f}{2} \|y_j - x_J\|^2$ holds for any $x_J, y_j \subseteq \mathcal{R}^{|J|}$, and $(x_J, x_J), (y_j, x_J) \in X$, where $\mu_f$ is a positive constant.

Note that, if $f$ is strongly convex with respect to a block $J$, then the solution of the subproblem (4.3.3) is unique.

**Remark 4.6.1.** If Definition 4.6.1 does not hold for a certain block $J$, we may take $f(x) + \mu \|x\|^2$ ($\mu > 0$) instead of $f(x)$ in (4.3.2). In this case, the BCPG methods reduce to the block coordinate proximal point method [74].
Based on the Definitions 4.6.1 and 2.2.3, we assume that the smooth part $f$ satisfies the following conditions.

**Assumption 4.6.1.** (1) The function $f$ is strongly convex with respect to each block.

(2) The gradient $\nabla f$ is block-wise Lipschitz continuous with respect to each block, which is precisely defined by Definition 2.2.3 in Subsection 2.2.2.

For convenience, we let the scalar $\mu_{\min}$ denote the smallest strongly convex parameter for different blocks, and let the scalar $L_{\max}$ denote the largest Lipschitz constant of $f$ for different blocks.

The following theorem states that the unit step size ($\alpha^r = 1$) can be adapted for the BCD method.

**Theorem 4.6.1.** Suppose that Assumption 4.6.1 holds. Then, the unit step size $\alpha^r = 1$ is acceptable for the BCD method.

**Proof.** Without loss of generality, we consider the case at the $r$-th iteration. Thus, we obtain $d_{jr}^r = 0$. Since the BCD method is a special case of the BCPG method, we can prove the following inequality by a similar argument for (4.3.9) in Lemma 4.3.1.

$$\tau \psi(x^r + d^r) - \tau \psi(x^r) \leq -\langle \nabla f(x^r + d^r), d^r \rangle.$$

(4.6.1)

Then, $\Delta(x^r + d^r)$ in (4.3.13) can be rewritten as follows.

$$\Delta(x^r + d^r) = \langle \nabla f(x^r), d^r \rangle + \gamma \langle \nabla f(x^r + d^r) - \nabla f(x^r), d^r \rangle + \tau \psi(x^r + d^r) - \tau \psi(x^r).$$

(4.6.2)

Hence,

$$F(x^r + d^r) - F(x^r) - \sigma \Delta(x^r + d^r)$$

$$= f(x^r + d^r) - f(x^r) - \sigma(1 - \gamma)\langle \nabla f(x^r), d^r \rangle - \sigma \gamma \langle \nabla f(x^r + d^r), d^r \rangle$$

$$+ (1 - \sigma)[\tau \psi(x^r + d^r) - \tau \psi(x^r)]$$

$$\leq f(x^r + d^r) - f(x^r) - \langle \nabla f(x^r + d^r), d^r \rangle - \sigma(1 - \gamma)\langle \nabla f(x^r) - \nabla f(x^r + d^r), d^r \rangle$$

$$\leq \left( -\frac{\mu_{\min}}{2} + \sigma(1 - \gamma)L_{\max} \right) \|d^r\|^2,$$

where the first equality follows from (4.6.2), the first inequality follows from (4.6.1), and the last inequality follows from the block strong convexity and block gradient Lipschitz continuity of $f$.

Note that the parameters $\mu_{\min}$ and $L_{\max}$ are fixed constants. By selecting appropriate parameters $\sigma$ and $\gamma$ in the Armijo rule, we can ensure that $-\frac{\mu_{\min}}{2} + \sigma(1 - \gamma)L_{\max} < 0$ for all $r$, i.e., $\alpha^r = 1$ is acceptable for the BCD method.

The next theorem states the convergence rate of the BCD method, which is a direct corollary of Theorem 4.5.2.
Theorem 4.6.2. Suppose that function $f$ in problem (4.1.1) is strongly convex and Assumption 4.5.1 holds. Let $\{J^r\}$ be selected by the restricted Gauss-Seidel rule. Then $\{x^r\}_r$ generated by the BCD method converges to an optimal solution of problem (4.1.1) at least $R$-linearly.

Note that, Theorem 4.6.2 holds even if $f$ is block strongly convex and block gradient Lipschitz continuous for each block. To the best of our knowledge, this is the first linear convergence result on the classical block coordinate descent method for the nonsmooth problem (4.1.1).

4.6.2 Inexact BCPG methods

As described in Subsection 4.3.1, the inexact BCPG methods with the criterion (4.3.4) can be regarded as the special cases of the proposed BCPG methods with the kernel $\tilde{\eta}^r(x) = \eta(x) + x^T E^r x$. Next, we present a sufficient condition on the error $\varepsilon^r$ and the direction $d^r$ for the convergence of the inexact BCPG methods.

Lemma 4.6.1. Let $\eta^r \in \Psi(X; \mu, \bar{L})$, $\delta_\mu \in (0, \mu)$, and $\delta_L \in (0, \infty)$. Suppose that $(d^r, \varepsilon^r) \in \mathbb{R}^n \times \mathbb{R}^n$ satisfies (4.3.4) and

$$|\varepsilon^r| \leq \min\{\delta_\mu, \delta_L\}|d^r|.$$  \hspace{1cm} (4.6.3)

Then, for all $r$, the kernel $\tilde{\eta}^r(x)$ belongs to the set $\Psi(X; \hat{\mu}, \hat{L})$, where $\tilde{\eta}^r(x)$ is defined by (4.3.7), $\hat{\mu} = \mu - \delta_\mu > 0$, and $\hat{L} = \bar{L} + \delta_L$.

Proof. First, we show that $\tilde{\eta}^r(x) = \eta^r(x) + x^T E^r x \in \Phi(X; \hat{\mu})$. It is equivalent to show that $\langle \nabla \tilde{\eta}^r(y) - \nabla \tilde{\eta}^r(x), y - x \rangle - \hat{\mu} \|y - x\|^2 \geq 0$ for any $x, y \in \text{int} X$.

In fact, we have

$$\langle \nabla \tilde{\eta}^r(y) - \nabla \tilde{\eta}^r(x), y - x \rangle - \hat{\mu} \|y - x\|^2$$

$$= \langle \nabla \eta^r(y) - \nabla \eta^r(x), y - x \rangle + (y - x)^T (E^r - \hat{\mu}I)(y - x)$$

$$\geq (y - x)^T (\hat{\mu}I + E^r - \hat{\mu}I)(y - x)$$

$$\geq 0,$$

where $I \in \mathbb{R}^{n \times n}$ is an identity matrix, and the first inequality follows from strong convexity of function $\eta^r$, and the last inequality holds from (4.3.5) and (4.6.3). Hence, the first part is proved.

In the next part, we prove that $\nabla \tilde{\eta}^r(x)$ is $\hat{L}$-Lipschitz continuous. It is equivalent to show that $\|\nabla \tilde{\eta}^r(y) - \nabla \tilde{\eta}^r(x)\| \leq \hat{L}\|y - x\|$ for any $x, y \in \text{int} X$. In fact, we have

$$\|\nabla \tilde{\eta}^r(y) - \nabla \tilde{\eta}^r(x)\| \leq \|\nabla \eta^r(y) - \nabla \eta^r(x)\| + \|E^r(y - x)\|$$
4.6 Special BCPG methods

\[
\leq (\bar{L} + \max |E_{ii}^r|)||y - x||
\leq \hat{L}||y - x||,
\]

where the second inequality holds since \(\nabla \eta^r\) is \(\bar{L}\)-Lipschitz continuous and the matrix \(E^r\) is diagonal, and the last inequality follows from (4.3.5) and (4.6.3).

**Remark 4.6.2.** The error \(\varepsilon^r\) may be explicitly given by a subgradient of function \(F\). If \(\psi(x) = 0\), i.e., problem (4.1.1) is a smooth optimization problem, then we may set \(\varepsilon^r_j = -\nabla_j f(x^r) - \nabla_j \eta(x^r + d^r) + \nabla_j \eta(x^r)\), \(j \in J^r\). If \(\psi(x)\) is nondifferentiable, then we have to consider the subdifferential \(\partial \psi(x^r + d^r)\). In some applications, \(\partial \psi(x^r + d^r)\) is explicitly given (For example, when \(\psi(x) = \sum_{i=1}^n |x_i|\) and \(x^r_j + d^r_j = 0\), \(\partial \psi(x^r + d^r) = [-1, 1]\)). Then we may set \(\varepsilon^r_j = \arg\min_{\xi \in \partial \psi(x^r + d^r)} \{-\tau \xi - \nabla_j f(x^r) - \nabla_j \eta(x^r + d^r) + \nabla_j \eta(x^r)\}, j \in J^r\).

Lemma 4.6.1 shows that the inexact BCPG methods are reduced to the exact BCPG methods with \(\tilde{\eta}^r \in \Psi(X; \hat{\mu}, \hat{L})\) in Step 2. Combining Lemma 4.6.1 and Theorem 4.5.2, we obtain the following theorem immediately, which states the linear convergence rate of the inexact BCPG methods.

**Theorem 4.6.3.** Let \(\eta^r \in \Psi(X; \mu, L)\). Suppose that Assumptions 4.5.1-4.5.3 hold and that \((d^r, \varepsilon^r)\) satisfies (4.3.4) and (4.6.3) for any \(r > 0\). Then, \(\{x^r\}_n\) generated by the inexact BCPG methods with the restricted Gauss-Seidel rule converges to a stationary point of problem (4.1.1) at least \(R\)-linearly if \(\{F(x^r)\} > -\infty\).

### 4.6.3 An inexact block coordinate descent (BCD) method

Letting the kernels of the inexact BCPG methods be the functions defined by (4.3.2), the inexact BCPG methods reduce to an inexact BCD method. In this subsection, we establish a practical criterion for the inexactness, and propose a specific inexact BCD algorithm with unit step size for solving problem (4.1.1). We show that the proposed algorithm has \(R\)-linear convergence rate as well.

By the definition of the approximate solution in (4.3.4), we say that \(d^r_{J^r}\) is an approximate solution of subproblem (4.3.3) with error \(\varepsilon^r_{J^r}\) if the pair \((d^r_{J^r}, \varepsilon^r_{J^r})\) satisfies

\[
\nabla_{J^r} f(x^r_{J^r} + d^r_{J^r}, x^r_{J^r}) + \varepsilon^r_{J^r} \in -\tau \partial \psi_{J^r}(x^r_{J^r} + d^r_{J^r}).
\]

Then the condition (4.6.3) holds if the direction \(d^r_{J^r}\) satisfies the following inequality.

\[
\min_{\xi \in \partial \psi_{J^r}(x^r_{J^r} + d^r_{J^r})} ||\nabla_{J^r} f(x^r_{J^r} + d^r_{J^r}, x^r_{J^r}) + \tau \xi|| \leq \min\{\delta_{\mu}, \delta_L\}||d^r_{J^r}||,
\]
where $\delta_\mu \in (0, \mu)$, and $\delta_L \in (0, \infty)$. In the following part, we adopt inequality (4.6.5) as a criterion for the inexact BCD method.

The following theorem shows that the unit step size ($\alpha^r = 1$) is also acceptable for the inexact BCD method with (4.6.5).

**Theorem 4.6.4.** Suppose that Assumption 4.6.1 holds, and that the direction $d^r$ satisfies (4.6.5) for any $r$. Then, the unit step size $\alpha = 1$ is acceptable for the inexact BCD method with (4.6.5).

**Proof.** To show this theorem, it is sufficient to show that step size $\alpha^r = 1$ satisfies inequality (4.3.12) in Armijo rule with the kernel (4.3.2). Let $\varepsilon_{J^r}$ denote the error corresponding to the direction $d_{J^r}$. From (4.6.4), we obtain

$$\tau \psi_{J^r}(x_{J^r}^r + d_{J^r}^r) - \tau \psi_{J^r}(x_{J^r}^r) \leq -\langle \nabla_{J^r} f(x_{J^r}^r + d_{J^r}^r, x_{J^r}^r), d_{J^r}^r \rangle + \varepsilon_{J^r}, d_{J^r}^r\rangle.$$ 

By a similar deduction to the proof of Theorem 4.6.1, we get

$$F(x_{J^r}^r + d_{J^r}^r, x_{J^r}^r) - F(x^r) - \sigma \Delta(x_{J^r}^r + d_{J^r}^r, x_{J^r}^r)$$

$$\leq f(x_{J^r}^r + d_{J^r}^r, x_{J^r}^r) - f(x^r) - \langle \nabla_{J^r} f(x_{J^r}^r + d_{J^r}^r, x_{J^r}^r), d_{J^r}^r \rangle$$

$$- \sigma (1 - \gamma) \langle \nabla_{J^r} f(x^r) - \nabla_{J^r} f(x_{J^r}^r + d_{J^r}^r, x_{J^r}^r), d_{J^r}^r \rangle - (1 - \sigma) \langle \varepsilon_{J^r}^r, d_{J^r}^r \rangle$$

$$\leq \left( -\frac{\mu_{\min}}{2} + \sigma (1 - \gamma) L_{\max} + (1 - \sigma) \min\{\delta_\mu, \delta_L\} \right) ||d_{J^r}^r||^2,$$

where the last inequality follows from Assumption 4.6.1 and (4.6.3). Note that there exist parameters $\sigma \in (0, 1)$ and $\gamma \in [0, 1)$ such that $-\frac{\mu_{\min}}{2} + \sigma (1 - \gamma) L_{\max} + (1 - \sigma) \min\{\delta_\mu, \delta_L\} < 0$. Hence, $\alpha^r = 1$ is acceptable.

Now we describe the inexact BCD algorithm as follows.

**An inexact block coordinate descent algorithm:**

**Step 0:** Select an initial point $x^0 \in \text{int} X$, and let $r = 0$.

**Step 1:** If a termination condition holds, then stop.

**Step 2:** Select a block $J^r$ by the restricted Gauss-Seidel rule.

**Step 3:** Solve subproblem (4.3.3) by a proper method to get a search direction $d^r$ satisfying (4.6.5).

**Step 4:** Set $x_{J^r}^{r+1} = x_{J^r}^r + d_{J^r}^r$, $x_{J^r}^{r+1} = x_{J^r}^r$, and $r = r + 1$. Go to Step 1.

We would like to emphasize that the inexact BCD algorithm does not use the line search. Hence, it is suitable for large scale problems, whose objective function values are expensive to evaluate.

The following theorem shows the linear convergence rate of the inexact BCD algorithm, which follows from Theorems 4.6.3 and 4.6.4 immediately.
**Theorem 4.6.5.** Suppose that function $f$ in problem (4.1.1) is strongly convex and that Assumption 4.5.1 holds. Then, $\{x^r\}_r$ generated by the inexact BCD algorithm converges to an optimal point of problem (4.1.1) at least $R$-linearly.

As noted in Subsection 4.6.1, Theorem 4.6.5 also holds under Assumption 4.6.1.

### 4.7 Numerical experiments

In this section, we propose a new algorithm for a convex optimization problem with separable simplex constraints, which is an inexact BCPG method with variable kernels. We also report numerical results for the proposed algorithm and compare it with the exponentiated gradient algorithm, which is one of the standard solvers in the machine learning community.

#### 4.7.1 The Log-linear dual problem

Let $\{(y_i, z_i), i = 1, 2, \ldots, l\}$ be given data, where $y_i \in \mathcal{X}$ and $z_i \in \mathcal{Y} := \{1, 2, \ldots, m\}$ represent features and a label (class) of data, respectively. Some of the structured prediction problems in supervised machine learning [19] can be written as follows.

$$
\begin{align*}
\text{minimize} & \quad - \sum_i \ln p(z_i | y_i; w) + \frac{C}{2} \| w \|^2, \\
\text{subject to} & \quad w \in \mathbb{R}^d,
\end{align*}
$$

(4.7.1)

where $C > 0$ is a regularization constant, $w \in \mathbb{R}^d$ is a decision parameter, and function $p(z_i | y_i; w)$ is the conditional distribution defined by

$$
p(z_i | y_i; w) = \frac{1}{\sum_{j=1}^m \exp \langle w, \phi(y_i, z_j) \rangle} \exp \langle w, \phi(y_i, z_i) \rangle,
$$

where function $\phi(u, v) : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}^d$ maps data $(u, v)$ to feature vectors.

Collins et al. [19] show that problem (4.7.1) can be transformed into the following convex dual problem, which is called “the Log-linear dual” in [19].

$$
\begin{align*}
\text{minimize} & \quad \tilde{F}(x) := \frac{1}{2} x^T A x + \sum_i x_i \ln x_i \\
\text{subject to} & \quad x \in \Delta^l,
\end{align*}
$$

(4.7.2)

where $x \in \mathbb{R}^n$, $n = lm$, and $\Delta^l$ is the Cartesian product of $\Delta$, i.e., $\Delta^l = \Delta \times \cdots \times \Delta$, $\Delta$ denotes the simplex of distributions over a classification, i.e.,

$$
\Delta = \{ x \in \mathbb{R}^m \mid x_i \geq 0, \sum_{i=1}^m x_i = 1 \}.
$$
Moreover, $A$ is an $\mathbb{R}^{n \times n}$ matrix given by

$$A_{tm+i, hm+j} := \frac{1}{C} \langle \varphi_{t+1, i}, \varphi_{h+1, j} \rangle,$$

where $\varphi_{t+1, i} = \phi(y_{t+1}, z_{t+1}) - \phi(y_{t+1}, z_t)$, $t, h \in \{0, 1, \ldots, l - 1\}$ and $i, j \in \{1, \ldots, m\}$.

Note that matrix $A$ in (4.7.2) is symmetric and positive semidefinite. For convenience, we use the following notations in this section. The $k$-th $m \times m$ diagonal block of matrix $A$ is denoted by $A_{kk}$, $k \in \{1, \ldots, m\}$. The vector $e_k \in \mathbb{R}^n$ denotes the vector, whose components are all ones. Moreover, we choose blocks $\{J_r\}$ in this section as follows.

$$J_r = \{k(r)m + 1, k(r)m + 2, \ldots, k(r)m + m\},$$

(4.7.3)

where $k(r) = r \mod l$, that is, we choose blocks by the cyclic rule, defined in Section 2.4, with $N = l$, $J^i = \{i, i + 1, \ldots, i + m - 1\}$, and $i = 1, \ldots, l$.

### 4.7.2 Block type exponentiated gradient (B-EG) algorithm

The exponentiated gradient (EG) algorithm [6, 19] is a very useful method for solving (4.7.2), a problem over unit simplices, since it has an exact closed-form solution on each iteration. Moreover, as described in Table 4.1, the EG algorithm is a special BCPG method with $\eta^r(v) = \frac{1}{t_r} \sum_i v_i \ln v_i$. By easy computing, the solution of subproblem (4.3.1) can be written as follows.

$$d^r_j = \frac{x^r_1 \exp(-t_r \nabla_j \tilde{F}(x^r))}{\sum_{j \in J^r} x^r_j \exp(-t_r \nabla_j \tilde{F}(x^r))} - x^r_j, \quad \forall j \in J^r.$$  

(4.7.4)

It is shown in [19, Theorem 1] that the “batch” EG algorithm (see [19, Figure 1] for details) with a fixed step size $t \in (0, \frac{1}{\|A\|_\infty}]$ converges linearly for problem (4.7.2). This result can be similarly extended to the following “block” type EG algorithm.

**Block type exponentiated gradient (B-EG) algorithm:**

**Step 0:** Select an initial point $x^0 \in \Delta^l$ such that $x^0_i > 0$ for all $i$, and let $r = 0$.

**Step 1:** Let $t_r = \frac{1}{\|A\|_\infty}$ and determine the block $J^r$ by (4.7.3). Compute $d^r_{J^r}$ by (4.7.4).

**Step 2:** Set $x^{r+1}_{J^r} = x^r_{J^r} + d^r_{J^r}$, $x^{r+1}_{\bar{J}^r} = x^r_{\bar{J}^r}$, and $r = r + 1$. Go to Step 1.

**Remark 4.7.1.** Note that the B-EG algorithm is a special BCPG method with the fixed kernel $\eta^r(v) = \|A\|_\infty \sum_i v_i \ln v_i \in \Phi(\Delta^n, \|A\|_\infty)$. Using [19, Lemma 2], we can verify that inequality (4.3.12) holds with the unit step size $\alpha^r = 1$. Hence, it follows from Theorem 4.4.1 that the B-EG algorithm is a globally convergent algorithm for problem (4.7.2).
4.7.3 An inexact BCPG algorithm with variable kernels

Although the EG algorithm is very useful for problem (4.7.2), its convergence speed is still slow. This fact motivates us to try other kernels. We propose a hybrid method of the EG method and the inexact BCD method.

The EG method is studied in Subsection 4.7.2. Next we analyze the case of the inexact BCD method, that is, we need to get an approximate solution to the following problem.

\[
\begin{align*}
\text{minimize} & \quad \tilde{F}(x^r_J + d_J^r, x^r_J) \\
\text{subject to} & \quad x^r_J + d_J^r \in \Delta.
\end{align*}
\]  

(4.7.5)

We consider the Newton method. However, the inequality constraints \(x^r_i + d_i \geq 0\) in the simplex cause the difficulty to solve the Newton subproblem. Hence, we ignore the constraint \(x^r_i + d_i \geq 0\) and solve the following problem with one equality constraint.

\[
\begin{align*}
\text{minimize} & \quad \left\langle \nabla J_r \tilde{F}(x^r_J), d_J^r \right\rangle + \frac{1}{2} d_J^T r \tilde{F}(x^r) d_J^r \\
\text{subject to} & \quad \sum_{i=1}^m d_i = 0,
\end{align*}
\]  

(4.7.6)

where \(\nabla^2_{[r]} \tilde{F}(x^r) \in \mathbb{R}^{m \times m}\) denotes the corresponding diagonal block of \(\nabla^2 \tilde{F}(x^r)\) to the block \(J^r\). By the KKT condition for (4.7.6), we have

\[
\left( \begin{array}{c} d_J^r \\ \lambda \end{array} \right) = \left( \begin{array}{cc} \nabla^2_{[r]} \tilde{F}(x^r) & e_{[m]} \\ e_{[m]}^T & 0 \end{array} \right)^{-1} \left( \begin{array}{c} \nabla_J \tilde{F}(x^r) \\ 0 \end{array} \right),
\]  

(4.7.7)

where \(\lambda \in \mathbb{R}\) denotes a Lagrange multiplier. Note that if \(x^r_J + d_J^r > 0\), then the solution \(d_J^r\) is also a solution of the Newton subproblem for (4.7.5). Let \(\Xi := \{d \in \mathbb{R}^m \mid \sum_{i=1}^m d_i = 0\}\). Then it can be verified that \(\partial \delta_\Xi(d) = \{\gamma e_{[m]} \mid \gamma \in \mathbb{R}\}\), and

\[
\min_{\xi \in \partial \delta_\Xi(d)} \| \nabla_J \hat{F}(x^r_J + d_J^r, x^r_J) + \tau \xi \| = \left\| -\nabla_J \tilde{F}(x^r + d^r) + \frac{1}{m} \sum_{i \in J^r} \nabla_i \hat{F}(x^r_J + d_J^r, x^r_J) e_{[m]} \right\|.
\]

With (4.6.5), we adopt the following conditions as the criterion for the approximate solution of subproblem (4.3.3).

\[
\begin{cases}
-\nabla_J \tilde{F}(x^r + d^r) + \frac{1}{m} \sum_{i \in J^r} \nabla_i \tilde{F}(x^r_J + d_J^r, x^r_J) e_{[m]} \leq (\|A\| + 1)\|d_J^r\| \\
x^r_J + d_J^r > 0.
\end{cases}
\]  

(4.7.8)

Note that criterion (4.7.8) holds for sufficiently large \(r\), since \(\hat{F}\) is strongly convex on \(\Delta^l\) and the solution \(x^*\) of problem (4.7.2) satisfies \(x^*_i > 0\).
Now we formally present the proposed algorithm as follows.

Algorithm 4-1: A hybrid method of B-EG method and inexact BCD method

**Step 0:** Select an initial point \( x^0 \in \Delta^l \) such that \( x^0_i > 0 \) for all \( i \) and let \( r = 0 \).

**Step 1:** Determine the block \( J^r \) by (4.7.3).

**Step 2:** Get a direction \( d^r_{J^r} \) by (4.7.7). If criterion (4.7.8) holds, then set \( x^{r+1}_{J^r} = x^r_{J^r} + d^r_{J^r}, x^{r+1}_{\bar{J}^r} = x^r_{\bar{J}^r} \), and \( r = r + 1 \). Go to Step 1. Otherwise go to Step 3.

**Step 3:** Compute \( d^r_{J^r} \) by (4.7.4) with \( t_r = \frac{1}{\|A\|_\infty} \). Set \( x^{r+1}_{J^r} = x^r_{J^r} + d^r_{J^r}, x^{r+1}_{\bar{J}^r} = x^r_{\bar{J}^r} \), and \( r = r + 1 \). Go to Step 1.

Note that, on each iteration of Algorithm 4-1, we must calculate the Newton direction (4.7.7). Although criterion (4.7.8) holds for sufficiently large \( r \), it may fail in the early steps of Algorithm 4-1. Hence, the calculation of (4.7.7) is redundant for some steps. To reduce the wasted calculations, we may exploit the local error bound or some identification techniques as a switch. Here, we omit such techniques for simplicity.

Moreover, for given \( \nabla J^r \tilde{F}(x^r) \), the iteration complexity of (4.7.7) is \( O(m^3) \). If we calculate the eigenvalue decomposition of \( A_{[k,k]} \) in advance, it can be reduced to \( O(m^2) \). On the other hand, the calculation of \( \nabla J^r \tilde{F}(x^r) \) for (4.7.4) at each iteration is \( O(mn) \). Therefore, if \( m \ll n \), then the burden of Algorithm 4-1 is the calculation of \( \nabla J^r \tilde{F}(x^r) \), and hence the CPU time of one iteration on Algorithm 4-1 is almost same as that of the B-EG algorithm.

**Remark 4.7.2.** It follows from Theorems 4.4.1, 4.6.4 and Remark 4.7.1 that Algorithm 4-1 is a globally convergent algorithm for problem (4.7.2).

### 4.7.4 Results

In this subsection, we report numerical results of Algorithm 4-1 and compare it with the B-EG algorithm. The algorithms are implemented in MATLAB (version 8.3.0.532 (R2014a)) and running on an Intel(R) Core(TM) i5-3470 CPU @3.20GHz. In our implementation, we let matrix \( A = \tilde{A}^T \tilde{A} \), where \( \tilde{A} \) is an \( a \times n \) matrix, whose elements are generated randomly with uniform distribution in the interval \((-\frac{1}{2}, \frac{1}{2})\). Note that matrix \( A \) is singular, when \( a < n \). Besides, we choose

\[
x^0 = \frac{1}{m} (1, 1, \ldots, 1)^T \in \Delta.
\]

We present numerical results on Algorithm 4-1 and the B-EG algorithm for different size problems: \( n = 1000, 2000, 5000 \) and \( m = 10, 50 \) in Figures 1-6, which show plots of the objective function values versus the iteration number of \( t^r \), that is, the number of the iterations for the whole variable. From Figures 1-6, we can see that Algorithm 4-1 converges significantly faster than the B-EG algorithm.
4.8 Conclusion

In this chapter, we have presented a class of block coordinate proximal gradient (BCPG) methods for solving the structured nonconvex optimization problem (4.1.1). For the proposed methods, we have established their global convergence and \( R \)-linear convergence rate under some appropriate assumptions. The idea of using the variable kernels is the innovation of this chapter, which enables us to obtain many well-known algorithms from the proposed BCPG methods, including the (inexact) BCD method. Moreover, some special kernels allow the proposed BCPG methods to adopt the fixed step size. Finally, they help us to construct accelerated algorithms.

There are many issues for the future research.
To extend the linear convergence rate of the proposed BCPG method with the generalized Gauss-Seidel (G-G-S) rule. The essential difference between the G-G-S rule and the restricted Gauss-Seidel rule lies in whether the blocks can be overlapping or not. In Chapter 3, we have shown the linear convergence of the CD method with the G-G-S rule. Thus we think that it may be possible to show the linear convergence of the BCPG method with the G-G-S rule.

To give a convergence speed analysis of the proposed Algorithm 4-1. On step 3 of Algorithm 4-1, we adopt the entropy kernel \( \eta^r = \frac{1}{t_r} \sum_{i=1}^{l} v_i \ln v_i \), which is not gradient Lipschitz continuous as \( v_i \) approaches to the bound of the simplex \( \Delta \). Then entropy kernel function does not belong to the function set \( \Psi(\Delta^l; \mu, L) \). Thus we can not yield the \( R \)-linear convergence rate of the Algorithm 4-1 from Theorem 4.5.2. However, in [19], it is shown that the B-EG method with the random rule has an exponential convergence rate. Note that the cyclic rule can be looked on as a special case of the random rule. The numerical results in this chapter show that the proposed algorithm converge faster than the B-EG method. Hence, it may be possible to show that Algorithm 4-1 converges at least exponentially.

To study the error bound further. In this chapter, the local error bound, Assumption 4.5.3, is the key for establishing the convergence rate of the BCPG methods. In [74], Kurdyka-Łojasiewicz (KL) inequality is shown to be the central for the BCD method. It is interesting to study the relation between the KL inequality and the local error bound in the future.

To extend the BCPG methods to the more general constrained problems, such as the SVM problem. It is a challenging topic.
Chapter 5

Iteration complexity of a block coordinate gradient descent method for convex optimization problem

5.1 Introduction

In this chapter, we consider the following nonsmooth convex optimization problem.

\[
\min_{x} F(x) := f(x) + \tau \psi(x),
\]

where \( f \) is smooth and convex on an open subset of \( \mathbb{R}^n \) containing \( \text{dom} \psi := \{ x \in \mathbb{R}^n \mid \psi(x) < \infty \} \), \( \tau \) is a positive constant, and \( \psi : \mathbb{R}^n \to (-\infty, \infty] \) is a proper, convex and l.s.c. function with a block separable structure.

Note that problem (5.1.1) considered in this chapter is a convex problem, since both functions \( f \) and \( \psi \) are assumed to be convex here.

It is known that (block) coordinate descent-type methods are very efficient for large scale problems [7, 58, 59, 69, 78]. Recently, the topic of the iteration complexity of these methods has been extensively discussed [7, 32, 62]. In most of the existing results, the block coordinate descent (BCD)-type methods with the cyclic rule have \( O\left(\frac{NL_f}{\varepsilon^2}\right) \) iteration complexity, where \( L_f \) is the Lipschitz constant for \( \nabla f \), \( N \) is the number of blocks, and \( \varepsilon > 0 \) is the approximation accuracy. For details, see [7, 32] and references therein. However, when problem (5.1.1) is an \( l_1 \)-regularized problem, it is shown in [62] that the iteration complexity of the coordinate descent (CD) method can be improved to \( O\left(\frac{L_f}{\varepsilon^2}\right) \) under an isotonicity assumption. It is worth noting that this upper bound does not depend on the dimension \( n \). This result implies that the existing results \( O\left(\frac{NL_f}{\varepsilon^2}\right) \) on the block type method may be too loose, since the CD method is a special case of the block coordinate descent method.

In this chapter, we further improve the iteration complexity of a block coordinate gradient descent (BCGD) method with a cyclic rule for problem (5.1.1), and show that the complexity
bound is potentially independent of the number \( N \) of blocks. In particular, we make our research on the following two aspects.

- Based on the Lipschitz continuity-like assumption (Definition 2.2.4 in Subsection 2.2.2), we prove that the iteration complexity of the proposed BCGD method may be improved to \( O\left(\max\{M, Lf\}\right) \) (Corollary 5.3.1 in Section 5.3), where \( M \) is the constant given in the proposed assumption.

- We analyze the relation between the constant \( M \) and the Lipschitz constant \( Lf \). We show that \( M \leq \sqrt{NLf} \) holds for general functions (Theorem 5.4.1 in Section 5.4), and list some special functions (Theorems 5.4.2–5.4.4 in Section 5.4) such that \( M \leq 2Lf \). These relations yield a sharper iteration complexity bound than those in [7] and [32]. See Table 5.1 in Section 5.5 for details.

This chapter is organized as follows. In Section 5.2, we introduce some basic assumptions and relevant properties. Section 5.3 presents the proposed algorithm, states our new assumption, and derives the resulting iteration complexity. The relations between \( M \) and \( Lf \) are discussed in Section 5.4. Finally, we conclude this chapter in Section 5.5.

5.2 Preliminaries

In this section, we introduce some basic assumptions and relevant properties.

Throughout this chapter, we assume that the optimal solution set, denoted by \( X^* \), is nonempty. Since problem (5.1.1) is convex, every local minimum is also a global minimum, denoted by \( F^* \). Let \( \{J^1, J^2, \ldots, J^N\} \) be a partition of the set \( \{1, 2, \ldots, n\} \). Hence, \( x^T = (x_{J^1}^T, \ldots, x_{J^N}^T) \). Moreover, the function \( \psi \) in problem (5.1.1) is block separable with respect to each block \( J^i \), that is, there exist \( N \) functions \( \psi_i : \mathcal{R}|J^i| \to \mathcal{R} \), \( i = 1, \ldots, N \), such that \( \psi(x) = \sum_{i=1}^N \psi_i(x_{J^i}) \).

For the smooth function \( f \) in problem (5.1.1), we assume that

Assumption 5.2.1. The gradient \( \nabla f \) is block-wise Lipschitz continuous with positive constants \( \{L_1, \ldots, L_N\} \), which is precisely defined by Definition 2.2.3 in Subsection 2.2.2.

Under Assumption 5.2.1, we have the following lemma, which is given in [7, Lemma 3.2] and [50, Lemma 2]. For simplicity, we omit its proof here.

Lemma 5.2.1. Suppose that Assumption 5.2.1 holds. Then, the following statements hold.

(i) For any \( y, x \in \text{dom } f \) with \( x_{J^i} = y_{J^i} \), \( f(y) \leq f(x) + \langle \nabla_{J^i} f(x), y_{J^i} - x_{J^i} \rangle + \frac{L_i}{2} \|y_{J^i} - x_{J^i}\|^2 \).

(ii) There exists a positive constant \( L_f \) such that \( L_f \leq \sum_{i=1}^N L_i \) and \( \|\nabla f(y) - \nabla f(x)\| \leq L_f \|y - x\| \) for any \( y, x \in \text{dom } f \).
Additionally, we assume that the level set satisfies the following assumption.

**Assumption 5.2.2.** For any initial point \( x^0 \), the measure of the level set
\[
R_* := \max_y \max_{x^* \in X} \left\{ \| y - x^* \| \mid F(y) \leq F(x^0) \right\}
\]

is bounded.

### 5.3 Iteration complexity analysis of the BCGD method

In this section, we mainly focus on establishing the iteration complexity of a BCGD method with a cyclic rule for solving (5.1.1). First, we introduce the specified algorithm in Subsection 5.3.1. We then propose a new assumption and present several technical lemmas in Subsection 5.3.2. Finally, in Subsection 5.3.3, we give our main results on the iteration complexity for the cases in which the smooth function \( f \) is convex and the cost function \( F \) is strongly convex.

#### 5.3.1 The BCGD method

The proposed algorithm proceeds as follows.

**Algorithm 5-1. BCGD method with the cyclic rule:**

**Step 0:** Choose an initial point \( x^0 \in \text{dom } F \), and let \( r = 0 \).

**Step 1:** If some termination condition holds, then stop.

**Step 2-0:** Let \( x^{r,0} = x^r \) and \( i = 1 \).

**Step 2-1:** Solve the following subproblem with \( \widetilde{L}_k \in [L_k, +\infty) \), and find a search direction \( d^{r,i} \).

\[
d^{r,i} = \arg\min_{d \in \mathbb{R}^n} \left\{ \nabla f(x^{r,i-1}), d + \frac{1}{2} \sum_{k=1}^{N} \widetilde{L}_k \| d_{\tilde{j}^k} \| + \tau \psi(x^{r,i-1} + d) \mid d_{\tilde{j}^i} = 0 \right\}.
\]

**Step 2-2:** Set \( x^{r,i}_j = x^{r,i-1}_j + d^{r,i}_j \), \( x^{r,i}_{\tilde{j}^i} = x^{r,i-1}_{\tilde{j}^i} \), and \( i = i + 1 \). If \( i = N + 1 \), then go to Step 3. Otherwise, go to Step 2-1.

**Step 3:** Let \( x^{r+1} = x^{r,N} \), and \( r = r + 1 \). Go to Step 1.

The sequence \( \{ x^r \} \) generated by Algorithm 5-1 has the following properties.

**Lemma 5.3.1.** For any \( i \in \{1,2,\ldots,N\} \) and \( r \geq 0 \), we have

\[
\begin{align*}
x^{r,i}_j &= x^{r,0}_j = x^{r,i}_j, \quad \forall \ i > j \geq 1. \\
x^{r+1,i}_j &= x^{r,N}_j = x^{r,i}_j, \quad \forall \ i \leq j \leq N. \\
x^{r+1,i}_j - x^{r,i}_j &= x^{r,N}_j - x^{r,0}_j = d^{r,i}_j.
\end{align*}
\]
5.3.2 Technical results

In this subsection, we give a necessary Lipschitz continuity-like assumption and present several useful lemmas. Among these, Lemma 5.3.6 plays a key role in the final results.

**Assumption 5.3.1.** Let \( \{ \mathcal{J}^i, i = 1, \ldots, N \} \) be a partition of the set \( \mathcal{N} = \{ 1, \ldots, n \} \). The gradient \( \nabla f \) is block lower triangular Lipschitz continuous with respect to blocks \( \{ \mathcal{J}^i, i = 1, 2, \ldots, N \} \), which is formally defined by Definition 2.2.4 in Section 2.2.2.

The relations between constants \( M \) and \( L_f \) are discussed in Section 5.4.

Throughout this chapter, we denote

\[
L_{\text{min}} := \min_{i=1, \ldots, N} \hat{L}_i, \tag{5.3.4}
\]
\[
L_{\text{max}} := \max_{i=1, \ldots, N} \hat{L}_i, \tag{5.3.5}
\]

where \( \{ \hat{L}_i, i = 1, \ldots, N \} \) are block Lipschitz constants, given in Algorithm 5-1.

Moreover, we let \( g^r \in \mathbb{R}^n \) with

\[
g^r_{\mathcal{J}^i} := \nabla \mathcal{J}^i f(x^{r,i-1}), \quad i = 1, \ldots, N, \tag{5.3.6}
\]

and define

\[
v^r := \arg\min_{d \in \mathbb{R}^n} \left\{ \langle g^r, d \rangle + \frac{1}{2} \sum_{k=1}^{N} \hat{L}_k \| d_{\mathcal{J}^k} \|^2 + \tau \psi (x^r + d) \right\}, \tag{5.3.7}
\]
\[
u^r := \arg\min_{d \in \mathbb{R}^n} \left\{ \langle \nabla f(x^r), d \rangle + \frac{1}{2} \sum_{k=1}^{N} \hat{L}_k \| d_{\mathcal{J}^k} \|^2 + \tau \psi (x^r + d) \right\}. \tag{5.3.8}
\]

It then follows from Algorithm 5-1 and (5.3.3) that

\[
v^r = x^{r+1} - x^r. \tag{5.3.9}
\]

Since \( g^r = g(x^r, x^{r+1}) \) from (2.2.3) and (5.3.6), under Assumption 5.3.1, we have that

\[
\| g^r - \nabla f(x^r) \| \leq M \| x^{r+1} - x^r \| = M \| v^r \|. \tag{5.3.10}
\]

Next, we define an approximation of \( F \) at point \( x^r \) with direction \( u^r \) by

\[
Q_F(x^r, u^r) := f(x^r) + \langle \nabla f(x^r), u^r \rangle + \frac{1}{2} \sum_{k=1}^{N} \hat{L}_k \| u_{\mathcal{J}^k}^r \|^2 + \tau \psi (x^r + u^r). \tag{5.3.11}
\]

The following lemma shows a relation between \( F(x^{r+1}) \) and its approximation \( Q_F(x^r, u^r) \).

**Lemma 5.3.2.** Suppose that Assumption 5.2.1 holds. Then, we have

\[
F(x^{r+1}) \leq Q_F(x^r, u^r) + \langle g^r - \nabla f(x^r), u^r \rangle, \quad \forall r \geq 0. \tag{5.3.12}
\]
Proof. For any $r \geq 0$ and $i \in \{1, \ldots, N\}$, we obtain

\[
F(x^{r,i}) - F(x^{r,i-1}) = f(x^{r,i}) - f(x^{r,i-1}) + \tau \psi(x^{r,i}) - \tau \psi(x^{r,i-1}) \\
\leq \langle \nabla J_i f(x^{r,i-1}), d^{r,i}_i \rangle + \frac{L_i}{2} \| d^{r,i}_i \|^2 + \tau \psi J_i (x^{r,i-1} + d^{r,i}_i) - \tau \psi J_i (x^{r,i-1}) \\
\leq \langle \nabla J_i f(x^{r,i-1}), u^{r,i}_i \rangle + \frac{L_i}{2} \| u^{r,i}_i \|^2 + \tau \psi J_i (x^{r,i-1} + u^{r,i}_i) - \tau \psi J_i (x^{r,i-1}),
\]

where the first inequality follows from Lemma 2.2.2 (i), and the second inequality holds since $d^{r,i}_i$ is a solution of its subproblem.

Summing over $i = 1, \ldots, N$, we get

\[
F(x^{r,N}) - F(x^{r,0}) \leq \langle g^r, u^r \rangle + \frac{1}{2} \sum_{k=1}^N \tilde{L}_k \| u^{r,k}_j \|^2 + \tau \psi (x^r + u^r) - \tau \psi (x^r).
\]

It then follows from (5.3.1) and (5.3.2) that

\[
F(x^{r+1}) \leq f(x^r) + \langle g^r, u^r \rangle + \frac{1}{2} \sum_{k=1}^N \tilde{L}_k \| u^{r,k}_j \|^2 + \tau \psi (x^r + u^r),
\]

which, together with the definition of $Q_F(x^r, u^r)$ in (5.3.11), leads to (5.3.12).

The next lemma helps us to investigate the relation between the direction $v^r$ given by the BCGD method and the direction $u^r$ in the proximal gradient method [66].

Lemma 5.3.3. For any $r \geq 0$ and $a \in \mathbb{R}^n$, let

\[
d^r_a = \text{argmin}_d \left\{ \langle a, d \rangle + \frac{1}{2} \sum_{k=1}^N \tilde{L}_k \| d^{r,k}_j \|^2 + \tau \psi (x^r + d) \right\}.
\]

Then, for any $a, b \in \mathbb{R}^n$, we have

\[
\| d^r_a - d^r_b \| \leq \frac{1}{L_{\min}} \| a - b \|. \tag{5.3.13}
\]

Proof. This result follows immediately from [69, lemma 4] with $h(u) = \frac{1}{2} \sum_{k=1}^N \tilde{L}_k \| d^{r,k}_j \|^2$, $p = q = 2$, and $\rho = L_{\min}$.

Letting $a = g^r$ and $b = \nabla f(x^r)$ in Lemma 5.3.3, we have that

\[
\| v^r - u^r \| \leq \frac{1}{L_{\min}} \| g^r - \nabla f(x^r) \|. \tag{5.3.13}
\]

Then, an upper bound for $\langle g^r - \nabla f(x^r), u^r \rangle$, which appears in (5.3.12), can be established.
Lemma 5.3.4. Suppose that Assumptions 5.2.1 and 5.3.1 hold. Then, for any \( r \geq 0 \), we have

\[
\langle g^r - \nabla f(x^r), u^r \rangle \leq M \left( \frac{M}{L_{\min}} + 1 \right) \|v^r\|^2,
\]

where \( M \) is the constant given in Assumption 5.3.1.

Proof. For any \( r \geq 0 \), we have

\[
\langle g^r - \nabla f(x^r), u^r \rangle \leq \|g^r - \nabla f(x^r)\|\|u^r\| \leq \|g^r - \nabla f(x^r)\| (\|u^r - v^r\| + \|v^r\|).
\]

Combining this with (5.3.10) and (5.3.13), we obtain the desired inequality.

Lemma 5.3.5. Suppose that Assumption 5.2.1 holds. Then, for any \( r \geq 0 \), we have

\[
F(x^r) - F(x^{r+1}) \geq \frac{1}{2} L_{\min} \|v^r\|^2.
\] (5.3.14)

Proof. Using Lemma 2.3.1 with \( \phi(x) = \langle \nabla f(x^{r,i-1}), x - x^{r,i-1} \rangle + \tau \psi(x), B_\eta(x, z) = \frac{1}{2} \sum_{k=1}^{N} \hat{L}_k \|x_{j,k} - z_{j,k}\|^2 \), \( z_+ = x^{r,i} \), and \( z = x^{r,i-1} \), we have that, for any \( x \in \text{dom } F \) and \( i \in \{1, \ldots, N\} \),

\[
\langle \nabla f(x^{r,i-1}), x - x^{r,i-1} \rangle + \tau \psi(x) + \frac{1}{2} \sum_{k=1}^{N} \hat{L}_k \|x_{j,k} - x_{j,k}^{r,i-1}\|^2 \\
\geq \langle \nabla f(x^{r,i-1}), x^{r,i} - x^{r,i-1} \rangle + \tau \psi(x^{r,i}) + \frac{1}{2} \sum_{k=1}^{N} \hat{L}_k \|x_{j,k}^{r,i} - x_{j,k}^{r,i-1}\|^2 + \frac{1}{2} \sum_{k=1}^{N} \hat{L}_k \|x_{j,k} - x_{j,k}^{r,i}\|^2.
\]

Setting \( x = x^{r,i-1} \), we obtain

\[
\tau \psi(x^{r,i-1}) \geq \langle \nabla f, x^{r,i-1} \rangle + \tau \psi(x^{r,i}) + \hat{L}_i \|d_{j,i}^{r,i}\|^2,
\] (5.3.15)

which, together with Lemma 2.2.2 (i), implies that

\[
F(x^{r,i}) \leq f(x^{r,i-1}) + \langle \nabla f, x^{r,i-1} \rangle + d_{j,i}^{r,i} + \frac{\hat{L}_i}{2} \|d_{j,i}^{r,i}\|^2 + \tau \psi(x^{r,i}) \\
\leq F(x^{r,i-1}) - \frac{\hat{L}_i}{2} \|d_{j,i}^{r,i}\|^2.
\]

Summing over \( i = 1, \ldots, N \), we obtain

\[
F(x^{r+1}) \leq F(x^r) - \frac{1}{2} \sum_{k=1}^{N} \hat{L}_k \|x_{j,k}^{r+1} - x_{j,k}^{r}\|^2.
\]

Using (5.3.9), we have the desired result.

It is shown in [69, Lemma 2] that \( x \) is a stationary point of problem (5.1.1) if and only if the direction \( u^r = 0 \) in (5.3.8) with \( x^r = x \). The following remark describes the convergence rate of \( \{\|u^r\|\} \) to zero, where function \( f \) is not necessarily convex.
Remark 5.3.1. Suppose that Assumptions 5.2.1 and 5.3.1 hold. Then, for any \( r \geq 0 \), we have

\[
\min_{k=0, \ldots, r} \| u^k \| \leq \frac{1}{\sqrt{r + 1}} \sqrt{\frac{2(F(x^0) - F^*)}{L_{\min}}} \left( \frac{M}{L_{\min}} + 1 \right), \tag{5.3.16}
\]

where \( F^* \) is the optimal value of problem (5.1.1).

**Proof.** From (5.3.10) and (5.3.13), we have

\[
\| u^r \| \leq \| u^r - v^r \| + \| v^r \| \leq \frac{1}{L_{\min}} \| g^r - \nabla f(x^r) \| + \| v^r \| \leq \left( \frac{M}{L_{\min}} + 1 \right) \| v^r \|. \tag{5.3.17}
\]

Moreover, from Lemma 5.3.5, we get

\[
F(x^0) - F^* \geq F(x^0) - F(x^{r+1}) \geq \frac{1}{2} (r + 1) L_{\min} \min_{k=0, \ldots, r} \| v^k \|^2,
\]

which, together with (5.3.17), gives the desired inequality.

Next, we show the key results of this chapter.

**Lemma 5.3.6.** Suppose that Assumptions 5.2.1 and 5.3.1 hold. Then, for any \( r \geq 0 \), we have

\[
F(x^{r+1}) \leq Q_F(x^r, u^r) + \omega_1 (F(x^r) - F(x^{r+1})) \tag{5.3.18}
\]

where \( \omega_1 = \frac{2M}{L_{\min}} (\frac{M}{L_{\min}} + 1) \).

**Proof.** From Lemmas 5.3.4 and 5.3.5, we have

\[
\langle g^r - \nabla f(x^r), u^r \rangle \leq \omega_1 (F(x^r) - F(x^{r+1})),
\]

which, together with Lemma 5.3.2, gives the desired inequality.

Since \( \{F(x^r)\} \) is nonincreasing according to Lemma 5.3.5, it follows from Assumption 5.2.2 that the distance \( R_r := \| x^r - x^* \| \) is bounded for any \( x^* \in X^* \) and any \( r > 0 \). Let

\[
\Delta^r := F(x^r) - F^*,
\]

where \( F^* \) is the global minimum. The following lemma presents an estimate for \( Q_F(x^r, u^r) - F^* \), which is also shown in [59, Lemma 4, Lemma 6]. For simplicity, we omit its proof here.

**Lemma 5.3.7.** Suppose that Assumption 5.2.2 holds. Then, the following statements hold.
If function \( f \) is convex, then for any \( r \geq 0 \), we have
\[
Q_F(x^r, u^r) - F^* \leq \begin{cases} 
\left(1 - \frac{\Delta^r}{2L_{\max}R^2_r}\right) \Delta^r, & \text{if } \Delta^r \leq L_{\max}R^2_r, \\
\frac{1}{2}L_{\max}R^2_r < \frac{1}{2} \Delta^r, & \text{otherwise.}
\end{cases}
\]

(ii) If \( \mu_f + \tau\mu_\psi > 0 \), where \( \mu_f \) and \( \mu_\psi \) are strongly convex parameters of functions \( f \) and \( \psi \), respectively, then for any \( r \geq 0 \), we have
\[
Q_F(x^r, u^r) - F^* \leq \frac{L_{\max} - \mu_f}{\frac{L_{\max}}{\mu_f} + \tau\mu_\psi} \Delta^r.
\]

### 5.3.3 Iteration complexity analysis

**Theorem 5.3.1.** Suppose that Assumptions 5.2.1, 5.2.2, and 5.3.1 hold. Then, we have
\[
F(x^r) - F^* \leq \varepsilon \quad \text{whenever} \quad r \geq \frac{\zeta(1 + \omega_1)}{\varepsilon},
\]
where \( \zeta = 2 \max\{L_{\max}R^2_r, \Delta^0\} \), \( \omega_1 = \frac{2M}{L_{\min}}(\frac{M}{L_{\min}} + 1) \).

**Proof.** From Lemma 5.3.7 (i), we have
\[
Q_F(x^r, u^r) - F^* \leq \max\left\{\frac{1}{2}, 1 - \frac{\Delta^r}{2L_{\max}R^2_r}\right\} \Delta^r.
\]
(5.3.19)

From Lemma 5.3.5, \( \Delta^0 \geq \Delta^1 \geq \cdots \geq \Delta^r > 0 \). It can then be verified that
\[
\max\left\{\frac{1}{2}, 1 - \frac{\Delta^r}{2L_{\max}R^2_r}\right\} \leq 1 - \frac{\Delta^r}{\zeta}.
\]
(5.3.20)

Combining (5.3.19), (5.3.20), and Lemma 5.3.6 yields
\[
\Delta^{r+1} \leq (1 - \frac{\Delta^r}{\zeta})\Delta^r + \omega_1(\Delta^r - \Delta^{r+1}).
\]

Simplifying this, we have
\[
\Delta^{r+1} \leq \Delta^r - \frac{(\Delta^r)^2}{\zeta(1 + \omega_1)}.
\]

Dividing both sides by \( \Delta^r \Delta^{r+1} \), we get
\[
\frac{1}{\Delta^r} - \frac{1}{\Delta^{r+1}} - \frac{1}{\zeta(1 + \omega_1)} \frac{\Delta^r}{\Delta^{r+1}} \geq 0.
\]
(5.3.21)

Using the fact that \( \Delta^r \geq \Delta^{r+1} > 0 \), we obtain \( \frac{\Delta^r}{\Delta^{r+1}} \geq 1 \), which, together with (5.3.21), implies
\[
\frac{1}{\Delta^{r+1}} - \frac{1}{\Delta^r} \geq \frac{1}{\zeta(1 + \omega_1)}.
\]
Summing over $r$, we get
\[ \frac{1}{\Delta^r} - \frac{1}{\Delta^0} \geq \frac{r}{\zeta(1 + \omega_1)}. \]
Since $\Delta^0 > 0$, we have $F(x^r) - F^* = \Delta^r \leq \frac{\zeta(1 + \omega_1)}{r}$. Hence, the result follows.

We can deduce an immediate consequence of Theorem 5.3.1 using special settings for $L_k$.

**Corollary 5.3.1.** Suppose that Assumptions 5.2.1, 5.2.2, and 5.3.1 hold. If we set $\hat{L}_k = \max\{M, L_f\}$ for $k = 1, \ldots, N$, then $F(x^r) - F^* \leq \varepsilon$ whenever $r \geq \frac{10 \max\{MR^2, L_f R^2, \Delta^0\}}{\varepsilon}$.

**Proof.** The proof follows directly from $L_{\min} = L_{\max} = \max\{M, L_f\}$ and Theorem 5.3.1.

Ignoring the constant $\Delta^0$ in Corollary 5.3.1, we can see that Algorithm 5-1 has the $O\left(\frac{\max\{M, L_f\}}{\varepsilon}\right)$ iteration complexity. The next theorem shows that Algorithm 5-1 converges linearly when the cost function $F$ is strongly convex.

**Theorem 5.3.2.** Suppose that Assumptions 5.2.1, 5.2.2, and 5.3.1 hold, and that $\mu_f + \tau \mu_\psi > 0$. Then,
\[ F(x^r) - F^* \leq \left(\frac{\omega_1 + \omega_2}{1 + \omega_1}\right)^r (F(x^0) - F^*), \quad (5.3.22) \]
where $\omega_1 = \frac{2M}{L_{\min}} (\frac{M}{L_{\min}} + 1)$ and $\omega_2 = \frac{L_{\max} - \mu_f}{L_{\max} + \tau \mu_\psi} < 1$.

**Proof.** From Lemmas 5.3.6 and 5.3.7 (ii), we obtain
\[ \Delta^{r+1} \leq \omega_2 \Delta^r + \omega_1 (\Delta^r - \Delta^{r+1}). \]
Hence, we have
\[ \Delta^r \leq \frac{\omega_2 + \omega_1}{1 + \omega_1} \Delta^{r-1} \leq \left(\frac{\omega_2 + \omega_1}{1 + \omega_1}\right)^r \Delta^0, \]
which proves the desired inequality.

A direct result of Theorems 5.3.1 and 5.3.2 is that $\{F(x^r)\}$ has a linear convergence rate if either $f$ or $\psi$ is strongly convex.

### 5.4 Relations between $M$ and $L_f$

In this section, we study the relation between constants $M$ and $L_f$, which, together with Corollary 5.3.1, yields that the iteration complexity deduced in this chapter is sharper than those in [7, 62, 32]. Particularly, we first prove that $M \leq \sqrt{NL_f}$ for general functions. Then, we list some special functions for which $M \leq 2L_f$. 

Theorem 5.4.1. Suppose that Assumption 5.2.1 holds. Then, we have $M \leq \sqrt{N}L_f$, where $M$ is the constant in Assumption 5.3.1, and $L_f$ is the Lipschitz constant of $\nabla f$.

Proof. From Assumption 5.3.1, we have

$$
\|g(x, y) - \nabla f(x)\| = \sqrt{\sum_{i=1}^{N} \|g_J(x, y) - \nabla_J f(x)\|^2} \leq \sum_{i=1}^{N} \|\nabla f(z^i) - \nabla f(x)\|^2,
$$

where $z^i \in \mathcal{R}^n$ with $z^i = (y^T_{j_1}, \ldots, y^T_{j_{i-1}}, x^T_{j_i}, \ldots, x^T_{j_N})^T$.

Using Lemma 2.2.2 (ii), we obtain

$$
\|\nabla f(z^i) - \nabla f(x)\| \leq L_f \|z^i - x\| \leq L_f \|y - x\|.
$$

Then, we have that

$$
\|g(x, y) - \nabla f(x)\| \leq \sqrt{N}L_f \|y - x\|.
$$

Hence, we have $M \leq \sqrt{N}L_f$. 

Remark 5.4.1. From Corollary 5.3.1 and Theorem 5.4.1, we have that the iteration complexity of Algorithm 5-1 actually is $O(\frac{\sqrt{NL_f}}{\varepsilon})$ for the nonsmooth minimization problem (5.1.1). This bound is sharper than the results in [7, 32].

Next, we will give several functions such that $M \leq 2L_f$. We let $L_f = \max_{x \in \mathcal{R}^n} \|\nabla^2 f(x)\|$ and show the proofs for Theorems 5.4.2-5.4.3 only for the case $N = n$. The proof for the block case, i.e., $N < n$, can be deduced in a similar way.

Assume that $\nabla^2 f(x)$ is decomposed into a strictly lower triangular matrix $P(x)$, diagonal matrix $\Lambda(x)$, and upper triangular matrices $(P(x))^T$, i.e.,

$$
\nabla^2 f(x) = P(x) + \Lambda(x) + (P(x))^T.
$$

Moreover, let $y \in \mathcal{R}^n$ and let $z^i \in \mathcal{R}^n$ with $z^i = (y_1, \ldots, y_{i-1}, x_i, \ldots, x_n)^T$. Then, for any $r \geq 0$ and $i \in \{1, \ldots, n\}$, we have

$$
g_i(x, y) - \nabla_i f(x) = \nabla_i f(z^i) - \nabla_i f(x) \\
= \int_0^1 \sum_{j=1}^{n} \nabla_{i,j}^2 f(x + \tau(z^i - x))(z^i_j - x_j) d\tau \\
= \int_0^1 \sum_{j=1}^{n} P_{i,j}(x + \tau(z^i - x))(y_j - x_j) d\tau,
$$

where the last equality follows from the fact that $x_k = z_k^i$ for any $k \geq i$. 

5.4 Relations between $M$ and $L_f$

Letting $\hat{P}(\tau, x, z) \in \mathbb{R}^{n \times n}$ with

$$\hat{P}_{i,j}(\tau, x, z) = P_{i,j}(x + \tau(z^i - x)), \forall i, j \in \{1, 2, \ldots, n\},$$  \hspace{1cm} (5.4.1)

we obtain

$$g(x, y) - \nabla f(x) = \int_0^1 \hat{P}(\tau, x, z)(y - x)d\tau,$$

which implies that

$$\|g(x, y) - \nabla f(x)\| \leq \int_0^1 \|\hat{P}(\tau, x, z)\|\|y - x\|d\tau \leq \max_{\tau \in [0, 1]} \|\hat{P}(\tau, x, z)\|\|y - x\|. \hspace{1cm} (5.4.2)$$

Hence, we obtain

$$M \leq \max_{\tau \in [0, 1]} \|\hat{P}(\tau, x, z)\|. \hspace{1cm} (5.4.3)$$

**Theorem 5.4.2.** Suppose that $f$ is twice differentiable, and that $\nabla^2 f(x)$ is a tridiagonal matrix. Then, we have $M \leq L_f$.

**Proof.** Since $\nabla^2 f(x)$ is assumed to be tridiagonal, we have

$$\|\hat{P}(\tau, x, z)\| = \max_{i=1\ldots,n-1} |P_{i+1,i}(\tau, x, z)| \leq \max_{x \in \mathbb{R}^n} |P_{i+1,i}(x)|. \hspace{1cm} (5.4.4)$$

Using the property that $\|A\| \geq \max_{i,j} |A_{i,j}|$ for any $A \in \mathbb{R}^{n \times n}$, we have $L_f = \max_{x \in \mathbb{R}^n} \|\nabla^2 f(x)\| \geq \max_{i=1\ldots,n-1} |P_{i+1,i}(x)|$. Combined with (5.4.3) and (5.4.4), this proves the desired inequality. $\blacksquare$

**Theorem 5.4.3.** Suppose that, for any $i = 1, \ldots, n$ and $x \in \mathbb{R}^n$, there exists a submatrix $E_{i,\mathrm{sub}}^i(x)$ of $\nabla^2 f(x)$ such that $\|E_{i,\mathrm{sub}}^i(x)\| \geq \sum_{j=1}^{i-1} |P_{i,j}(x)|$ holds. Then, we have $M \leq \sqrt{2}L_f$.

**Proof.** For any $i = 1, \ldots, n$, we have

$$\|E_{i,\mathrm{sub}}^i(x)\|^2 \geq \left(\sum_{j=1}^{i-1} |P_{i,j}(x)|\right)^2 \geq \sum_{j=1}^{i-1} |P_{i,j}(x)|^2. \hspace{1cm} (5.4.5)$$

Moreover, for the strictly lower triangular matrix $\hat{P}(\tau, x, z)$ defined by (5.4.1), we get for any $y \in \mathbb{R}^n$ that

$$\|\hat{P}(\tau, x, z)y\|^2 = \sum_{i=2}^n \left(\sum_{j=1}^{i-1} \hat{P}_{i,j}(\tau, x, z)y_i\right)^2 \leq 2 \sum_{i=2}^n \sum_{j=1}^{i-1} |\hat{P}_{i,j}(\tau, x, z)|^2 |y_i|^2.$$
Using the fact that the variables in the \(i\)-th row of matrix \(\hat{P}(\tau, x, z)\) are the same, we have from (5.4.5) that
\[
\|\hat{P}(\tau, x, z)y\|^2 \leq 2\sum_{i=2}^{n} \|E_{\text{sub}}(x + \tau(z^i - x))\|^2 |y_i|^2 \leq 2 \max_{x \in \mathbb{R}^n} \|E_{\text{sub}}(x)\| \|y\|^2.
\]
Recalling the property that \(\|A\| \geq \max_{i=1,\ldots,n} \|A_{\text{sub}}\|\) for any matrix \(A \in \mathbb{R}^{n \times n}\), we have from (5.4.3) that
\[
M \leq \|\hat{P}(\tau, x, z)\| \leq \max_{x \neq 0} \|\hat{P}(\tau, x, z)x\| \leq \sqrt{2} \max_{x \in \mathbb{R}^n} \|E_{\text{sub}}(x)\| \leq \sqrt{2} \max_{x \in \mathbb{R}^n} \|\nabla^2 f(x)\|,
\]
which proves the desired inequality.

The following corollary follows immediately from Theorem 5.4.3.

**Corollary 5.4.1.** Suppose that the Hessian matrix \(\nabla^2 f(x)\) is row diagonally dominant, i.e.,
\[
|\nabla^2_{ii} f(x)| \geq \sum_{j \neq i} |\nabla^2_{ij} f(x)| \text{ for any } i = 1, \ldots, n.
\]
Then, we have \(M \leq \sqrt{2} L_f\).

Next, we give a sufficient condition when \(f\) is quadratic. The similar condition is assumed in [62] to show the iteration complexity \(O\left(\frac{L_f}{\varepsilon}\right)\).

**Theorem 5.4.4.** Suppose that \(f\) is a quadratic function with \(f(x) = \frac{1}{2} x^T E x\), \(E \in \mathbb{R}^{n \times n}\) is symmetric and positive semidefinite, and all nonzero elements in \(\{E_{ij}, i, j = 1, \ldots, n, i \neq j\}\) have the same signs. Then, we have \(M \leq 2L_f\).

**Proof.** Throughout the proof, we let \(L_f = \|E\|\) and let \(E\) be decomposed into a block diagonal matrix \(\Lambda^B\) and strictly lower and upper triangular matrices \(P^B\) and \((P^B)^T\), i.e.,
\[
E = P^B + \Lambda^B + (P^B)^T,
\]
where \(\Lambda^B := \text{Diag}\{\Lambda^B_1, \ldots, \Lambda^B_N\}\), \(\Lambda^B_i \in \mathbb{R}^{|J_i| \times |J_i|}\).

A simple computation gives that
\[
g(x, y) - \nabla f(x) = P^B(y - x),
\]
which implies that
\[
M \leq \|P^B\|. \tag{5.4.6}
\]
From the assumption on matrix \(E\), it can be easily verified that
\[
\|P^B\| = \max_{x \neq 0} \frac{\|P^B x\|}{\|x\|} = \max_{x \geq 0, x \neq 0} \frac{\|P^B x\|}{\|x\|} \leq \max_{x \geq 0, x \neq 0} \frac{\|(P^B + (P^B)^T)x\|}{\|x\|} = \|P^B + (P^B)^T\|,
\]
which yields that
\[ M \leq \|P^B\| \leq \|P^B + (P^B)^T\| = \|E - \Lambda^B\| \leq \|E\| + \|\Lambda^B\|. \] (5.4.7)

Thus, we need only show that
\[ \|\Lambda^B\| = \max_{i=1,\ldots,N}\{|\Lambda^B_{J,i}|\} \leq \|E\|. \] (5.4.8)

Then, by (5.4.7), we can conclude that the theorem holds. In fact, we have
\[ \|\Lambda^B x\|^2 = \sum_{i=1}^N \|\Lambda^B_{J,i} x_{J,i}\|^2 \leq \sum_{i=1}^N \|\Lambda^B_{J,i}\|^2 \|x_{J,i}\|^2 \leq \max_{i=1,\ldots,N}\{|\Lambda^B_{J,i}|\} \|x\|^2. \]

Then, we get
\[ \|\Lambda^B\| = \max_{x \neq 0} \|\Lambda^B x\| \leq \max_{i=1,\ldots,N}\{|\Lambda^B_{J,i}|\}. \]

On the other hand, using the property that \( \|\Lambda^B\| \geq \|\Lambda^B_{J,i}\| \) for any \( i = 1, \ldots, N \), we have
\[ \|\Lambda^B\| \geq \max_{i=1,\ldots,N}\{|\Lambda^B_{J,i}|\}. \]

Hence, we obtain \( \|\Lambda^B\| = \max_{i=1,\ldots,N}\{|\Lambda^B_{J,i}|\} \). Moreover, \( \max_{i=1,\ldots,N}\|\Lambda^B_{J,i}\| \leq \|E\| \) holds because \( \|\Lambda^B_{J,i}\| \leq \|E\| \) for any \( i \in \{1, 2, \ldots, N\} \).

**Remark 5.4.2.** Functions in Theorems 5.4.2–5.4.4 satisfies Assumption 5.3.1 with \( M \leq 2L_f \). Combined with Corollary 5.3.1, this yields that the iteration complexity of Algorithm 5-1 can be improved to \( O(\frac{L_f}{\varepsilon}) \). This bound is independent of the number of blocks.

**Remark 5.4.3.** As a comparison to [62], matrix \( E \) with \( E_{ij} \leq 0 \) for any \( j \neq i \) in Theorem 5.4.4 meets the isotonicity assumption in [62]. However, the results in this chapter applies not only to \( l_1 \)-regularized loss minimization problems, but also to much more optimization problems. Another favorable point is that Theorem 5.4.4 does not require a special initial point as in [62].

## 5.5 Conclusion

In this chapter, we have studied the iteration complexity of the BCGD method with a cyclic rule for solving nonsmooth convex optimization problem (5.1.1). We have proposed a new Lipschitz continuity-like assumption, and improved the iteration complexity to \( O(\max\{M, L_f\}/\varepsilon) \), where \( M \) is the constant given in the proposed assumption. Furthermore, we have studied
the relation between $M$ and $L_f$. Theorems 5.4.1–5.4.4 show that $M \leq \sqrt{N}L_f$ or $M \leq 2L_f$, and this implies that the iteration complexity bound derived in this chapter is sharper than existing results (see Table 5.1 for details).

Table 5.1: Comparison of BCD methods with the cyclic rule for convex problem (5.1.1)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$\psi(x)$</th>
<th>$\hat{L}_k$</th>
<th>Complexity bound</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 5-1 (in this chapter)</td>
<td>Separable</td>
<td>$\max{M, L_f}$</td>
<td>$\frac{10\max{MR^2, L_f R^2, \Delta^0}}{\varepsilon}$</td>
<td>$O\left(\frac{\sqrt{N}L_f}{\varepsilon}\right)$ for problems in Th. 5.4.2–5.4.4</td>
</tr>
<tr>
<td>Beck et al. [7]</td>
<td>0</td>
<td>$L_f$</td>
<td>$\frac{4L_f(1+N)R^2}{\varepsilon} - \frac{8}{N}$</td>
<td>$O\left(\frac{NL_f}{\varepsilon}\right)$</td>
</tr>
<tr>
<td>Hong et al. [32]</td>
<td>Separable</td>
<td>$L_f$</td>
<td>$\frac{8NL_f R^2}{\varepsilon}$</td>
<td>$O\left(\frac{NL_f}{\varepsilon}\right)$</td>
</tr>
</tbody>
</table>

In future work, it would be interesting to find more functions for which the corresponding constant $M$ is independent of the number $N$ of blocks. Currently, we have not found a counter example where $N^\sigma L \leq M$ for a positive constant $\sigma$.

Additionally, Assumption 5.2.2 in this chapter seems a little strict. Recently, for the BCGD method with the random rule, some iteration complexity results have been established without Assumption 5.2.2 [39, 40]. In the future, it would be challenging to study the iteration complexity of the BCGD method with the cyclic rule without Assumption 5.2.2.
Chapter 6

Regret analysis of a block coordinate gradient method for online convex optimization problem

6.1 Introduction

In this chapter, we consider an online convex optimization problem with a separable structure, whose loss function $F_t : \Omega \to \mathbb{R}$ at time step $t$ is given as follows.

$$F_t(x) := f_t(x) + \tau \psi(x), \quad t = 1, 2, \ldots,$$

(6.1.1)

where $f_t : \Omega \to \mathbb{R}$ is smooth and convex, $\Omega \subseteq \bigcap_{t=1}^{\infty} \text{dom} F_t$ is a nonempty convex set, $\tau$ is a positive constant, and $\psi : \Omega \to (-\infty, \infty]$ is a proper, convex and l.s.c. function with the block separable structure.

As described in Subsection 1.2.2, it is impossible to select a point $x_t$ that exactly minimize the loss function $F_t(x)$ at the $t$-th time step for the online optimization problems, and the goal of the online convex optimization problem is to propose an algorithm, with which the generating decisions make us to achieve a regret as low as possible. The definition of the “regret” is formally given by Definition 2.2.8 in Subsection 2.2.4.

Moreover, as mentioned in Subsection 1.2.3, the applications of the online optimization problems [3, 14, 27] are mostly built on large scales. Some researchers have studied the performances of the gradient methods for the online convex optimization problems [73, 81]. When $\psi(x)$ in (6.1.1) is an indicator function, Zinkevich [81] proved that the projected gradient method for the online convex optimization problem has a regret $O(\sqrt{T})$. When $\psi(x)$ in (6.1.1) is a general regularization function, Xiao [73] proposed a dual averaging method, which is first proposed by Nesterov for classical convex optimization problem. He showed that the proposed method achieves the same regret $O(\sqrt{T})$ as [81]. However, both of
these two methods are full gradient methods, i.e., they update all components of the variable $x$ at each iteration. When the scale of the problem becomes very large, the evaluations for updating the gradients of each iteration would take much time.

Recently, the “block” type methods are becoming very popular, especially for the large scale problems [59, 66, 67]. Compared to the full gradient methods, the block type methods can reduce the calculation time at each iteration. Quite recently, Xu and Yin [75] proposed a block coordinate stochastic gradient method with the cyclic rule for a regularized stochastic optimization problem, which is related to the online optimization problem (6.1.1). Under the Lipschitz continuity-like assumption, they showed that the proposed method converges with $O(\frac{1+\log T}{\sqrt{T}}N)$, where $N$ is the number of blocks. Furthermore, as the number $N$ of the blocks reduces to 1, i.e., $N = 1$, this iteration complexity bound reduces to $O(\frac{1+\log T}{\sqrt{T}})$, which is bigger than the average regret $R(T) = O(\frac{1}{\sqrt{T}})$ of the greedy projection method [81].

In this chapter, we propose a block coordinate gradient method with the cyclic rule (C-BCG) for the online convex optimization problem with the loss function (6.1.1). For the proposed methods, we make our research on the following two aspects.

- We establish its regret bound. In particular, we show that the C-BCG method has a regret $O(\sqrt{T})$. See Theorem 6.4.1 for details.

- We extend the C-BCG method to the convex stochastic optimization problem. See Theorem 6.5.1 for details.

Note that the regret bound of the C-BCG method in this chapter is independent of the number $N$ of blocks under proper assumptions, although we solve $N$ subproblems at each step. When the total number of blocks reduces to one, and the function $\psi$ is set to be an indicator function, the regret of the proposed method reduce to the same result in [81]. Hence, it is a natural extension of greedy projection method [81].

Additionally, although the C-BCG method proposed in this chapter is essentially same as the block coordinate stochastic gradient method with the cyclic rule [75], by different analysis, we show that the ergodic convergence upper bound of the C-BCG method is tighter than that in [75].

This chapter is organized as follows. In Section 6.2, we introduce the algorithms of the block coordinate gradient methods with the cyclic rule. Then we introduce some basic assumptions and present relevant properties in Section 6.3. In Section 6.4, we investigate the regret analysis for the proposed method. Finally, we conclude this chapter in Section 6.5.
6.2 The BCG method

In this chapter, we propose a block coordinate gradient method with the cyclic rule for the online convex optimization problem (6.1.1). For convenience, we start with recalling several important results in [81].

The greedy projection method proposed in [81], can be described as follows.

**Greedy projection method:**

**Step 0:** Choose an initial point \( x^1 \in \Omega \) and set a sequence of constants \( \lambda_1, \lambda_2, \ldots > 0 \).

**Step 1:** Update the vector \( x^t \) according to

\[
x^{t+1} = x^t + d^t,
\]
\[
d^t = P_\Omega(x^t - \lambda_t \nabla f^t(x^t)) - x^t,
\]

where \( P_\Omega(\cdot) \) denotes a projection onto the set \( \Omega \). Constants \( \{\lambda_t, t = 1, 2, \ldots\} \) are called the “learning rates”.

Before proposing the block coordinate gradient algorithms, we present several basic assumptions. Throughout this chapter, the variable \( x \) is assumed to be partitioned into \( N \) blocks, denoted by \( x^T = (x^T_{J_1}, \ldots, x^T_{J_N}) \).

We also assume that \( \psi \) is block separable with respect to each block \( J^i, i = 1, 2, \ldots, n \). For the set \( \Omega \) in (6.1.1), we suppose that \( \Omega = \Omega_1 \times \Omega_2 \times \cdots \times \Omega_N \), where operator “\( \times \)” denotes the Cartesian product. For given \( \nabla f^t \) at time step \( t \), we consider the direction, which is defined by

\[
d(x; J, t, \lambda) = \arg \min_{d \in \mathbb{R}^n} \left\{ \langle \nabla f^t(x), d \rangle + \frac{1}{2\lambda} \|d\|^2 + \tau \psi(x + d) \mid d_J = 0, x + d \in \Omega \right\}. 
\]  

(6.2.1)

As defined in the greedy projection method [81], constant \( \lambda \) in (6.2.1) is called the learning rate. When \( J = \{1, 2, \ldots, n\} \) and \( \psi = 0 \), \( d(x; J, t, \lambda) \) reduces to the direction \( d^t \) in Step 1 of the greedy projection method. Note that direction \( d(x; J, t, \lambda) \) given by (6.2.1) is well defined, since the minimizer of the corresponding optimization problem always exists and is unique [60, Theorem 31.5]. Moreover, the direction \( d(x; J, t, \lambda) \) is a descent direction for the loss function \( F^t \).

The rule to choose blocks is also important for convergence. In this chapter, we choose blocks in the order of \( J^1, J^2, \ldots, J^N \) cyclically, i.e., we adopt the cyclic rule, which is precisely defined in Section 2.4.

Next, we describe the frameworks of the BCG methods with the cyclic rule.
Algorithm 6-1. A BCG method with the cyclic rule (C-BCG):

**Step 0**: Choose an initial point \( x^1 \in \text{int} \Omega \). Let \( t = 1 \).

**Step 1**: If some termination condition holds, then stop.

**Step 2-0**: Let \( x^{t,0} = x^t \) and \( i = 1 \).

**Step 2-1**: Set the learning rate \( \lambda_{t,i} \in (0, +\infty) \). Solve the subproblem (6.2.1) with \( x = x^{t,i-1} \), \( J = J^t \), \( \lambda = \lambda_{t,i} \) and get a direction \( d^{t,i} = d(x^{t,i-1}; J^t, t, \lambda_{t,i}) \).

**Step 2-2**: Set \( x^{t,i} = x^{t,i-1} + d^{t,i} \) and \( i = i + 1 \). If \( i = N + 1 \), then go to Step 3. Otherwise, go to Step 2-1.

**Step 3**: Set \( x^{t+1} = x^{t,N} \). Let \( t = t + 1 \) and go to Step 1.

At each time step, the C-BCG method solves subproblem (6.2.1) \( N \) times. When \( N = 1 \) and function \( \psi \) is an indicator function, this method reduces to the greedy projection method [81].

### 6.3 Basic assumptions

In this section, we introduce basic assumptions and present relevant properties, which will be used in the subsequent sections.

Given a constant \( T > 0 \), we denote the set of all optimal solutions of the problem \( \min_{x \in \Omega} \sum_{t=1}^{T} F^t(x) \) by \( X^*[{T}] \) in the rest of this chapter.

For the loss functions \( f^t \) and \( \psi \), we make the following assumptions, where Assumptions 6.3.1 and 6.3.2 are also used in [81].

**Assumption 6.3.1.** The feasible set \( \Omega \) for loss functions \( \{ F^t, t = 1, 2, \ldots \} \) in (6.1.1) is nonempty and compact.

For convenience, we define

\[
D := \max_{x,y \in \Omega} \| x - y \|. \tag{6.3.1}
\]

It follows from Assumption 6.3.1 that \( D < \infty \).

**Assumption 6.3.2.** There exists a positive constant \( G \) such that \( \| \nabla f^t(x) \| \leq G \) and \( \| \partial \psi(x) \| \leq G \) hold for all \( t > 0 \) and \( x \in \Omega \).

Note that when \( f^t \) is a linear function, that is, \( f^t(x) = \langle a^t, x \rangle + b^t \) with some \( a^t \in \mathcal{R}^n \), \( b^t \in \mathcal{R} \), we have \( \nabla f^t(x) = a^t \). Then, \( \| \nabla f^t(x) \| \leq G \) means that \( \| a^t \| \leq G \) holds for any \( t > 0 \). When \( f^t \) is a quadratic function with \( f^t(x) = x^T A^t x \), we get \( \nabla f^t(x) = A^t x \). From Assumption 6.3.1, \( \| \nabla f^t(x) \| \leq G \) is equivalent to that \( \| A^t \| \leq \frac{G}{D} \). For the function \( \psi(x) \), when \( \psi(x) = \| x \| \), we have \( \| \partial \psi(x) \| \leq 1 \).
It is worth mentioning that Assumptions 6.3.1 and 6.3.2 are a little restrictive in this chapter. In fact, we only need to assume that there exists a compact set $\tilde{\Omega} \subseteq \mathbb{R}^n$ such that the iterations $\{x^t\} \subseteq \tilde{\Omega}, X^{+,[T]} \subseteq \tilde{\Omega}$, and that $||\nabla f^t(x^t)||, ||\partial \psi(x^t)|| \leq G$ for all $x^t \in \tilde{\Omega}$. For simplicity, we adopt Assumptions 6.3.1 and 6.3.2 in this chapter, which are in accord with the assumptions in [81].

The following assumption is a Lipschitz continuity-like assumption, which is defined in Subsection 2.2.2.

Assumption 6.3.3. Let $\{J^i, i = 1, \ldots, N\}$ be a partition of the set $N = \{1, \ldots, n\}$. The gradient $\nabla f$ is block lower triangular Lipschitz continuous with respect to blocks $\{J^i, i = 1, 2, \ldots, N\}$, which is formally defined by Definition 2.2.4 in Subsection 2.2.2.

For the vector $g(x,y)$, defined by (2.2.3), in the following chapter, we use the notation $g^t$ instead of $g^t(x^t, x^{t+1})$ when it is clear from the context. The next remark states several particular cases of constant $M$ in Assumption 6.3.3.

Remark 6.3.1. When $N = 1$ or function $f^i$ is separable with respect to the blocks $\{J^i, i = 1, \ldots, N\}$, we have that $g^t(x,y) = \nabla f^i(x)$, which yields that $M = 0$ in (2.2.2). When $N > 1$, it is shown in Section 5.4 that $M \leq 2\max\{L_{f1}, \ldots, L_{fN}\}$ holds for many classes of functions $f^i$. For example, when functions $f^i$ have the same forms with $f(x)$, and the Hessian matrix $\nabla^2 f(x)$ is tridiagonal or row diagonal dominant, we have that $M \leq 2L_f$.

Under Assumptions 6.3.1-6.3.3, we can show that the vector $g^t$ is bounded for all $t$.

Lemma 6.3.1. Suppose that Assumptions 6.3.1-6.3.3 hold. Then we have

$$\|g^t\|^2 = \sum_{i=1}^N \|\nabla_{J^i} f^t(x^{t,i-1})\|^2 \leq \tilde{G}^2,$$

where $\tilde{G} = MD + G$. Moreover, when $N = 1$ or function $f^i$ is separable with respect to the blocks $\{J^i, i = 1, \ldots, N\}$, we have $\|g^t\| \leq G$.

Proof. Since we denote $g^t = g^t(x^t, x^{t+1})$, from the definition of $g^t(x,y)$ in (2.2.3), we have that

$$\|g^t\|^2 = \sum_{i=1}^N \|\nabla_{J^i} f^t(x^{t,i-1})\|^2.$$

Moreover, from Assumptions 6.3.1-6.3.3, we have that

$$\|g^t\| \leq \|g^t - \nabla f^t(x^t)\| + \|\nabla f^t(x^t)\| \leq M\|x^{t+1} - x^t\| + G \leq MD + G.$$

Hence, the relation (6.3.2) holds.
When \( N = 1 \) or function \( f^t \) is separable with respect to the blocks \( \{ J^i, i = 1, \ldots, N \} \), we have \( \| g^t \| = \| \nabla f^t(x^t) \| \) from Remark 6.3.1, which together with Assumption 6.3.2 yields that \( \| g^t \| \leq G \).

For the learning rate \( \lambda \) in the proposed methods, we make the following assumption.

**Assumption 6.3.4.** The learning rate \( \lambda_{t,i} \) in the C-BCG method is given by \( \lambda_{t,i} = \frac{c\beta_i}{\sqrt{t}} \), \( t = 1, 2, \ldots, i = 1, 2, \ldots, N \), where \( c > 0 \), and \( \beta_i \in [\underline{\beta}, \overline{\beta}] \), \( \overline{\beta} \geq \underline{\beta} > 0 \).

The constants \( \{ \beta_i, i = 1, 2, \ldots, N \} \) in Assumption 6.3.4 act as scaling factors of the learning rates on different blocks. When \( \beta_i = 1, i = 1, 2, \ldots, N \), and \( c = 1 \), we have \( \lambda_{t,i} = \frac{1}{\sqrt{t}} \), which reduces to the case in [81].

Next, we recall the regret of the greedy projection method, which is given in [81].

**Theorem 6.3.1.** Suppose that Assumptions 6.3.1-6.3.2 hold. Let \( \lambda_t = \frac{1}{\sqrt{t}} \) and \( x^*[T] \in X^*[T] \). Then, the regret \( R(T) \) of the greedy projection method satisfies

\[
R(T) \leq \frac{\sqrt{T}}{2} D^2 + \frac{(2\sqrt{T} - 1)}{2} G^2, \tag{6.3.3}
\]

where constant \( D \) is defined by (6.3.1), and constant \( G \) is given in Assumption 6.3.2.

### 6.4 Regret of the BCG method

In this section, we give the regret analysis of the C-BCG method for the online convex optimization problem (6.1.1). Throughout this subsection, the sequence \( \{ x^t \} \) denotes the sequence generated by the C-BCG method.

We first introduce several technical lemmas. The following lemma presents main characteristics of the sequence \( \{ x^t \} \), which can be verified easily, and hence, we omit the proof here.

**Lemma 6.4.1.** For the sequence \( \{ x^t \} \), we have

\[
x^t_{J^i} = x^t_{J^i} = x^t_{J^j}, \quad \forall i = 1, 2, \ldots, N, \ 1 \leq j < i.
\]

\[
x^t_{J^i} = x^t_{J^i} = x^t_{J^i}, \quad \forall i = 1, 2, \ldots, N, \ i \leq j \leq N.
\]

\[
x^t_{J^i} - x^t_{J^i} = x^t_{J^i} - x^t_{J^i} = d^t_{J^i}, \quad \forall i = 1, 2, \ldots, N.
\]

The following lemma states that each movement is closely related to the learning rate defined in Assumption 6.3.4.
Lemma 6.4.2. Suppose that Assumptions 6.3.1-6.3.4 hold. Then, for any \( t > 0 \), we have

\[
\|x^{t+1} - x^t\| \leq \frac{cG}{\sqrt{t}},
\]

where \( \tilde{G} = \bar{\beta}\sqrt{2G^2 + 2\tau^2G^2} \), and \( \bar{G} = MD + G \).

Proof. Since function \( \psi(x) \) in problem (6.1.1) is block separable, from (6.2.1) the subvector \( d_{J,i}^t \), can be rewritten as

\[
d_{J,i}^t = \arg\min_{x_{J,i}^{t-1} + d_{J,i} \in \Omega_i} \left\{ \frac{1}{2\lambda_{t,i}} \|d_{J,i} + \lambda_{t,i} \nabla_{J,i} f(x_{J,i}^{t-1})\|^2 + \tau \psi_i(x_{J,i}^{t-1} + d_{J,i}) \right\}. \tag{6.4.1}
\]

From the first order optimality condition, we have

\[
\frac{1}{\lambda_{t,i}} d_{J,i}^t + \nabla_{J,i} f(x_{J,i}^{t-1}) + \tau \eta_{J,i}^{t,i}, -d_{J,i}^t) \geq 0, \quad \forall d_{J,i}, \text{ such that } x_{J,i}^{t-1} + d_{J,i} \in \Omega_i, \tag{6.4.2}
\]

where \( \eta_{J,i}^{t,i} \in \partial \psi_i(x_{J,i}^{t,i}) \). Since \( x_{J,i}^{t-1} \in \Omega_i \), we let \( d_{J,i} = 0 \) in (6.4.2) and get

\[
\frac{1}{\lambda_{t,i}} d_{J,i}^t + \nabla_{J,i} f(x_{J,i}^{t-1}) + \tau \eta_{J,i}^{t,i} \leq 0, \tag{6.4.3}
\]

which implies that

\[
\|d_{J,i}^t\|^2 \leq \lambda_{t,i}(\|\nabla_{J,i} f(x_{J,i}^{t-1})\| + \tau \|\eta_{J,i}^{t,i}\|) \leq \lambda_{t,i}\|\nabla_{J,i} f(x_{J,i}^{t-1})\| + \tau \|\eta_{J,i}^{t,i}\| \|d_{J,i}^t\|.
\]

Dividing by \( \|d_{J,i}^t\| \) on both sides and squaring it, we get

\[
\|d_{J,i}^t\|^2 \leq \lambda_{t,i}^2 (\|\nabla_{J,i} f(x_{J,i}^{t-1})\|^2 + \tau^2 \|\eta_{J,i}^{t,i}\|^2) \leq 2\frac{c^2\beta_i^2}{\lambda_{t,i}} (\|\nabla_{J,i} f(x_{J,i}^{t-1})\|^2 + \tau^2 \|\eta_{J,i}^{t,i}\|^2).
\]

Summing this inequality over \( i \) from 1 to \( N \), we obtain

\[
\|x^{t+1} - x^t\|^2 = \sum_{i=1}^N \|d_{J,i}^t\|^2 \leq \frac{c^2\beta_i^2}{\lambda_{t,i}} \left( \sum_{i=1}^N \|\nabla_{J,i} f(x_{J,i}^{t-1})\|^2 + \tau^2 \sum_{i=1}^N \|\eta_{J,i}^{t,i}\|^2 \right). \tag{6.4.4}
\]

Since \( (\eta_{J,1}^{t,i}, \ldots, \eta_{J,N}^{t,i}) \in \partial \psi(x^{t+1}) \), it follows from Assumption 6.3.2 that \( \sum_{i=1}^N \|\eta_{J,i}^{t,i}\|^2 \leq G^2 \), which together with Lemma 6.3.1 and (6.4.4) proves the desired result. \( \blacksquare \)

The next result presents an estimator between \( F^t(x^t) \) and \( F^t(x) \), which plays a key role for the final regret analysis.
Lemma 6.4.3. For any $t > 0$, we have
\[ F^t(x^t) - F^t(x) \leq S^{1,t}(x) + S^{2,t}(x) + S^{3,t}(x), \]
where $S^{1,t}$, $S^{2,t}(x)$ and $S^{3,t}(x)$ are defined as follows.

\begin{align*}
S^{1,t} &:= \sum_{i=1}^{N} \left[ -\frac{1}{2\lambda_{t,i}} \|x_{j,i}^t - x_{j,i}^{t,i-1}\|^2 - \langle \nabla_{j,i} f^t(x^{t,i-1}), x_{j,i}^t - x_{j,i}^{t,i-1} \rangle \right]; \\
S^{2,t}(x) &:= \sum_{i=1}^{N} \frac{1}{2\lambda_{t,i}} \left[ \|x_{j,i} - x_{j,i}^{t,i-1}\|^2 - \|x_{j,i} - x_{j,i}^{t,i}\|^2 \right]; \\
S^{3,t}(x) &:= \sum_{i=1}^{N} \langle \nabla_{j,i} f^t(x^{t,i-1}) - \nabla_{j,i} f^t(t), x_{j,i} - x_{j,i}^{t,i-1} \rangle + \tau [\psi(x^t) - \psi(x^{t+1})].
\end{align*}

Proof. Using Lemma 2.3.1 with $\varphi(x) = \langle \nabla_{j,i} f^t(x^{t,i-1}), x_{j,i} - x_{j,i}^{t,i-1} \rangle + \tau \psi_i(x_{j,i})$, $\lambda = \lambda_{t,i}$, $z_+ = x_{j,i}^{t,i}$, $z = x_{j,i}^{t,i-1}$, $i \in \{1, \ldots, N\}$, we have
\begin{align*}
\tau \psi_i(x_{j,i}^{t,i}) - \tau \psi_i(x_{j,i}) &\leq \frac{1}{2\lambda_{t,i}} \|x_{j,i} - x_{j,i}^{t,i-1}\|^2 - \frac{1}{2\lambda_{t,i}} \|x_{j,i}^{t,i} - x_{j,i}^{t,i-1}\|^2 - \frac{1}{2\lambda_{t,i}} \|x_{j,i} - x_{j,i}^{t,i}\|^2 \\
&\quad + \langle \nabla_{j,i} f^t(x^{t,i-1}), x_{j,i} - x_{j,i}^{t,i-1} \rangle - \langle \nabla_{j,i} f^t(x^{t,i}), x_{j,i}^{t,i} - x_{j,i}^{t,i-1} \rangle.
\end{align*}

Moreover, from the convexity of function $f^t$, we obtain
\[ f^t(x^t) - f^t(x) \leq -\langle x - x^t, \nabla f^t(x^t) \rangle. \] (6.4.9)

Then we have
\begin{align*}
F^t(x^t) - F^t(x) &= f^t(x^t) - f^t(x) + \tau [\psi(x^t) - \psi(x)] \\
&\leq -\langle x - x^t, \nabla f^t(x^t) \rangle + \tau [\psi(x^{t+1}) - \psi(x)] + \tau [\psi(x^t) - \psi(x^{t+1})] \\
&= \sum_{i=1}^{N} \left\{ -\langle x_{j,i} - x_{j,i}^{t,i-1}, \nabla_{j,i} f^t(x^t) \rangle + \tau [\psi_i(x_{j,i}^{t,i}) - \psi_i(x_{j,i})] \right\} + \tau [\psi(x^t) - \psi(x^{t+1})],
\end{align*}
where the inequality follows from (6.4.9), and the last equality follows from Lemma 6.4.1. Combining with inequality (6.4.8), we obtain the desired inequality.

Next, we establish upper bounds for $S^{1,t}$, $S^{2,t}(x)$ and $S^{3,t}(x)$, respectively.

Lemma 6.4.4. Suppose that Assumptions 6.3.1-6.3.4 hold. Then, for any $t > 0$, we get
\[ S^{1,t} \leq \frac{\bar{c} \beta}{2\sqrt{t}} G^2. \]
6.4 Regret of the BCG method

Proof. For any $t > 0$ and $i \in \{1, \ldots, N\}$, we have
\[
- \frac{1}{2\lambda_{t,i}} \|x_{t,j_i}^i - x_{t,i}^{i-1}\|^2 - \langle \nabla f^i(x_{t,i}^{i-1}) - x_{t,i}^{i-1}, x_{t,j_i}^i - x_{t,i}^{i-1}\rangle
\]
\[
= - \frac{1}{2\lambda_{t,i}} \|x_{t,j_i}^i - x_{t,i}^{i-1}\|^2 + \lambda_{t,i} \|\nabla f^i(x_{t,i}^{i-1})\|^2 + \frac{\lambda_{t,i}}{2} \|\nabla f^i(x_{t,i}^{i-1})\|^2
\]
\[
\leq \frac{\lambda_{t,i}}{2} \|\nabla f^i(x_{t,i}^{i-1})\|^2.
\]
Summing this inequality over $i$ from 1 to $N$, we get
\[
S^{1,t} \leq \sum_{i=1}^N \frac{\lambda_{t,i}}{2} \|\nabla f^i(x_{t,i}^{i-1})\|^2 \leq \frac{c\bar{\beta}}{2\sqrt{t}} \|g^t\|^2 \leq \frac{c\bar{\beta}}{2\sqrt{t}} \bar{G}^2,
\]
where the last two inequalities follow from Lemma 6.3.1.

For convenience, we define a diagonal matrix $B \in \mathbb{R}^{n \times n}$ with
\[
B_{jj} = \beta_i, \forall j \in \mathcal{J}^i, i = 1, 2, \ldots, N,
\]
(6.4.10)
where $\{\beta_i, i = 1, 2, \ldots, N\}$ are constants given in Assumption 6.3.4. Since we assume $\beta_i \geq \beta > 0$ for any $i = 1, \ldots, N$, matrix $B$ is invertible.

For $S^{2,t}(x)$, it follows from (6.4.6), Assumption 6.3.4, and the definition of the norm $\|\cdot\|_{B^{-1}}$ that
\[
S^{2,t}(x) = \sqrt{T} \left[ \|x - x^t\|_{B^{-1}}^2 - \|x - x^{t+1}\|_{B^{-1}}^2 \right].
\]
(6.4.11)

A bound for $S^{3,t}(x)$ is given by the following lemma.

Lemma 6.4.5. Suppose that Assumptions 6.3.1-6.3.4 hold. Then, for any $t > 0$, we have
\[
S^{3,t}(x) \leq \frac{c}{\sqrt{t}} M\tilde{G} \|x - x^{t+1}\| + \tau [\psi(x^t) - \psi(x^{t+1})],
\]
where $\tilde{G} = \bar{\beta}\sqrt{2G^2 + 2\tau^2G^2}$, and $\bar{G} = MD + G$.

Proof. In contrast to (6.4.7), we only need to show that $\sum_{i=1}^N \langle \nabla f^i(x_{t,i}^{i-1}) - \nabla f^i(x^t), x_{j_i}^i - x_{t,i}^{i-1}\rangle$ holds for any $t > 0$. In fact, we have
\[
\sum_{i=1}^N \langle \nabla f^i(x_{t,i}^{i-1}) - \nabla f^i(x^t), x_{j_i}^i - x_{t,i}^{i-1}\rangle
\]
\[
= \langle g^t - \nabla f^t(x^t), x - x^t \rangle
\]
\[
\leq \| g^t - \nabla f^t(x^t) \| \| x - x^t \| \\
\leq M \| x^{t+1} - x^t \| \| x - x^t \| \\
\leq M \frac{c}{\sqrt{t}} \tilde{G} \| x - x^t \|,
\]
where the second inequality follows from Assumption 6.3.3, and the last inequality follows from Lemma 6.4.2. Thus, this completes the proof. \(\blacksquare\)

Now we show the regret of the BCG method with the cyclic rule.

**Theorem 6.4.1.** Suppose that Assumptions 6.3.1-6.3.4 hold. Let \(\{x^r\}\) be generated by the C-BCG method for the online optimization problem (6.1.1). Then, for any \(x^{*,[T]}\in X^{*,[T]}\), we have
\[
R(T) \leq \left( \frac{c\bar{\beta}G^2}{2} + \frac{D^2}{2c\bar{\beta}} + M\tilde{G}c \right) (2\sqrt{T} - 1) + \tau DG,
\]
where \(\tilde{G} = \bar{\beta}\sqrt{2G^2 + 2\tau^2G^2}\), and \(\tilde{G} = MD + G\).

**Proof.** It follows from Lemma 6.4.3 that
\[
R(T) = \sum_{t=1}^{T} \{ F^t(x^r) - F^t(x^{*,[T]}) \} = \sum_{t=1}^{T} S^{1,t} + \sum_{t=1}^{T} S^{2,t}(x^{*,[T]}) + \sum_{t=1}^{T} S^{3,t}(x^{*,[T]}).
\]

Moreover, we have
\[
\sum_{t=1}^{T} \frac{c}{\sqrt{t}} \leq c + c \int_{1}^{T} \frac{dt}{\sqrt{t}} \leq c + 2c\sqrt{T} - 2c = c(2\sqrt{T} - 1),
\]
which, together with Lemma 6.4.4, yields that
\[
\sum_{t=1}^{T} S^{1,t} \leq \sum_{t=1}^{T} \frac{c\bar{\beta}}{2\sqrt{t}} G^2 = \frac{c\bar{\beta}G^2}{2}(2\sqrt{T} - 1).
\]

For \(S^{2,t}(x^{*,[T]})\), it follows from (6.4.11) that
\[
\sum_{t=1}^{T} S^{2,t}(x^{*,[T]}) = \frac{1}{2c} \| x^{*,[T]} - x^T \|^2_{B^{-1}} \leq \frac{\sqrt{T}}{2c} \| x^{*,[T]} - x^{T+1} \|^2_{B^{-1}} + \sum_{t=2}^{T} \left( \frac{\sqrt{t}}{2c} - \frac{\sqrt{t-1}}{2c} \right) \| x^{*,[T]} - x^t \|^2_{B^{-1}}
\]
\[
\leq \frac{1}{2c\beta} D^2 + \sum_{t=2}^{T} \left( \frac{\sqrt{t}}{2c} - \frac{\sqrt{t-1}}{2c} \right) \frac{1}{\beta} D^2
\]
\[
= \frac{D^2}{2c\beta} \sqrt{T}.
\]
Let $\eta \in \partial \psi(x^1)$. Then it follows from Assumption 6.3.2 that $\|\eta\| \leq G$. For $S^{3,t}(x^*,[T])$, from Lemma 6.4.5, we have

$$
\sum_{t=1}^{T} S^{3,t}(x^*,[T]) = \sum_{t=1}^{T} \left\{ \frac{c}{\sqrt{t}} M \tilde{G} \|x^*,[T] - x^{t+1}\| + \tau[\psi(x^t) - \psi(x^{t+1})] \right\}
$$

$$
= \sum_{t=1}^{T} \frac{c}{\sqrt{t}} M \tilde{G} \|x^*,[T] - x^{t+1}\| + \tau[\psi(x^1) - \psi(x^{T+1})]
$$

$$
\leq M \tilde{G} D \sum_{t=1}^{T} \frac{c}{\sqrt{t}} + \tau \langle \eta, x^1 - x^{T+1} \rangle
$$

$$
\leq M \tilde{G} D c (2\sqrt{T} - 1) + \tau DG,
$$

where the first inequality follows from Assumption 6.3.1 and the convexity of function $\psi$, and the last inequality follows from (6.4.12) and Assumptions 6.3.1-6.3.2.

Hence, we get

$$
R(T) \leq \frac{c \tilde{G}^2}{2} (2\sqrt{T} - 1) + \frac{D^2}{2c\tilde{G}} \sqrt{T} + M \tilde{G} D c (2\sqrt{T} - 1) + \tau DG
$$

$$
\leq \left( \frac{c \tilde{G}^2}{2} + \frac{D^2}{2c\tilde{G}} + M \tilde{G} D c \right) (2\sqrt{T} - 1) + \tau DG,
$$

where the second inequality follows from the fact $\sqrt{T} \leq 2\sqrt{T} - 1$, $T \geq 1$.

Note that the regret bound of the C-BCG method in Theorem 6.4.1 is independent of the number $N$ of blocks and the dimension $n$. Moreover, Theorem 6.4.1 implies that $\frac{R(T)}{T} \leq O\left(\frac{1}{\sqrt{T}}\right)$, and the C-BCG method is a no internal regret algorithm. The next remark states that the regret bound of the C-BCG method in Theorem 6.4.1 is an extension of bound of the greedy projection method [81].

Remark 6.4.1. When $\psi = 0$, we have $\psi(x^1) = \psi(x^{t+1}) = 0$. Then the evaluation for $\sum_{t=1}^{T} S^{3,t}(x^*,[T])$ in (6.4.13) reduces to $\sum_{t=1}^{T} S^{3,t}(x^*,[T]) \leq M \tilde{G} D c (2\sqrt{T} - 1)$. Moreover, if we let $N = 1$, $\beta_i = 1$, $i = 1, 2, \ldots, N$, and $c = 1$, from Lemma 6.3.1 and Remark 6.3.1, we have $\tilde{G} = G$ and $M = 0$. Hence, the regret of the C-BCG method reduces to $R(T) \leq \frac{c \tilde{G}^2}{2} (2\sqrt{T} - 1) + \frac{D^2}{2} \sqrt{T}$, which is the same as Theorem 6.3.1. Therefore, the C-BCG method is an extension of the greedy projection method.

6.5 Extension to the stochastic optimization problem

In this section, we develop the ergodic convergence of the proposed C-BCG method for the stochastic optimization problem.
We consider the following regularized convex stochastic optimization problem.

\[
\minimize_x \tilde{F}(x) := \mathbb{E}[f(x, z)] + \tau \psi(x), \tag{6.5.1}
\]

where \( z = (u, v) \in \mathbb{R}^{n+n} \) is an input-output pair of the data drawn from an unknown underlying distribution, \( f(x, z) \) is the loss function of using \( u \) with parameter \( x \) to predict \( v \), \( \mathbb{E}[f(x, z)] \) denotes the expected value of the loss function \( f(x, z) \) with respect to the selection pair \( z \).

A common way to solve stochastic optimization problem (6.5.1) is to approximate the expectation of the whole loss \( \mathbb{E}[f(x, z)] \) by using a finite set of independent observations \( z_1, \ldots, z_t \), and solve the following problem instead.

\[
\minimize_x \frac{1}{T} \sum_{t=1}^{T} f(x, z_t) + \tau \psi(x). \tag{6.5.2}
\]

This problem can be regarded as the batch optimization problem for the online optimization problem with \( F_t = f(x, z_t) + \tau \psi(x) \). Let \( x^* \in \arg\min_x \tilde{F}(x) \). The corresponding regret can be written as follows.

\[
R(T) = \sum_{t=1}^{T} \left\{ f(x^*, z_t) + \tau \psi(x^*) \right\} - \sum_{t=1}^{T} \left\{ f(x_t, z_t) + \tau \psi(x_t) \right\}. \tag{6.5.3}
\]

**Theorem 6.5.1.** Suppose that Assumptions 6.3.1-6.3.4 hold. Let \( \{x^t\} \) be generated by the C-BCG method for the convex stochastic optimization problem (6.5.1), and \( \bar{x}_T = \frac{1}{T} \sum_{r=1}^{T} x^r \), \( T \geq 1 \). Then, for any \( x^* \in \arg\min_x \tilde{F}(x) \), we have

\[
E_{z[T]}[\tilde{F}(\bar{x}_T)] - \tilde{F}(x^*) \leq \left( \frac{c\bar{G}^2}{2} + \frac{D^2}{2c\beta} + M\tilde{G}Dc \right) \frac{2\sqrt{T} - 1}{T} + \frac{1}{T} \tau DG.
\]

**Proof.** Let \( z[T] := \{z_1, \ldots, z_T\} \), where \( \{z_i, 1 \leq i \leq T\} \) follow the independent and isotonical distribution. Note that the variable \( x^t, 1 \leq t \leq T \), is dependent on the random variables \( \{z_1, \ldots, z_{t-1}\} \), but independent on the random variables \( \{z_t, \ldots, z_T\} \).

Hence, we have

\[
E_{z[T]}[f(x^t, z_t)] + \tau \psi(x^t) = E_{z[t-1]}[E_{z[t]}[f(x^t, z_t)] + \tau \psi(x^t)] = E_{z[t-1]}[\tilde{F}(x^t)],
\]

\[
E_{z[T]}[f(x^*, z_t)] + \tau \psi(x) = E_{z[t]}[f(x^*, z_t) + \tau \psi(x^*)] = \tilde{F}(x^*).
\]

Combining with (6.5.3), we get

\[
0 \leq E_{z[T]}[R(T)] = \sum_{t=1}^{T} \left( E_{z[T]}[\tilde{F}(x^t)] - \tilde{F}(x^*) \right). \tag{6.5.4}
\]
On the other hand, by the convexity of the function $\tilde{F}(x)$, we have

$$\tilde{F}(\bar{x}^T) = \tilde{F}(\frac{1}{T} \sum_{t=1}^{T} x^t) \leq \frac{1}{T} \sum_{t=1}^{T} \tilde{F}(x^t). \quad (6.5.5)$$

Subtracting the optimal value $\tilde{F}(x^*)$ on both sides and taking the expectation with respect to the random variables $z_{[T]}$, we get

$$E_{z_{[T]}}[\tilde{F}(\bar{x}^T)] - \tilde{F}(x^*) \leq \frac{1}{T} \sum_{t=1}^{T} \left( E_{z_{[T]}}[\tilde{F}(x^t)] - \tilde{F}(x^*) \right) = \frac{1}{T} E_{z_{[T]}} R(T).$$

From Theorem 6.4.1, we prove the desired result.

Note that Corollary 6.5.1 implies that $E_{z_{[T]}}[\tilde{F}(\bar{x}^T)] - \tilde{F}(x^*) \leq O(\frac{1}{\sqrt{T}})$, where the upper bound $O(\frac{1}{\sqrt{T}})$ is sharper than $O(\frac{1+\log T}{\sqrt{T}})$ given in [75].

### 6.6 Conclusion

In this chapter, we have proposed a block coordinate gradient (BCG) method for the online convex optimization problem (6.1.1). We have shown that the proposed method has a regret $O(\sqrt{T})$, which is the same as [81]. Moreover, we have extended our results to the regularized stochastic optimization problem, and have shown that the results in this chapter are tighter than that in [75].

In Chapter 4, an extension of the BCG method, called the “block coordinate proximal gradient (BCPG) methods with variable Bregman functions”, has been studied, where the quadratic term $\frac{1}{2}\|d\|^2$ in (6.2.1) is replaced by the Bregman distance $B_\eta(x, x + d)$. It is shown that the proposed BCPG methods have the same convergence rate with the block coordinate gradient descent (BCGD) method for the classical separable optimization problems. Hence, it may be possible to obtain a similar convergence of the BCPG methods with variable Bregman functions for the online and stochastic optimization problems as the results in this chapter.
Chapter 7

Conclusion

In this thesis, we have proposed two classes of block coordinate gradient methods for solving the classical separable optimization problem, and introduced a new concept, called the “block lower triangular Lipschitz continuous”, with which the theoretical analysis of the block coordinate gradient method is supplemented and improved for various optimization problems, including the online and the stochastic optimization problems. The results obtained in this thesis are summarized as follows.

(a) In Chapter 3, we have proposed an inexact coordinate descent (ICD) method for a class of weighted $l_1$-regularized convex optimization problem with a box constraint, where we have given a new criterion for the “inexact solution” of the subproblem and only required an approximate solution at each iteration. For the proposed method, we have established its $R$-linear convergence rate with the almost cycle rule, and have examined its efficiency by numerical experiments on the comparison of the proposed method and the coordinate gradient descent method.

(b) In Chapter 4, we have proposed a class of block coordinate proximal gradient (BCPG) methods with variable Bregman functions for solving the general nonsmooth nonconvex problem. We have established the global convergence and $R$-linear convergence rate for the proposed methods with the Gauss-Seidel rule. The idea of using the variable kernels is the innovation of these methods, which enabled us to obtain many well-known algorithms from the proposed BCPG methods, including the (inexact) BCD method. Some special kernels even allowed the proposed BCPG methods to adopt the fixed step size, and helped us to construct accelerated algorithms. Finally, the numerical results on the proposed algorithm and the algorithm with a fixed kernel proved the efficiency.

(c) In Chapter 5, we have improved the iteration complexity of the block coordinate gradient descent (BCGD) method with the cyclic rule for the convex separable optimization. The improvement lies in the new Lipschitz continuity-like assumption. In particular, we
have proven that the BCGD method with the cyclic rule converges with $O\left(\frac{\max\{M, L_f\}}{\epsilon}\right)$, where $M$ is the constant given in the proposed assumption, and $L_f$ is the Lipschitz constant. Furthermore, we have studied the relation between $M$ and $L_f$, and showed that $M \leq \sqrt{N}L_f$ or $M \leq 2L_f$, which implies that the iteration complexity bound derived in this thesis is sharper than existing results.

(d) In Chapter 6, we have investigated the performance of a block coordinate gradient (BCG) method with the cyclic rule for the online optimization problem and the stochastic optimization problem. We firstly have shown that the proposed method has the same regret as the greedy projection (GP) method, where the GP method is a full gradient projection method. Moreover, we have extended the BCG method for the stochastic optimization problem, and have shown that the result in this thesis is tighter than the existing results.

As we summarized above, we have made several contributions on the block coordinate gradient methods for the separable optimization problems. However, there are many problems that still remain unknown. In what follows, we mention some main issues based on our current achievements.

(a) In Chapter 4, we have presented a class of block coordinate proximal gradient (BCPG) methods for the separable nonsmooth nonconvex optimization problem. For showing the convergence rate of the proposed methods, we assumed that the Lipachitz local error bound assumption holds for the original problem. In [74], another assumption, called the “Kurdyka-Lojasiewicz (KL) inequality”, is established for the BCD method. It is interesting to study the relation between the KL inequality and the local error bound in the future. Moreover, extending the BCPG methods to the more general constrained problems, such as the support vector machine (SVM) problem, is also a challenging topic.

(b) In this thesis, we have proposed a new Lipschitz continuity-like definition, and have studied the relation between two constants $M$ and $L_f$ in Chapter 5, where $M$ is the constant given in the proposed definition, and $L_f$ is the common Lipschitz constant. Although we have shown that $M \leq \sqrt{N}L_f$ holds for any function, and have found several classes of functions such that the relation $M \leq 2L_f$ holds. In the future, it would be interesting to find more functions for which the corresponding constant $M$ is independent of the number $N$ of blocks. Currently, we have not found a counterexample where $N^\sigma L_f \leq M$ for a positive constant $\sigma$. 
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