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Adaptive Virtual Metrology Design for Semiconductor Dry Etching Process through Locally Weighted Partial Least Squares

Toshiya Hirai and Manabu Kano, Member, IEEE

Abstract—In semiconductor manufacturing processes, virtual metrology (VM) has been investigated as a promising tool to predict important characteristics of products. Although partial least squares (PLS) is a well-known modeling technique that can cope with collinearity and therefore applied to construction of VM, its prediction performance deteriorates due to changes in process characteristics. In particular, maintenance of equipment strongly affects the process characteristics and the prediction performance. In the present work, VM was developed by using locally weighted PLS (LW-PLS), which is a type of Just-In-Time modeling technique, and it was used to predict the etching conversion differential of an actual dry etching process. The industrial application results have shown that the developed VM based on LW-PLS is superior to the conventional VM based on the sequential update model (SUM) and the artificial neural network (ANN) model. In particular, it has been confirmed that the LW-PLS-based VM can keep its high prediction performance even after the maintenance, i.e. replacement of parts.

Index Terms—equipment engineering system, just-in-time modeling, locally weighted regression, semiconductor process, virtual metrology.

I. INTRODUCTION

SEMICONDUCTORS are manufactured through more than 300 process steps. If an error is detected in the final electrical test (ETest), the cause is analyzed on the basis of the ETest result and process measurements. Since many semiconductor manufacturers execute quality control through sampling measurements, it is critical whether the target wafer is sampled or not. In recent dry etching processes, less than one wafer is sampled and measured when 25 wafers are processed in each lot; thus, cause analysis is difficult in many cases.

Due to increasing miniaturization of semiconductors, machining capacity of assuring product quality in manufacturing equipment is reaching its limit. To reduce the variability of wafer processing and assure product quality, wafer-to-wafer (W2W) level control is required. Consequently, all wafers need to be measured. However, the introduction of advanced process control (APC) based on measurements of all wafers requires costs of expensive metrology tools and longer production cycle time. Thus, virtual metrology (VM) has received much attention in order to predict important characteristics of products without installing additional metrology tools.

In the present work, a wafer is sampled and measured when 25 wafers are processed. In recent dry etching processes, less than one wafer is sampled or not. In the present work, VM was developed by using locally weighted PLS (LW-PLS), which is a type of Just-In-Time modeling technique, and it was used to predict the etching conversion differential of an actual dry etching process. The industrial application results have shown that the developed VM based on LW-PLS is superior to the conventional VM based on the sequential update model (SUM) and the artificial neural network (ANN) model. In particular, it has been confirmed that the LW-PLS-based VM can keep its high prediction performance even after the maintenance, i.e. replacement of parts.

The present research aims to develop VM that can predict the etching conversion differential with high accuracy even when characteristics of the dry etching tool change significantly. Here, the etching conversion differential is defined as the difference between critical dimension (CD) at the end of a lithography process and CD at the end of the etching process. The design of VM for a dry etching process was investigated by Zeng and Spanos [3]; they proposed to adopt back-propagation neural networks (BPNNs) for modeling and compared its performance with several other techniques. To develop adaptive VM, locally weighted partial least squares (LW-PLS) is investigated in the present research. LW-PLS is a kind of just-in-time (JIT) modeling methods and has been successfully applied to pharmaceutical and petrochemical processes as an adaptive modeling technique that can cope with changes in process characteristics [4], [5], [6], [7]. LW-PLS and the conventional sequential update model (SUM) are applied to real industrial data of the dry etching tool, and their prediction performance is compared.

In the following section, EES and VM are introduced. Then, data preprocessing and modeling methods are explained in sections III and IV, respectively. The validation results using actual data are shown in section V, which is followed by the conclusion.

II. EES AND VM

This section briefly introduces EES and VM, which play important role in semiconductor manufacturing processes.

A. Equipment Engineering System (EES)

In 2002, EES was proposed by Selete (Semiconductor Leading Edge Technologies) and others as a platform to pick
Fig. 1. Dry etching equipment controlled by EES-centered system. Equipment engineering system (EES), manufacturing execution system (MES), advanced process control (APC), and yield management system (YMS) are integrated.

up process signals and analyze data [8]. Today, equipment suppliers and system suppliers implement EES in dry etching equipment. Figure 1 shows the dry etching equipment monitored and controlled by an EES-centered system. Each arrow in this figure describes the flow direction of information or data. The equipment has multiple chambers. When a wafer is processed in the chamber, the state such as radio frequency (RF) power, gas flow, pressure, and temperature is sensed. EES collects and analyzes these process signals in real time to verify the equipment condition, and it notifies a manufacturing execution system (MES) if anomaly is detected. MES issues a stop command to the equipment when receiving the alert. The results of the analysis by EES are sent to APC, which calculates necessary changes of process parameters for each wafer and sends the parameters to MES; then MES issues a control command to the equipment. In addition, the process signals collected by EES are sent to a yield management system (YMS), which compares the signals, measurements, and ETest data.

B. Virtual Metrology (VM)

Virtual metrology (VM) is the prediction of metrology variables from process and wafer state information. VM plays an important role in the semiconductor manufacturing because the quality of all wafers, regardless of whether it is sampled or not, has to be controlled on the basis of equipment data. Such a prediction technique is called a soft-sensor or virtual sensing technology in other industries. Soft-sensors have been widely used for more than several decades to predict difficult-to-measure product quality or other key variables from easy-to-measure signals such as temperature, pressure, and flow rate. The history of soft-sensor development was summarized with several recent industrial applications by Kano and Fujiwara [4].

VM provides wafer level metrology data for wafer-to-wafer (W2W) level control without increasing the number of measured wafers [9]. W2W control requires timely measurement of the quality, which VM predicts on the basis of process signals collected by EES at the wafer level [10].

In addition, a method of monitoring the whole factory by using VM has been proposed [11], [12]. A factory- or fab-wide supervisory control strategy coordinates individual run-to-run (R2R) process controllers utilizing the end-of-run or in situ metrology as well as the ETest data of the final product. The factory-wide controller could alter process target to achieve the factory-wide metrics such as overall factory yield and final ETest values [13]. Moreover, a VM model can be used to explain the variations in ETest data [14].

III. DATA PREPROCESSING

To realize high-performance VM, appropriate preprocessing of measured data is crucial. In this section, derivation of representative variables used as input variables of VM, exclusion of outliers, and selection of input variables are explained.

A. Representative Variables

The dry etching tool is equipped with sensors to measure process variables such as RF power, gas flow, pressure, and temperature. These process signals are stored in EES together with OES signals at a high resolution of 100 msec or higher, and they are afterwards used to calculate representative variables. Thus, the total number of representative variables becomes 57600, i.e. 400 signals × 16 recipe steps × 9 statistics for a single dry etching tool.

In the literature, monitoring of multiphase batch processes has been investigated [15]. In particular, an important issue is how to divide whole batch operation into several phases automatically on the basis of measured data so that better monitoring performance is achieved. In our application, however, such phase partition technique is not necessary because recipe steps (phases) are known in advance as shown in Fig. 2.
B. Outlier Exclusion

In EES, Hotelling’s $T^2$ statistic [16] is used to detect outliers. The $T^2$ statistic is the scaled squared distance of a sample vector $x$ from the center, where $x$ is scaled, i.e. divided, by standard deviations in the direction of corresponding eigenvectors of the sample covariance matrix. The $T^2$ statistic indicates how far the sample is from the multivariate mean of the data.

It is important to distinguish between outliers and out-of-spec wafers. Outliers are caused mainly by failure of measurement; therefore outliers must be detected and properly treated before a statistical model is built or used. This preprocessing is crucial to develop a highly accurate model and to realize accurate and reliable estimation.

C. Input Variable Selection

Representative variables are used as input variables of VM. To improve prediction accuracy and reduce computational load, it is necessary to select important input variables that are related with the output. Although various input variable selection methods have been proposed [4], variable importance in the projection (VIP) [17], [18] was used for input variable selection in this work.

VIP is calculated when a PLS model is constructed. PLS is a linear regression method that can cope with the collinearity problem; thus it has been used as a modeling tool in various industries where process variables are highly correlated. PLS is now regularly employed in the area of semiconductor manufacturing [19]. In the following, PLS and then VIP are briefly explained.

1) Partial Least Squares (PLS): In PLS with one output variable, an input data matrix $X \in \mathbb{R}^{N \times M}$ and an output data vector $y \in \mathbb{R}^N$ are decomposed as follows:

$$X = TP^T + E$$

$$y = Tb + f$$

where $T \in \mathbb{R}^{N \times R}$ is a latent variable matrix whose columns are latent variables $t_r \in \mathbb{R}^N (r = 1, 2, \ldots, R)$, $P \in \mathbb{R}^{M \times R}$ is a loading matrix of $X$ and its columns are loading vectors $p_r, b = [b_1, b_2, \ldots, b_R]^T$ is a loading vector of $y$, and $E$ and $f$ are errors. $N$, $M$, and $R$ denote the number of samples, that of input variables, and that of adopted latent variables, respectively.

The nonlinear iterative partial least squares (NIPALS) algorithm can be used to construct the PLS model [18]. Suppose that the first to $(r-1)$th latent variables $t_1, t_2, \ldots, t_{r-1}$, the loading vectors $p_1, p_2, \ldots, p_{r-1}$ and $b_1, b_2, \ldots, b_{r-1}$ are given. The $r$th residual input and output can be written as follows:

$$X_r = X_{r-1} - t_{r-1}p_{r-1}^T$$

$$y_r = y_{r-1} - b_{r-1}t_{r-1}$$

where $X_1 = X$ and $y_1 = y$. The latent variable $t_r$ is a linear combination of the columns of $X_r$, that is, $t_r = X_r w_r$, where $w_r \in \mathbb{R}^{M \times 1}$ is the $r$th weighting vector. PLS aims to maximize the covariance between $y_r$ and $t_r$ under the constraint $\|w_r\| = 1$. By using the Lagrange multipliers method, $w_r$ is derived as

$$w_r = \frac{X_r^T y_r}{X_r^T X_r}$$

(5)

Finally, the above procedure is repeated until the number of adopted latent variables $R$ is achieved; $R$ can be determined by cross validation.

2) Variable Importance in the Projection (VIP): VIP is also known as variable influence on projection. The VIP score of an input variable is a summary of the importance for the projection to find latent variables, expresses the contribution of the input variable to the output variable, and thus can be used for variable selection [17]. VIP is a weighted sum of squares of the PLS weights with the weights calculated from the amount of Y-variance of each PLS component [18]. The VIP score of the $m$th variable is defined as

$$V_m = \sqrt{\frac{M}{\sum_{r=1}^{R} (b_r^2 t_r^T w_{mr} / \|w_r\|^2)} \sum_{r=1}^{R} b_r^2 t_r^T t_r}$$

(8)

where $w_{mr}$ is the $m$th element of the weighting vector of the $r$th latent variable $t_r$. The variables satisfying $V_m > \mu$ should be selected as input variables. Since the average of squared VIP scores equals 1, $\mu = 1$ is suggested as a criterion for variable selection [20]. However, from the authors’ experience, $\mu$ needs to be adjusted in order to improve the estimation performance [4].

IV. Prediction Method

Dry etching equipment needs to be maintained; for example, parts are replaced and chambers are cleaned repeatedly. Changes in equipment status caused by such maintenance deteriorate the prediction accuracy of VM. Figure 3 shows time-varying relationship between two controlled variables of the equipment. Even though the equipment is operated by using the same parameters determined in advance, the
equipment status suffers from drifts and shifts, which are caused by the replacement of parts and other factors. A drift of a variable is its continuous change in the same direction, and a shift of a variable is its large change between samples. Regardless of such changes in the equipment status, it is crucial to keep high prediction accuracy of VM.

The model maintenance is not a specific problem to VM, but it is a critical problem in various industries. According to the questionnaire survey of chemical process control in Japan [21], the most important problem of soft-sensors was how to cope with changes in process characteristics and maintain high prediction accuracy for a long period of time, i.e. model maintenance. When the prediction performance of a soft-sensor or VM becomes worse with time and, hence, laborious model reconstruction is frequently required, its applications cannot be widespread. The problem of model maintenance must be solved when VM is designed.

In the present work, VM is developed by using LW-PLS, which is one of just-in-time modeling methods. Since there are a number of signals that are mutually correlated in semiconductor manufacturing, PLS is used to build local models and to deal with collinearity.

A. Just-In-Time Modeling

Just-in-time (JIT) modeling can cope with changes in process characteristics as well as nonlinearity, and it has been used not only for virtual sensing [4] but also for process monitoring [22]. JIT modeling is also known as lazy learning [23], [24], [25], [26]. In JIT modeling, a local model is built from past data around a query, i.e. a new sample, only when an estimate is required. This approach is useful when a global model is difficult to build. Various JIT modeling methods were reviewed in [4].

In comparison with conventional modeling methods, JIT modeling has the following features. 1) When new input and output data become available, they are stored into a database. 2) A local model is constructed from samples located in the neighborhood around the query and output variables are estimated only when estimation is required. 3) The constructed local model is discarded after its use for estimation. In JIT modeling, samples for local modeling should be selected appropriately each time.

A simple approach to selecting neighbors of a query is $k$ nearest neighbors ($k$-NN). Although $k$-NN works in practice, the prediction performance of JIT modeling can be improved by choosing neighbors in a more sophisticated way. Another simple approach to building a local model is a weighted average [27], which is preferable to other local modeling methods when the number of neighbors is limited. The prediction performance can be further improved by adopting local linear regression (LLR).

Instead of deciding to use or not to use each sample stored in a database, one can use all samples by prioritizing them according to their importance. The importance is evaluated by the similarity between the query and samples, e.g., the distance between the query and samples. The prioritizing strategy is more general because it is the same as deciding to use or not to use samples when the similarity is binary 0,1. Thus, JIT modeling is also known as locally weighted regression (LWR) [28]. LWR constructs a local model by prioritizing samples in a database according to the similarity between a query and the samples. Hence, LWR can cope with abrupt changes as well as gradual ones in contrast to recursive methods. In addition, it can cope with nonlinearity since it builds a piecewise model. LWR usually outperforms a typical weighted average method.

LWR has been successfully used to develop a quality design system for steel products [29]. The developed system based on LWR can predict the quality of various steel products and optimize operating conditions, and it has contributed to a reduction in quality deviations and production cost.

To build an accurate model with LWR, the similarity needs to be properly defined. In general, similarity is defined on the basis of the Euclidean distance or the Mahalanobis distance. Other similarity measures proposed so far are based on the distance and the angle [30], [31], [32], the distance and the output estimate derived by a global model [33], the correlation among input variables [34], [35], and the weighted Euclidean distance [5], [6], [29].

B. LW-PLS

LW-PLS investigated in the present work is an extension of LWR, LW-PLS uses PLS for local modeling while LWR uses multiple linear regression (MLR) [5]. LW-PLS is preferable to conventional LWR since robust local models can be constructed even when the number of neighbor samples is less than that of input variables. The basic algorithm of LW-PLS is explained below.

The $n$th sample ($n = 1, 2, \ldots, N$) of input and output variables is denoted by

$$x_n = [x_{n1}, x_{n2}, \ldots, x_{nM}]^T$$

$$y_n = [y_{n1}, y_{n2}, \ldots, y_{nL}]^T$$

where $M$ and $L$ are the numbers of input and output variables, respectively, and $X \in \mathbb{R}^{N \times M}$ and $Y \in \mathbb{R}^{N \times L}$ are the input and output variable matrices whose $n$th rows are $x_n^T$ and $y_n^T$, respectively.

In LW-PLS, $X$ and $Y$ are stored in a database. When an output estimation is required for a query $x_q$, the similarity $\omega_n$ between $x_q$ and $x_n$ is calculated, and a local PLS model is constructed by weighting samples with a similarity matrix

$$\Omega \in \mathbb{R}^{N \times N}.$$  

$$\Omega = \text{diag}(\omega_1, \omega_2, \ldots, \omega_N)$$

The output estimate $y_q$ corresponding to the query $x_q$ is calculated as follows.

1) Determine the number of latent variables $r$ and set $r = 1$.
2) Calculate the similarity matrix $\Omega$.
3) Calculate $X_r$, $Y_r$, and $x_{q,r}$:

$$X_r = X - 1_N [\bar{x}_1, \bar{x}_2, \cdots, \bar{x}_M]$$  \hspace{1cm} (12)

$$Y_r = Y - 1_N [\bar{y}_1, \bar{y}_2, \cdots, \bar{y}_L]$$  \hspace{1cm} (13)

$$x_{q,r} = x_q - [\bar{x}_1, \bar{x}_2, \cdots, \bar{x}_M]^T$$  \hspace{1cm} (14)

$$\bar{x}_m = \frac{\sum_{n=1}^{N} \omega_n x_{nm}}{\sum_{n=1}^{N} \omega_n}$$  \hspace{1cm} (15)

$$\bar{y}_l = \frac{\sum_{n=1}^{N} \omega_n y_{nl}}{\sum_{n=1}^{N} \omega_n}$$  \hspace{1cm} (16)

where $1_N \in \mathbb{R}^N$ is a vector of ones.

4) Set $y_q = [\bar{y}_1, \bar{y}_2, \cdots, \bar{y}_L]^T$.

5) Derive the $r$th latent variable of $X$

$$t_r = X_r w_r$$  \hspace{1cm} (17)

where $w_r$ is the eigenvector of $X_r^T \Omega Y_r Y_r^T \Omega X_r$, which corresponds to the maximum eigen value.

6) Derive the $r$th loading vector of $X$ and the regression coefficient vector.

$$p_r = \frac{X_r^T \Omega t_r}{t_r^T \Omega t_r}$$  \hspace{1cm} (18)

$$q_r = \frac{Y_r^T \Omega t_r}{t_r^T \Omega t_r}$$  \hspace{1cm} (19)

7) Derive the $r$th latent variable of $x_q$.

$$t_{q,r} = x_{q,r} w_r$$  \hspace{1cm} (20)

8) Update $y_q = y_q + t_{q,r} q_r$.

9) If $r = R$, end. Otherwise, set

$$X_{r+1} = X_r - t_r p_r^T$$  \hspace{1cm} (21)

$$Y_{r+1} = Y_r - t_r q_r^T$$  \hspace{1cm} (22)

$$x_{q,r+1} = x_{q,r} - t_{q,r} p_r$$  \hspace{1cm} (23)

10) Set $r = r + 1$ and go to step 5.

In step 3, the weighted mean of each variable is subtracted from each column of $X$, $Y$, and $x_q^T$ to make the query near to the origin of the multidimensional space.

The prediction performance of LW-PLS depends on the definition of similarity $\omega_n$ between the query $x_q$ and the samples $x_n$. Here, the similarity is defined on the basis of the weighted Euclidean distance $d_n$.

$$\omega_n = \exp \left( - \frac{d_n}{\sigma_d \varphi} \right)$$  \hspace{1cm} (24)

$$d_n = \sqrt{(x_n - x_q)^T \Theta (x_n - x_q)}$$  \hspace{1cm} (25)

$$\Theta = \text{diag}(\theta_1, \theta_2, \cdots, \theta_M)$$  \hspace{1cm} (26)

where $\sigma_d$ is a standard deviation of $\{d_m\}$, $\varphi$ is a localization parameter, $\Theta \in \mathbb{R}^{M \times M}$ is a weighting matrix, and $\theta_m$ is a weight for the $m$th input variable.

The similarity decreases steeply when $\varphi$ is small and gradually when $\varphi$ is large. The prediction performance of LW-PLS is higher than, or at least the same as, that of PLS as long as the localization parameter $\varphi$ is tuned properly, because LW-PLS becomes equivalent to PLS when $\varphi = \infty$. In other words, LW-PLS includes PLS as a special case.

An inferential control system, which integrated a soft-sensor based on LW-PLS with a commercial model predictive control (MPC) software, was developed and applied successfully to petrochemical processes [7]. The operation cost and environmental burden were significantly reduced with the developed system. In addition, it was reported that the implementation of the developed inferential control system had contributed toward reducing the burden of model maintenance.

In general, to realize accurate prediction by using LW-PLS, the weights $\theta_m$ need to be properly determined. For example, absolute values of input variables’ regression coefficients of an LW-PLS model constructed without weights were used as the weights [5]. Another technique is to use the variance of regression coefficients of multiple LW-PLS models as the weights, because the weights should correspond to the strength of the nonlinear effect of the inputs on the output around a query [36]. Various weighting techniques have been reviewed in [4]. In the present work, regression coefficients of a global PLS model were used as weights because the prediction performance was improved by using this weighting technique.

Users can adopt various weighting strategies when using LW-PLS. For example, users can emphasize recent samples by using time information as an input variable and can adjust the balance between distance and time by using weights when defining the similarity. In general, users can achieve desirable performance by adopting a proper weighting strategy.

V. Verification of VM with Actual Data

In the present work, VM was developed and validated by using historical data of the actual dry etching equipment. Product etching conversion differential was defined as the response variable that needs to be predicted. On the basis of the physical findings of etching engineers, 50 signals were selected from about 400 process signals collected by EES and they were used for VM design. This selection relies on qualitative models that the engineers have, and the models can describe the relationship among variables of the dry etching process. In this work, all the signals selected by the engineers were used so that the developed model was consistent with the engineers’ knowledge even though they might not be significant from the statistical viewpoint. Then, nine statistics were calculated for each of the selected signals. After outliers were detected and removed by using the $T^2$ statistic, variable selection was conducted on the basis of VIP. Table I shows the selected 10 representative variables, which are combinations of signals, statistics, and recipe steps, together with the corresponding VIP. Here the information on the recipe step is concealed. These 10 representative variables were selected by engineers on the basis of VIP as well as their knowledge on the process.

In the dry etching equipment under investigation, etching conversion differential has been predicted by the sequential update model (SUM). SUM generates a MLR model recursively by using data of 100 wafers processed in the most recent period in order to cope with changes in equipment status. Figure 4 illustrates how SUM and LW-PLS prioritize data. In LW-PLS, a total of 200 samples are stored in the database, and samples with smaller $d_n$ are prioritized through the similarity.
TABLE I
VIP OF SELECTED REPRESENTATIVE VARIABLES

<table>
<thead>
<tr>
<th>Signal</th>
<th>Statistic</th>
<th>VIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposure</td>
<td>Mean</td>
<td>3.47</td>
</tr>
<tr>
<td>Temperature</td>
<td>StdDev</td>
<td>1.25</td>
</tr>
<tr>
<td>RF Power</td>
<td>StdDev</td>
<td>1.21</td>
</tr>
<tr>
<td>Flow</td>
<td>Mean</td>
<td>1.08</td>
</tr>
<tr>
<td>Gas Pressure</td>
<td>Mean</td>
<td>1.02</td>
</tr>
<tr>
<td>Flow</td>
<td>StdDev</td>
<td>0.94</td>
</tr>
<tr>
<td>Gas Pressure</td>
<td>Range</td>
<td>0.91</td>
</tr>
<tr>
<td>Voltage</td>
<td>Mean</td>
<td>0.72</td>
</tr>
<tr>
<td>Pressure</td>
<td>Mean</td>
<td>0.51</td>
</tr>
<tr>
<td>Position</td>
<td>Mean</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Fig. 4. Weighting strategies of LW-PLS and SUM. LW-PLS prioritizes samples with smaller distance to the query, while SUM prioritizes recent samples regardless of the similarity between the sample and the query.

\[ \omega_n \]

which is expressed as gradations of color in Fig. 4. In SUM, on the other hand, recent samples are prioritized regardless of the similarity between the sample and the query as shown by deep color in Fig. 4. Whereas SUM sequentially updates models relying on the most recent data, LW-PLS emphases samples similar to the query. Hence, LW-PLS can cope with not only gradual changes in process characteristics but also abrupt changes, which deteriorate the prediction accuracy of SUM. In addition, LW-PLS is more robust against outliers than SUM because outliers are automatically ignored due to their excessive distance from the query.

Wafers are processed under the conditions of high temperature and high voltage, using a variety of reactant gases, to make the circuitry on them. While wafers are processed, the excited plasma damages equipment parts. Consequently, these parts need to be replaced for the equipment maintenance. In addition, materials removed from wafers may block an exhaust line and be deposited inside the chamber. The deposited materials change the operating conditions. Thus, they must be removed during equipment maintenance.

Figure 5 shows actual operation data of the dry etching equipment. The data in the left-hand period are samples stored in the database for modeling, and the other data in the right-hand period are used to validate the developed VM. Both periods, i.e. the database period and the test period, include the maintenance, at which the RF power and other process signals change drastically. VM is required to cope with such changes in process signals caused by maintenance and to keep high prediction accuracy.

LW-PLS and SUM were applied to actual dry etching equipment data in order to develop VM of the etching conversion differential. Two tuning parameters of LW-PLS, i.e., the localization parameter and the number of latent variables, were determined by leave-one-out cross validation (LOOCV) and set at \( \varphi = 1.2 \) and \( R = 6 \). The prediction performance of LW-PLS and SUM were compared with the data in the test period. Figure 6 shows the prediction results, in which the broken line indicates the maintenance. Test terms 1 and 2 are before and after the maintenance, respectively. This result has clearly shown that the proposed VM based on LW-PLS outperforms the conventional VM based on SUM. The VM based on LW-PLS was able to predict the etching conversion differential with accuracy in both periods. In other words, LW-PLS was applicable to the equipment with different parts while SUM was not.

Table II compares the prediction accuracy of LW-PLS, SUM, and also an artificial neural network (ANN) model. Here the ANN model was developed to compare the JIT modeling approach and the global nonlinear modeling approach. The developed three-layer ANN had five hidden nodes, in which sigmoid functions were used. All parameters of ANN were
TABLE II

<table>
<thead>
<tr>
<th>Method</th>
<th>Term</th>
<th>R</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LW-PLS</td>
<td>Test 1</td>
<td>0.92</td>
<td>0.0015</td>
</tr>
<tr>
<td></td>
<td>Test 2</td>
<td>0.86</td>
<td>0.0018</td>
</tr>
<tr>
<td></td>
<td>1 + 2</td>
<td>0.90</td>
<td>0.0017</td>
</tr>
<tr>
<td>SUM</td>
<td>Test 1</td>
<td>0.88</td>
<td>0.0037</td>
</tr>
<tr>
<td></td>
<td>Test 2</td>
<td>0.77</td>
<td>0.0024</td>
</tr>
<tr>
<td></td>
<td>1 + 2</td>
<td>0.79</td>
<td>0.0031</td>
</tr>
<tr>
<td>ANN</td>
<td>Test 1</td>
<td>0.88</td>
<td>0.0019</td>
</tr>
<tr>
<td></td>
<td>Test 2</td>
<td>0.76</td>
<td>0.0022</td>
</tr>
<tr>
<td></td>
<td>1 + 2</td>
<td>0.83</td>
<td>0.0020</td>
</tr>
</tbody>
</table>

tuned by cross validation. It is confirmed that the RMSE (Root Mean Square Error) of LW-PLS is about 55% and 85% of the RMSE of SUM and ANN, that is, the prediction performance of LW-PLS is significantly higher than that of SUM and ANN. In addition, variations in the prediction performance at the different terms, i.e. before and after the maintenance, are reduced by adopting LW-PLS. When LW-PLS was used, correlation coefficient R between the actual values and the predicted values changed 0.06 and RMSE changed 0.0003. When SUM was used, on the other hand, R changed 0.11 and RMSE changed 0.0013. When ANN was used, R changed 0.12 and RMSE changed 0.0003. The prediction performance of SUM and ANN was strongly influenced by the equipment maintenance, i.e. parts replacement, while LW-PLS predicted the etching conversion differential with high accuracy regardless of the maintenance. Consequently, LW-PLS is more robust against the equipment maintenance than SUM and ANN, and VM based on LW-PLS can achieve the higher prediction performance.

VI. CONCLUSION

The equipment maintenance, in particular, parts replacement, frequently changes characteristics of dry etching equipment and thus deteriorates the predictive accuracy of VM. In this work, VM was developed by using LW-PLS in order to realize the high prediction accuracy even when maintenance is conducted. The prediction performance of LW-PLS was compared with that of the conventional SUM and ANN through their applications to the real operation data of the dry etching equipment. It was confirmed that the prediction error was reduced by half by adopting LW-PLS in comparison with SUM and also that LW-PLS was more robust against the equipment maintenance than SUM and ANN. The developed VM based on LW-PLS is shown to be effective in preventing deterioration of the prediction accuracy due to equipment maintenance.

LW-PLS is a kind of locally weighted regression methods, thus its performance depends on the definition of similarity. In this work, similarity was defined on the basis of the Euclidean distance, in which input variables were weighted by regression coefficients of the global PLS model. This approach improved the prediction performance of VM. But there might be a room for further improvement. The possible techniques include: 1) to update similarity according to the process characteristics, 2) to use time information as an input variable and adjust the balance between distance and time, and 3) to use correlation-based similarity.

In addition to predicting product characteristics, VM has a potential for reducing the frequency of measurement. This would bring a significant profit to manufacturing companies because the number of expensive metrology tools can be reduced without sacrificing product quality. Hence we are developing VM for other processes and expect to significantly improve the productivity.

ACKNOWLEDGMENT

This study is partially supported by Japan Society for the Promotion of Science (JSPS), Grant-in-Aid for Scientific Research (C) 24560940.

REFERENCES

Toshiya Hirai

Toshiya Hirai received B.E. and M.E. degrees in precision engineering from Ibaraki University, Ibaraki, Japan, in 1984 and 1986, respectively. In 1986, he joined Sony Corporation. His background is in process control technologies for semiconductor manufacturing. He participated in the development of the Equipment Engineering System to Selete (Semiconductor Leading Edge Technologies, Inc.) in 2003 and 2006, respectively.

Manabu Kano

Dr. Manabu Kano graduated from Department of Chemical Engineering, Kyoto University, in 1992. After he got master degree in 1994, he took a position of instructor at Kyoto University. In 1999, he received Ph.D. from Kyoto University. From 1999 to 2000, he was a visiting scholar at the Ohio State University, US. Since 2012, Dr. Manabu Kano is a professor of Department of Systems Science, Kyoto University. His research interest has focused on process data analysis for quality improvement, process monitoring, and process control. He has conducted researches in collaboration with various industries such as semiconductor, chemical, steel, and pharmaceutical. Dr. Manabu Kano has received many awards including Best Paper Award, Technology Award, and also Pioneer Technology Award from The Society of Instrument and Control Engineers; Instrumentation, Control and System Engineering Research Award from The Iron and Steel Institute of Japan; Research Award for Young Investigators from The Society of Chemical Engineers, Japan.