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ABSTRACT:

Photochemistry is one of the most important branches in chemistry to promote and con-

trol chemical reactions. In particular, there has been growing interest in photoinduced

processes at solid surfaces and interfaces with liquid such as water for developing efficient

solar energy conversion. For example, photoinduced charge transfer between adsorbates

and semiconductor substrates at the surfaces of metal oxides induced by photo-generated

holes and electrons is a core process in photovoltaics and photocatalysis. In these pho-

toinduced processes, electron-phonon coupling plays a central role. This paper describes

how time-domain spectroscopy is applied to elucidate electron-phonon coupling dynamics

at metal and semiconductor surfaces. Because nuclear dynamics induced by electronic

excitation through electron-phonon coupling take place in the femtosecond time domain,

the pump-and-probe method with ultrashort pulses used in the time-domain spectroscopy

is a natural choice for elucidating the electron-phonon coupling at metal and semiconduc-

tor surfaces. Starting with a phenomenological theory of coherent phonon generated by

impulsive electronic excitation, this paper describes a couple of illustrative examples of

the applications of linear and nonlinear time-domain spectroscopy to a simple adsorption

system, alkali metal on Cu(111), and more complex systems of photocatalysts.

Keywords: electron-phonon coupling, coherent phonon, photocatalysis, alkali atom, tita-

nium dioxide, bismuth vanadate, second harmonic generation, transient absorption
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1. Introduction

Electron-phonon coupling is not only the central issue in the electrical and thermal prop-

erties of solids including superconductivity, but also plays an crucial role in energy dissi-

pation, charge transfer, and chemical reactions at surfaces and interfaces. In particular,

nonthermal electronic excitation by irradiation of photons and electrons induces motions

of adsorbate nuclei and ions in the lattice of substrate, which are the primary steps of

photochemistry and photocatalytic reactions. Therefore, it is of paramount importance to

understand the nature of electron-phonon interaction and how the interaction manifests

itself in various properties and processes at surfaces and interfaces.

A schematic representation depicted in Fig. 1 shows how the nonadiabatic coupling

is involved in adsorbate nuclear motions at metal surfaces. When an adsorbate comes

closer to the surface, the unoccupied state of adsorbate is shifted and broadened by the

interaction with substrate electronic states, and ultimately the electronic state is partially

filled at the equilibrium position on the surface. When the adsorbate oscillates around the

equilibrium position, this partially filled band moves up and down in energy, responding to

the adsorbate nuclear motion; this modulates the degree of occupation in the adsorbate-

induced state at the oscillation frequency. In this way, the nuclear motions and charge

transfer at the surface is closely coupled. Moreover, intra-adsorbate vibrations also couple

to electrons in the continuum band of metal; this provides another route for vibrational

relaxation in addition to phonon-phonon coupling.[1, 2]

With the order reversed, nonthermal excitation of substrate electrons can excite intra-

adsorbate vibrational modes and modes between adsorbate and substrate. When the

substrate is electronically excited with a short laser pulse, the population of energetic

electrons, i.e., hot electrons, increases. Scattering and temporal occupation of hot electron

in the partially filled adsorbate-induced state bring the adsorbate in a new electronic

state, i.e, a transient anionic state; thus, adsorbate nuclei move to adapt new equilibrium

positions, resulting in vibrational excitation. This nonthermal vibrational excitation can

be understood as an outcome of electronic heating of adsorbate vibrational modes and it

has been well treated by the electron friction model.[3–8]
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Figure 1: Illustrative representation of electron-phonon coupling at a metal surface. The

unoccupied state of adsorbate is shifted and broadened by the interaction with metal as the

adsorbate approaches to the surface. The density of electron occupied in the adsorbate-

induced band depends on the displacement of adsorbate from the metal surface. EF and

EV denote the Fermi and vacuum levels, respectively.

In the case of semiconductors, such as metal oxides that are useful materials for photo-

voltaics and photocatalysis, electronic excitation across the band gap of metal oxide creates

electrons in the conduction band and holes in the valence band. Because the charge density

distribution around ions in the lattice is modified by the electronic excitation, the lattice of

metal oxide is deformed in the electronic excited state, so that phonon modes are excited

through electron-phonon coupling. Photo-generated charges relax rapidly to each of the

band edges and some fractions of electrons and holes are localized at trap sites. When

charges are trapped at the surface of metal oxide, the trapped charges not only deform

the lattice around them, but also affect the distance to and orientation of molecules at the

interface. These changes in molecular configurations with respect to the surface of metal

oxide are one of the key factors controlling charge transfer rates at the interface. Therefore,

the electron-phonon couplings in metal oxide play an important role in charge dynamics

and charge transfer at the interface.

The effects of electron-phonon couplings at surfaces and interfaces on energy and charge

transfer can be studied with frequency-domain spectroscopy. For example, the lineshape
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analysis in infrared (IR) absorption spectroscopy has provided the information of electron-

phonon coupling in vibrational relaxation of adsorbate.[1, 4, 9–11] However, because elec-

tronic excitation and subsequent charge dynamics are inherently ultrafast processes, it is

natural and advantageous to employ time-domain spectroscopy to explore the lattice and

adsorbate motions through electron-phonon coupling.[12–14]

This paper describes a perspective of the author on photo-induced electron-phonon

couplings mainly focusing on surfaces of metal and metal oxide. Optical responses right

after electronic excitation with an ultrashort pump pulse provide us the information how

nuclear motions are induced by the electronic excitation. Section 2 provides a framework

of coherent phonon excitation induced by electronic excitation with ultrashort laser pulses.

Section 3 describes an illustrative example of coherent phonon of alkali metal adsorbates

on metal surfaces. In Section 4, a couple of examples are given on coherent surface lat-

tice phonons of photocatalysts induced by irradiation of ultrashort laser pulses. Finally,

concluding remarks and outlook are given in Section 5.

2. Framework for coherent phonon excitation

First, let us introduce a phenomenological description of coherent phonon in terms of

classical mechanics. If a force F (t) exerted to the lattice composed of oscillators with the

effective mass µ has a duration or a rapid rising edge shorter than the oscillation period

of a phonon mode, a phonon mode is excited coherently i.e., in phase. The equation of

motion for the displacement of coherent oscillation can be described as:

µ

[
d2Q

dt2
+ 2β

dQ

dt
+Ω2

0Q

]
= F (t), (1)

where Ω0/2π is the frequency of an undamped oscillator and β is the damping rate of

the oscillator. Here we assume that the oscillators interact with a bath system. Thus,

the coherent phonon is damped by population decay and pure dephasing as a result of

interactions with the bath system. The formal solution of eq. (1) can be written as:

Q(t) =
1

µΩ1

∫ t

−∞
dt′F (t′)e−β(t−t′) sin[Ω1(t− t′)], (2)
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where Ω1 =
√
Ω2
0 − β2.

When the force is turned off, the system shows a free-induction decay with a damping

rate β:

Q(t) ∝ cos(Ω1t− ϕ)e−βt, (3)

where ϕ is the initial phase. In general, the initial phase is described as:[15]

tanϕ =
Im[iF̃ (−Ω1 − iβ)]

Re[iF̃ (−Ω1 − iβ)]
. (4)

Here, F̃ (Ω) is the Fourier transform of F (t). Thus, we obtain the relationship between the

initial phase and the temporal profile of the force: if the force is impulsive, i.e., F (t) ∝ δ(t),

the initial phase is π/2: the nuclear oscillation is described as Q(t) ∝ exp(−βt) sinΩ1t;

if the force has a finite duration, the initial phase deviates from π/2, depending on the

temporal profile of F (t). Therefore, the initial phase provides useful information of the

time profile of F (t).

As shown in Fig. 2, there are a couple of excitation mechanisms of coherent phonon.

First, when the bandwidth of a pump laser pulse is larger than a phonon frequency, photons

in the pump pulse can excite the phonon mode via virtual electronic excitation: impulsive

stimulated Raman scattering (ISRS) (Fig. 2(a)). According to eq. (4), the initial phase of

coherent phonons in this case is π/2; the coherent motion is described as a sine function.

Second, when the photon energy of a pump pulse becomes near resonant to an electronic

transition, ISRS excitation is strongly enhanced (Fig. 2(b)). The initial phase depends

on the detuning of the photon energy with respect to an electronic transition of the sys-

tem and the electronic dephasing time.[16] Third, when the photon energy of a pump

laser pulse is resonant to an electronic transition, the ultrafast-laser pulse creates a time-

dependent excited-carrier distribution (Fig. 2(c)). The transient changes in the electron

density distribution displace ions in the lattice of solid. If the leading edge of changes

in the electron density distribution contains Fourier components whose frequencies exceed

the phonon frequency, the phonon mode is excited in phase. This mechanism is denoted as

displacive excitation of coherent phonons (DECP).[17] In contrast to the stimulated Raman

scattering, the initial phase is not π/2 because of a finite duration of the force.
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Figure 2: Excitation mechanisms for coherent phonon: (a) nonresonant impulsive stim-

ulated Raman excitation, (b) resonant resonant impulsive stimulated Raman excitation,

and (c) resonant displacive excitation.

In the case of real excitation of electrons in solid, the initial phase of coherent phonon

depends on the time profile of the distribution of electrons that affects the bonding in the

lattice. If the electron distribution persists much longer than the period of a phonon mode,

the force exerted on ions has a time profile like a step function; in this case the initial phase

of coherent phonon is close to 0 or π, so that coherent phonon decays as a cosine damped

oscillator. If the electron distribution decays much faster than the period of a phonon

mode, lattice ion motions are impulsively activated, so that the coherent phonon decays

as a sine damped oscillator. Riffe et al.[15] have established a unified treatment of initial

phase of coherent phonon in terms of the temporal profile of force exerted on ions of the

lattice.

The idea of coherent phonon initiated by rapid electronic excitation can be applied

to the phonon modes near the surface of solid and adsorbates on the surface. Ultrafast

screening of the surface depletion field by photoexcited carriers creates LO-phonon-plasmon

modes.[18] Coherently excited phonon modes were observed on various semiconductor

surfaces including GaAs,[19,20] InN,[21] and Bi2Te3.
[22] As described in Introduction, at

metal surfaces, the empty electronic level of molecule hybridized with metal electronic

states as the molecule approaches the surface. Upon irradiation of a short laser pulse,

electron-hole pairs are created at and near the surface by absorption of incident photons.
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Excited electrons are resonantly scattered at the adsorbate to fill the partially-filled band.

This causes attractive or repulsive force between adsorbate and surface, depending of the

bonding nature of the partially filled state. If a duration of force is shorter than the

oscillating period of a vibrational mode of adsorbate, the transient electronic excitation

also initiates coherent surface phonons. Because absorption cross sections are usually much

larger than Raman scattering cross sections on metal surfaces, real electronic excitations

with ultrashort laser pulses play a dominant role in creating coherent phonons at metal

surfaces; hence, it is important to specify which electronic transition, between bulk bands or

adsorbate-induced bands, really induces adsorbate nuclear motions. One of the important

issues in the study of coherent surface phonons at metal surfaces is to clarify the origin of

the force responsible for the coherent excitation of phonons.

3. Coherent phonons of alkali-metal layers at metal surfaces

Alkali-metal overlayers on metal surfaces are one of the prototypes of chemisorption sys-

tems. Thus, the geometric and electronic structures of alkali-covered metal surfaces have

been one of the central issues in surface science.[23] Most of alkali atoms form hexagonal

structures on metal surfaces of fcc(111) and even on surfaces with square or rectangular

symmetry of fcc(001). At low coverages, alkali atoms donate electrons to metal substrate;

thus, the adsorbates are cationic and the work function of the metal substrate is substan-

tially reduced. At high coverages, the Cu overlayers are metallic, because the orbitals of

neighboring alkali atoms overlap extensively with each other; thus, the work function of

the adsorption system becomes close to that of alkali metal. What is fascinating in the

alkali adsorption system is that we can control the electronic structure by changing alkali

coverage.

Here, we focus on a specific system: Cs on Cu(111). Cs atoms adsorb on Cu(111)

to form overlayers without massive reconstruction. One of the most interesting features

in the electronic structure of Cs overlayer on Cu(111) is that the Cs overlayer forms a

two-dimensional quantum well. This is because a Cu(111) surface has an s, p-inverted L-

projected band gap. Thus, a two-dimensional quantum well is formed between the barrier
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Figure 3: Electronic structure of an alkali-covered Cu(111) surface at the full coverage.

QWS: quantum-well state, and OR: overlayer resonance. The shaded regions show the

band structure of bulk copper projected onto the surface Brillouin zone.

at the Cu(111) surface and the barrier toward vacuum. As shown in Fig. 3, two bands

characteristic of the Cs overlayer are an overlayer resonance (OR) located below the L-band

gap and a quantum well state (QWS) at around EF in the band gap around the Γ̄ point.

These bands correlate to those of a free-standing alkali monolayer in the vacuum: the s-like

lowest and the pz-like second lowest bands.[24] When the monolayer is brought closer to

the metal surface, they are stabilized by the interaction with the metal, while these bands

maintain the integrity. The s-like band correlates to OR; the pz-like band correlates to

QWS. Because QWS is located in the L-band gap, its wave function is localized at the

surface. In contrast, the wave function of OR extends deeper into the substrate, because

it is located below the lower edge of L-band gap.

When a metal surface covered with alkali metal atoms is electronically excited by ultra-

short laser pulses, the stretching motions of alkali atoms with respect to the metal surface

are excited coherently. Our group have explored the nuclear dynamics of various alkali

metal atoms adsorbed on metal surfaces,[25–33] using time-resolved second harmonic gen-
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eration (TRSHG). Second harmonic generation (SHG) is a second-order nonlinear optical

process and has been used as a surface sensitive spectroscopy, because SHG signals are

generated only at the surface where the centrosymmetry of bulk crystal is broken.[34]

TRSHG is particularly suitable for studies of alkali adsorbates, because SHG signals are

dramatically enhanced with alkali metal adsorption due to multipole plasmon excitation at

high coverage.[35] In TRSHG spectroscopy, the SH intensity of a probe pulse is measured

as a function of pump-probe delay time t. Transient changes in the SH intensity ∆ISH(t)

are defined as ∆ISH(t) = [ISH(t) − I0SH(t)]/I
0
SH(t), where ISH(t) and I0SH(t) are the SH

intensities at a delay time t with and without a pump pulse, respectively. From now on,

we denote ∆ISH(t) as TRSHG signals.

Figure 4(a) shows typical traces of TRSHG signals. Both excitations at the wavelengths

λex = 400 and 800 nm generate clear oscillatory modulations in the TRSHG signals. These

modulations originate from coherent surface phonons of Cs-Cu stretching; the stretching

motion modulates the second-order nonlinear susceptibility, χ(2), through electron-phonon

coupling at the surface. The Fourier-transformed power spectra in the inset of Figure 4(a)

show that the frequency of Cs-Cu stretching is ν = 1.8 THz. Although there is little

difference in frequency between excitations at λex= 400 and 800 nm, the initial phase of

the oscillating component at λex = 800 nm is very different from that at λex = 400 nm, as

shown in Fig. 4(b). As described in Section 2, the initial phase provides us the information

of the temporal profile of force driving the coherent vibration. Fitting of the TRSHG traces

to eq. (3) determined the initial phases: ϕ = (−84± 1)◦ at λex = 800 nm and (−149± 1)◦

at λex = 400 nm. Thus, Cs-Cu stretching is sin-like at λex = 800 nm, while it is close to

cos-like at λex = 400 nm.

Let us discuss what electronic transitions are responsible for the generation of coher-

ent Cs-Cu stretching oscillations showing the distinct excitation wavelength dependence of

initial phase. The electron density around a Cs adatom has to be modulated to generate

the force field driving its coherent stretching motion. The electronic transitions involved in

adsorbate-induced electronic states are effective in doing so. The unoccupied Cs 5d band

was reported to be at ∼ 1.6 eV in inverse photoemission measurements.[36] Furthermore,
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Figure 4: (a) Excitation wavelength dependence of TRSHG traces taken from Cs/Cu(111)

at λex = 800 nm (red open circles) and λex = 400 nm (blue open squares). The probe

wavelength is 565 nm for both traces. The incident pump fluence was 8.0 mJ/cm2 and the

Cs coverage was 0.23 ML at λex = 800 nm; 3.6 mJ/cm2 and 0.25 ML at λex = 400 nm.

Solid lines are results of the nonlinear least-square fitting with eq. (3). Dotted lines are

overdamped components contributed by hot electrons. (Inset) Fourier power spectra of the

oscillatory components of the TRSHG traces for λex = 800 nm (solid) and for λex = 400 nm

(dotted). (b) Oscillating components obtained by subtracting the overdamped ones. Note

that initial phases are very different to each other, while the frequencies are very similar.

Reprinted with permission from Ref.[33] Copyright 2011 American Chemical Society.

the third image potential state (IPS) at Γ̄ is also located at ∼ 1.6 eV according to den-

sity functional theory calculations.[37] Because QWS is located near EF, the transitions

from QWS to these unoccupied surface localized states are near resonant to the photon

energy at λex= 800 nm: hν= 1.55 eV. Although 800-nm photons are also absorbed by the

bulk transitions in the s, p-band, the oscillator strength of the bulk transitions could be

substantially smaller than the transition between adsorbate-localized states, because the

density of states of s, p-band involved in the bulk transitions at 800 nm is small. Thus,

we assigned the near resonant transition from QWS to either the Cs 5d band or the third

IPS to be responsible for the generation of coherent Cs-Cu stretching. In this case, Cs is
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excited locally and quenched very rapidly because of effective resonant charge transfer be-

tween the adsorbate-localized bands and substrate bands. Thus, the excited lifetime could

be very short. Consequently, the force exerted to Cs is regarded as impulsive compared

with a period of Cs-Cu stretching, resulting in the sin-like oscillation.

In contrast, substrate excitation is more substantial at λex= 400 nm than at λex= 800

nm, because 400-nm photons can excite electrons in the filled d-bands of Cu in addition to

those in the s, p-band. Upon excitation by fs pump pulses with a fluence of 20 mJ/cm2 at

λex= 400 nm, the substrate electron temperature increases to several thousand K within 0.1

ps and decays to 1000 K in ∼ 1 ps according to calculations based on the two-temperature

model.[38] Electron transfer from the substrate to the adsorbate-localized states takes place,

while a bath of substrate electrons maintains its temperature high enough for electrons to

transfer to the adsorbate unoccupied states. This implies that the electron temperature

increases with a very sharp rising edge and stays high in a much longer time interval than

a period of Cs-Cu stretching. Thus, the force exerted to Cs has a temporal profile close

to a step function. Consequently, the substrate excitation is believed to be responsible for

generation of coherent phonons with the cos-like oscillation.

This illustrative example, Cs atoms on Cu(111), shows that the alkali-induced electronic

state i.e., QWS, plays an central role in generating photoinduced coherent nuclear motions

of adsorbates. This adsorption system is a rare case where the detailed discussion on

how adsorbate nuclear motions are induced with a specific electronic excitation, since the

electronic structure of alkali covered metal surface is relatively well known over a wide

range of coverage.

The time-domain method not only provides information of coherent phonons, but also

allows us to control phonon modes to be excited. Here we show how to excite a phonon

mode selectively with a burst of pump pulse trains.[27] There are two phonon modes excited

by ultrashort laser pulses in the case of Cs adsorbed on Pt(111): Cs–Pt stretching and the

Rayleigh phonon modes of Pt substrate excited. The frequencies of the two components are

very close: 2.3 THz for the Cs–Pt stretching and 2.7 THz for the Pt substrate mode.[25, 26,28]

We prepared pulse trains for pumping electronically the CO/Pt(111) adsorption system
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(a) (b)

Figure 5: (a) TRSHG traces and (b) Fourier transformed spectra of Cs deposited on

Pt(111). The result at the top panel was obtained by single pulse excitation. The results

from the second top to the bottom panel were obtained by varying the repetition rate from

2.0, 2.3, 2.6, and 2.9 THz. The gray lines in (a) are the time profiles of excitation pulse

trains. The dashed curves in (b) are the Fourier spectra of the cross-correlation traces of

the excitation pulse trains. Adapted from Ref.[27] with permission from the PCCP Owner

Societies.

by employing the pulse shaper consisting of a liquid-crystal spatial light modulator, a pair

of gratings, and cylindrical lenses in a 4f configuration, where the optical components are

placed at a distance of one focal length (f) to each other.[39] With this optical setup, we

tuned the repetition rate of pulse trains. Fig. 5 shows a series of TRSHG traces and their

Fourier-transformed spectra, respectively, by pulse train excitation as a function of the

repetition rate in the range from 2.0 to 2.9 THz. Note that the Fourier spectra of the

TRSHG traces depend on the repetition rate of pulse trains. At 2.3 THz, a peak at the

same frequency is strongly enhanced and the dip due to the Pt surface phonon mode is

absent. As the repetition rate is increased, the peak intensity at 2.3 THz decreases while

the one at the higher frequency component increases. When the repetition rate is tuned

to 2.9 THz, the 2.3 THz component is almost completely quenched and only a peak at
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2.7 THz appears, which corresponds to the Pt phonon mode. In this way, it is possible

to selectively excite either the Cs–Pt stretching mode or the Rayleigh phonon mode by

tuning the repetition rate.

This work is a demonstration of controlling excitation of phonon modes by the irra-

diation of pulse trains, but this method does not use optical phase to control selective

excitation. Very recently, we have reported that the degrees of excitation between two dif-

ferent bulk phonon modes of Bi can be controlled by using optical phase of pump pulses.[40]

4. Coherent phonons of metal oxides: photocatalysis

Heterogeneous photocatalysis has attracted much attention because of its applications to

solar energy conversion. In particular, much effort has been devoted to photocatalytic wa-

ter splitting since the discovery of photoelectrochemical water decomposition with TiO2,
[41]

because it provides a means of artificial photosynthesis without any burden to the envi-

ronment.[42–45] Heterogeneous photocatalysts need to have multiple essential capabilities:

harvesting light, transporting charges, and catalyzing reactions. Thus, as shown in Fig. 6,

heterogeneous photocatalysis with semiconductor-based powders is composed of a couple

of major processes: generation of electron-hole pairs by optical transitions across the band

gap of semiconductor, charge separation and transportation in semiconductor, and redox

reactions at semiconductor surfaces.

Among these processes, we focus here on the creation of electron-hole pairs and subse-

quent charge and lattice dynamics. Upon excitation across the band gap of a metal oxides,

the potential energy surface of ions in the lattice change. Thus, the ions in the lattice are

displaced from the equilibrium points in the ground state. When electron-hole pairs are

created with ultrafast laser pulses, the impulsive force initiated by the electronic excitation

generate coherent phonons in the metal oxides.

An example of the optical coherent phonon creation has been recently demonstrated

by Bothschafter et al.[46] They have observed the generation of a coherent optical phonon

of TiO2 upon the resonant excitation with ultrashort laser pulses at 245 nm. As shown

in Fig. 7(b), the signals of A1g coherent phonon show a phase shift of −0.16π irrespective
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Figure 6: Schematic representation of basic steps of photocatalysis with semiconductor-

based powders: (1) generation of electron-hole pairs by optical transitions across the band

gap of semiconductor, (2) charge separation and transportation in semiconductor, and (3)

redox reactions at semiconductor surfaces.

to pump fluence. This phase shift corresponds to a temporal delay of ∼ 5.5 fs. With the

aid of calculations of the excited-state potential energy surface (PES) and the motion of

lattice ions on the time-dependent PES, they interpreted that the phase shift is caused

by the time-evolution of PES after the resonant excitation. The resonant excitation from

the valence band to the conduction band of TiO2 induces electron transfer from O2− to

Ti3+, because the valence and conduction bands have the characters of O 2p and Ti 3d,

respectively. Thus, the optical excitation induces a unidirectional shift of the PES along the

A1g optical phonon coordinate (Fig. 7(a)). If this shift of the PES were solely responsible

for the generation of coherent phonon, i.e., through purely DECP mechanism, the initial

phase would be 0 or π, i.e., purely cosine oscillation. The phase shift observed indicates that

a second displacive driving mechanism operates in this system. Combining the electron

dynamics with the PES calculations, they proposed that the rapid cooling of carriers also

contribute to the generation of coherent phonon. Because excited electrons relax to the

bottom of the conduction band much faster than the oscillation period of the A1g phonon,

the fast dynamic shift of the PES minimum drives the phonon mode coherently.

Usually continuous light sources are used for photocatalysis, because the ultimate goal

of photocatalysis is to use sun light for water splitting and degradation of organic pol-

lutants. Electronic transitions by the continuous light source also excite phonon modes
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Figure 7: (a) Potential energy surface along the A1g phonon coordinate in the electronic

ground state (solid black line), the hot laser-excited state with an electron temperature of

1 eV (red dashed line), and cooled excited state with a temperature of 0.027 eV. The PES

of hot and cold excited states are offset by −419.9 and −197.3 meV, respectively, for clarity

of representation. (b) Calculated oxygen atom trajectory (black solid line), in comparison

with a cosine oscillation at 17.9 THz that perfectly describes the motion after t= 20 fs.

Reprinted with permission from Ref.[46] Copyright 2013 American Physical Society.

through vibronic coupling and the excitation of surface phonons of a photocatalyst may

influence charge transfer between the photocatalyst and adsorbed molecules. With the

continuous light, however, coherent motions of the lattice of photocatalyst are not created,

because phonons are excited incoherently. Thus, coherent phonon generation may not

be relevant to photocatalysis. Nonetheless, application of the time-domain spectroscopy

to photocatalysts can provide useful information of electron-phonon coupling at trapped

charges that play an important role in photocatalysis.

Photo-generated charges, photoelectrons and photoholes, are rapidly relaxed to the bot-

toms of conduction and valence bands, respectively, after the electronic excitation across

the band gap of semiconductor, and they are stabilized as polarons. Some charges are local-

ized by being trapped at the states located in the band gap of photocatalyst. Trapping of

charges plays important roles in photocatalytic reactions. First, trapping of charge retards
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recombination of electron and hole. This is essential to improve the photo-conversion yield

of photocatalysis, because electron-hole recombination is a major loss mechanism. Second,

trapped charges are believed to be responsible for redox reactions. In particular, oxy-

gen evolution by oxidation of water, four-electron and four-proton process, proceeds very

slowly. This requires a long lifetime of holes.[47] It has been reported that the photohole

lifetime for O2 evolution on TiO2 photoanodes is estimated to be ∼ 30 ms at pH 12.7[48]

and ∼ 0.2 s at pH 6.5.[49] Therefore, the characterization of trapping sites, such as their

spatial locations, geometric structures, energy levels, the time scales of trapping, etc is

vital for an understanding of the photocatalytic reaction mechanism.

Charge trapped states have been explored mainly on TiO2. Charge trap sites are

attributed to oxygen vacancies, surface hydroxyl, interstitial Ti3+, etc. Trapped charges

at these trap sites have been identified with various experimental methods,[50] including

uv-vis absorption, infrared, Raman, and EPR spectroscopies. Although these methods

probing the steady states of photocatalysts are useful for characterizing deep trap sites,

but they are not capable to probe trapping processes right after photoexcitation. Thus,

time-resolved spectroscopy is necessary for probing the dynamics of charge splitting and

trapping in shallow traps.

Ultrafast time-resolved spectroscopies have indicated that photo-generated charges are

trapped in shallow traps in the ps time domain or shorter.[50] Photoinduced charge dy-

namics has been probed by transient absorption in the wide wavelength range (from ul-

traviolet/visible to far infrared) and in the long time domain (from subpicosecond to sec-

ond).[51–56] Comparison of transient spectra with and without hole or electron scavengers

allow to assign wavelength ranges where electrons or holes mainly contribute to transient

absorption. In spite of the numerous transient spectroscopic studies, it is not clear how

electronic excitation and subsequent charge trapping affect the lattice structure of pho-

tocatalyst. The deformation of lattice caused by electron-phonon coupling is responsible

for the energy stabilization of charge. Thus, the electron-phonon couplings in photocat-

alytic systems play an important role in charge dynamics and charge transfer between

photocatalyst and adsorbate.
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Nomoto et al.[57, 58] have observed coherent phonon generation in bulk TiO2 and at

TiO2 surfaces upon the irradiation of pump pulses at 620 nm whose photon energy is

lower than that of excitation across the band gap. Most of the phonon modes observed are

purely sine-like; the modes are excited by impulsive Raman scattering. However, a couple

of phonon modes (at 200, 359, 440, and 823 cm−1) deviate from the sine-like oscillation.

This implies that some real electronic transitions are involved in these coherent phonon

generation. Since the excitation energy of pump pulses is below the band gap of TiO2,

excitation across the band gap is not possible. Thus, they attributed these non-ISRS

behavior to electronic transitions from an occupied midgap state derived from Ti3+ to the

conduction band. It is interesting to note that contribution of the electronic excitation

from the midgap state depends on the phonon mode. Some phonon modes do not show

any influence of the electronic excitations from the midgap states, while the others do show

the influence. This indicates that electron-phonon coupling surely depends on the phonon

mode.

Next, we discuss how electron-phonon couplings are involved in the hole-trapping pro-

cesses by focusing on bismuth vanadate (BiVO4), a promising visible-light-driven pho-

tocatalyst.[59–63] BiVO4 is an inexpensive and robust semiconductor. BiVO4 has three

crystal structures: scheelite structure with monoclinic and tetragonal systems, and zircon

structure with a tetragonal system.[62] Among these systems, a monoclinic scheelite phase

of BiVO4 whose band gap is 2.4 eV[60] is active for oxygen evolution out of water oxidation

under visible light irradiation. Although BiVO4 is not capable of reducing water, this

can be combined with photocatalysts for hydrogen evolution to perform complete water

splitting under visible light irradiation, i.e., the Z scheme.[64–67] In this scheme, oxygen

and hydrogen evolution reactions of each photocatalyst have to be coupled with electron

mediators such as Fe2+/Fe3+ in aqueous solution. Substantial efforts have been made for

improving the photocatalytic activity of BiVO4 using, for example, cocatalysts such as

cobalt-phosphate.[68, 69]

BiVO4 powders and thin films of BiVO4 powders show a broad transient absorption

(TA) band upon excitation at 400 nm in a wide probe wavelength range from 600 to
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Figure 8: Time profiles of transient absorption of BiVO4 in delay times from 0 to 220 µs.

Signal intensities are normalized at the peak values. Measurements were conducted for the

sample in air, water, and Fe3+ aqueous solution. The pump wavelength is 400 nm and the

probe wavelengths are (a) 850 and (b) 633 nm. Reprinted with permission from Ref.[70]

Copyright 2013 American Chemical Society.

1300 nm.[70] Because BiVO4 in the ground electronic state does not have any absorption

bands at λ >520 nm,[60] the broad TA band originates in electrons and holes created by

pump pulses. One of the drawbacks of transient absorption measurements of photocatalyst

particles dispersed in water is that the origin of the transient signals is not obvious: it is

not clear whether photo-generated-electrons or holes is responsible for the transient signals.

To clarify the origin of TA signals, we compared the time profiles of transient absorption of

BiVO4 in pure water with those in Fe3+ aqueous solution. Fe3+ is an electron scavenger;

this is reduced to Fe2+ by photo-generated electron in BiVO4. With this method, we

can determine the wavelength range contributed by electrons or holes; if the transient

absorption in the wavelength range is due to photo-generated electrons, the decay of TA

would be accelerated; if holes are responsible for the TA signals, the decay of TA would

be decelerated, because the recombination rate of electron and hole becomes slower due to

imbalance in the densities of charges created by the reduction of Fe3+.
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TA time profiles in the time range longer than sub-µs clearly showed that the decay

of TA was decelerated in the Fe3+ aqueous solution in the probe wavelength range from

600 to 800 nm. In contrast, there were no differences in the decay profiles of TA at the

wavelength longer than 850 nm. Fig. 8 shows the TA time profiles measured at 633 and

850 nm in air, water, and an Fe3+ aqueous solution. At 633 nm, the TA profile in the

Fe3+ aqueous solution decays more slowly (τ1 = 3.0 ± 0.3 µs and τ2 = 150 ± 8 µs) than

that in pure water, while the decay profiles with and without Fe3+ are identical within

experimental error at 850 nm. This indicates that photo-generated holes are responsible

for the TA signals in the range from 600 to 800 nm. In contrast, no influence of the electron

scavengers on the time profiles in the longer wavelengths implies that carriers probed at

the long wavelength is irrelevant to charge transfer at the photocatalyst surfaces. Thus,

we attribute the absorption at λ < 800 nm to surface holes and that at λ > 800 nm

to holes in the bulk. This assignment of the transient absorption band has been recently

confirmed by Durrant and co-workers.[71] They have measured transient absorption of a

BiVO4 photoanode extending from 500 to 900 nm by using electron/hole scavengers and

applied electric bias, concluding that the broad absorption band is attributed to not electrons

but holes.

Holes responsible for the broad absorption band are likely trapped in the form of small

polarons, whose energy levels are located at near the valence band maximum. Because the

valence band mostly composed of O 2p states has a large width of ∼ 5 eV,[72] the transitions

from the occupied O 2p states to the hole states contribute to the broad absorption band. It

is interesting to note that recent calculations of interpolaron optical transitions of anatase

TiO2 have shown that the transition energy of holes in the surface layer is larger than

that in the bulk,[73] because the energy difference between the hole states involved in the

interpolaron transition is larger at near the surface than in the bulk. Assuming the similar

trend of energy of holes in BiVO4, we can understand why the TA at shorter wavelengths

(λ < 800 nm) is mainly contributed by surface holes, while that at longer wavelengths

(λ > 800 nm) is contributed by bulk holes.

Having established the wavelength range where surface trapped holes contribute, we

19



Figure 9: Time profiles of transient absorption of BiVO4 in the early delay time range

up to 3 ps measured in air. The pump wavelength is 400 nm and the probe wavelengths

are (a) 550, (b) 610, (c) 671, (d) 740, and (e) 980 nm, and (f) the oscillating component

deduced from the time profile at 550 nm by subtracting the rising background due to hole

absorption. The blue dotted lines represent the time profile of pump pulse. Reprinted with

permission from Ref.[70] Copyright 2013 American Chemical Society.

examine transient absorption in the ps time range at λ > 550 nm. Fig. 9 shows TA profiles

within 3 ps. Although the TA profile at 980 nm has a rising component with τ1 = 0.12

ps, the TA time profiles at less than 700 nm clearly showed more complex rising edges.

They contain slower rise components in addition to the one with τ1 = 0.12 ps: τ2 = 12, 19,

and 19 ps at λ= 671, 610, and 550 nm, respectively. Because the fastest rise component is

compatible to the rising edge of the pump pulse, the almost instantaneous rise with τ1=

0.12 ps is attributable to holes in the valence band created through the transitions from

the valence to the conduction band of BiVO4. In contrast, the slow rising components

observed at λ < 700 nm likely originates in the filling process of hole trap states in the

band gap.

Note that TA profiles at λ < 700 nm show the transient absorption signals exhibiting

strong oscillating modulations superimposed on the slower rise components. These tran-

sient absorption profiles were convoluted with the pump laser pulse of a Gaussian time

profile with a duration of 0.17 ps. The time constant of the faster rising component τ1 was
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fixed to 0.12 ps and τ2 to 19 ps (λ= 550, 610 nm), or 12 ps (λ = 671 nm). The fittings

resulted in a frequency of oscillating component with ∼62 cm−1 (1.86 THz).

These oscillating signals are the manifestation of coherent phonons. What excitation

is responsible for the generation of the coherent phonons? The filling process of hole trap

sites with τ = 10 − 20 ps is too slow to generate the coherent phonons. Instead, these

coherent phonons are generated by the electronic excitation across the band gap with pump

pulses whose pulse duration is 0.17 ps; this is much shorter than the oscillation period of

the phonon mode, 0.54 ps. Because the optical transitions across the band gap create

electrons in the conduction band and holes in the valence bands, the equilibrium positions

of ions are displaced in the excited states. Thus, a displacive force is exerted to ions in the

bulk as well as at the surface, and hence ions start to move toward the new equilibrium

positions right after the electronic transition.

It is interesting to note that the oscillating amplitude shows the rise and decay as shown

in Fig. 8(f). Furthermore, the oscillating signals due to the coherent phonons only appear

λ < 740 nm. Because the background transient absorption in λ < 850 nm is proportional to

the population of surface trapped holes, these facts indicate that the coherent phonon mode

observed is strongly coupled with the electronic transitions associated with the surface

trapped holes.

Avakyants et al.[74] have reported the Raman spectra of single crystal BiVO4. They

found 8 external modes: 62, 130, 212 cm−1 for Ag symmetry, 47, 55, 110, 144, 280 cm−1

for Bg symmetry; 8 internal modes: 326, 370, 386, 711, 830 cm−1 for Ag symmetry, 400,

642, 743 cm−1 for Bg symmetry. Figure 10(a) is the comparison of Fourier-transformed

power spectra of the oscillation component measured at 550 and 610 nm with the Raman

spectrum of single crystal. The observed phonon band in this study has a frequency very

close to the Ag mode of single crystal at 62 cm−1. As in Figure 10(b), mainly Bi3+ oscillates

with respect to VO3−
4 in this mode. The observed band is broader and the peak is shifted

to higher frequency by 3 cm−1 from the band of single crystal. These differences could be

due to inhomogeneity of hole trap sites.
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Figure 10: (a) Phonon spectra obtained by Fourier transformation of the oscillation com-

ponent observed at 550 (blue) and 610 (green) nm. The dotted line is the Raman spectrum

of BiVO4 reproduced from Ref.[74] The solid line is the fitting result with the bulk Raman

band and a Lorentzian line profile of a surface phonon band relevant to hole trap sites. (b)

The schematic illustration of the Ag external phonon mode at 62 cm−1. Reprinted with

permission from Ref.[70] Copyright 2013 American Chemical Society.

5. Concluding remarks and outlook

In this paper, we have discussed some illustrative examples of time-domain spectroscopy

for observing ultrafast nuclear dynamics at surfaces of metal and metal oxides induced by

electronic excitation. Upon electronic excitation with ultrashort laser pulses, nuclear mo-

tions are initiated through the electron-phonon couplings. These coherent nuclear motions

can be monitored by observing both linear and nonlinear optical responses. Although the

dynamics of coherent vibrational motions of molecules isolated in vacuum and in the con-

densed phase as well as coherent phonons in bulk materials have been extensively studied,

coherent motions at the surfaces of solid materials are still relatively unexplored. This is

because optical responses from the bulk usually overwhelm those from the surface. Thus,

surface sensitive spectroscopies such as second-harmonic generation and sum frequency

generation are suitable for this purpose. However, linear responses such as absorption and

reflection can be used for probing surface dynamics if probe wavelengths are chosen such

a way that the majority of optical responses at the wavelengths is limited to the surfaces.

There are two directions where the studies on electron-phonon couplings can be ex-
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tended: improvement in time and spatial resolutions. Obviously, as in the studies done

for molecules in vacuum and in the condensed phase, applying pulses with much shorter

widths, less than 10 fs, certainly extends the range of phonon mode frequencies much

higher to be explored than the current studies.[75] This provides much rich information

of electron-phonon couplings that allow us to sort out vibration and phonon modes that

can couple to electronic excitation of interest from those that do not couple to it. Second,

improvement of spatial resolution is also important. Most of charge dynamics in photocat-

alysts have been studied by using either bulk single crystals or powders dispersed in liquid

or thin films on substrates. Although measurements using powder photocatalysts are most

realistic situations for heterogeneous photocatalysis, the optical responses are ensemble

of powders with broad size distributions and with a wide variety of shapes with different

facets. It is vital to know how charge separation/accumulation and hence redox reactions

depend on the facet of crystallines for a clear understanding of the mechanism of hetero-

geneous photocatalysis. Studies combining optical probes with an optical microscope are

now emerging[76,77] and promise for providing more precise knowledge on photocatalysis.

The ultimate goal for studies on electron-phonon couplings is to explore photoinduced

processes of single adsorbate on solid surfaces with a fs time resolution. It needs more

elaborations in methodology and advances in technique. In this context, an attempt at

observing fs dynamics of a single molecule[78] done recently is encouraging.
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