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Convex Approximated Weighted Sum-Rate Maximization for
Multicell Multiuser OFDM

Mirza Golam KIBRIA†a), Student Member and Hidekazu MURATA†, Senior Member

SUMMARY This letter considers the weighted sum-rate maximiza-
tion (WSRMax) problem in downlink multicell multiuser orthogonal
frequency-division multiplexing system. The WSRMax problem under per
base station transmit power constraint is known to be NP-hard, and the
optimal solution is computationally very expensive. We propose two less-
complex suboptimal convex approximated solutions which are based on
sequential parametric convex approximation approach. We derive prov-
ably faster convergent iterative convex approximation techniques that lo-
cally optimize the weighted sum-rate function. Both the iterative solutions
are found to converge to the local optimal solution within a few iterations
compared to other well-known techniques. The numerical results demon-
strate the effectiveness and superiority of the proposed approaches.
key words: coordinated downlink beamforming, sum-rate maximization,
convex approximation, multicell MU-OFDM

1. Introduction

Weighted sum-rate maximization (WSRMax) is a funda-
mental element in many cellular network design problems.
Unfortunately, the general WSRMax problem is NP-hard
[1], therefore, very difficult to solve. Globally optimal so-
lutions are computationally very inefficient and inapplica-
ble in practical. Therefore, it is intuitive to pursue efficient
algorithms for WSRMax, which are even though subopti-
mal, perform competently in practice. Beamforming de-
signs based on necessary optimality conditions have been
thoroughly studied in [2], [4]. Interestingly, in [3], it has
been shown that the performances of the suboptimal tech-
niques achieving necessary optimality conditions, are in-
deed very close to the global optimal designs.

In [3], an optimal solution for the WSRMax problem
based on brach-and-bound (BB) method is proposed. In [4],
the authors proposed an alternating maximization (AM) al-
gorithm that is reliant on alternate updating of the beam-
forming vectors and a closed-form posterior conditional
probability. However, the solution is not provably conver-
gent. A weighted minimum mean-square error (WMMSE)
based solution is proposed in [5], which exploits the rela-
tionship between the WMMSE and weighted sum-rate. Un-
favorably, both of these iterative WSRMax optimization ap-
proaches show relatively slower convergence. Recently, a
sequential parametric convex approximation (SPCA) based
second-order cone program (SOCP) formulation for WSR-
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Max problem is proposed in [7]. An efficient multi-carrier
extension of [7] is proposed in [8], which further solves the
two important numerical instability issues related to algo-
rithm implementation of [7]. For a large system (with large
number of cells and subcarriers), the solution in [8] is still
not effective in terms of problem formulation because of
equivalent SOCP constraints transformation of a large num-
ber of optimization variables and nonlinear constraints. A
similar convex approximation approach known as soft inter-
ference nulling (SIN) is proposed in [9], which is based on
convex relaxation of the rate function. However, both [8]
and [9], arrive at more complex problem formulations.

In this letter, we propose two convex approximated
iterative solutions for the WSRMax problem in multicel-
lular multiuser orthogonal frequency division multiplexing
(MU-OFDM) system. Like [7] and [8], our iterative de-
signs also exploit the SPCA technique [6] that leverages
convex approximation of the nonconvex WSRMax problem.
However, unlike [8], our proposed solutions employ differ-
ent approaches to convexify the problem with less-complex
problem formulation that do not need to perform equiva-
lent SOCP transformations for a large number of optimiza-
tion variables, and the use of differential operator to per-
form linear approximation is not required. This SPCA based
convex approximated WSRMax algorithm yields local opti-
mal solution by iteratively solving the approximated con-
vex problem. Numerical results demonstrates the compe-
tency of the proposed WSRMax solutions in terms of con-
vergence rate, computational complexity and problem for-
mulation over other WSRMax solutions.

2. Signal Model and Problem Statement

Consider an interference-limited cellular system with M
cells and K single-antenna users per cell. All coordi-
nated base stations (BSs) are equipped with NTx antennas.
OFDMA scheme with N subcarriers over a fixed frequency
band is employed, while the subcarrier assignments among
users within each cell are non-overlapping. Therefore, the
users do not experience any intra-cell interference. f (m, n)
is the assignment function that determines the downlink user
scheduling. The assignment of user k from cell m on sub-
carrier n is defined by k = f (m, n). LetM � {1, 2, · · · ,M}.
The received signal at user k is given by
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yk,m,n = hH
k,m,nwk,m,ndk,m,n+

∑
m′∈M\m

k′= f (m′ ,n)

hH
k,m′,nwk′,m′,ndk′,m′,n+zk,m,n,

(1)

where yk,m,n ∈ C denotes the received symbol. hH
k,m,n ∈

C
1×NTx is the complex channel vector between BS m and user

k, and let wk,m,n ∈ CNTx×1 be the associated beamforming
vector. zk,m,n ∼ CN(0, 1) is the background noise at user k
and dk,m,n is the normalized transmitted symbol from BS m
to user k.

The signal-to-interference-plus-noise ratio (SINR) of
the kth user from cell m scheduled on subcarrier n is given
by

γk,m,n(wk,m,n) =
|hH

k,m,nwk,m,n|2
1 +

∑
m′∈M\m

k′= f (m′,n)
|hH

k,m′ ,nwk′,m′,n|2
. (2)

The instantaneous rate achieved by user k from cell m on
subcarrier n is given by rk,m,n = log2(1+ γk,m,n(wk,m,n)). Pos-
itive scalar αk,m is the weight associated with user k in cell m.
The WSRMax problem under BS transmit power constraint
is

max{wk,m,n}
∑M

m=1

∑N

n=1
k= f (m,n)

αk,m,nlog2(1 + γk,m,n(wk,m,n))

s.t.
∑N

n=1
||wk,m,n||22 ≤ Pmax,m, m = 1, ...,M,

(3)

where αk,m,n = αk,m,∀n and || · ||2 refers to l2 norm. Pmax,m

is the transmit power constraint of BS m. The WSRMax
problem in (3) is NP-hard, therefore, very difficult to solve.
Herein, we discuss our provably fast convergent convex ap-
proximated iterative WSRMax algorithm for solving this
nonconvex problem.

3. Low Complexity SPCA Beamformer Design

To transform the nonconvex WSRMax problem into a solv-
able convex form, we begin with introducing a set of in-
dices L as L := {{k,m, n} ,∀m, n | k = f (m, n)}. Without loss
of generality, the subsets of L can be expressed as L : ={
{k, 1, 1}, · · · , {k, 1, N}, {k, 2, 1}, · · · , {k, 2, N}, · · · , {k,

M, 1}, · · · , {k,M,N}
}
. Under the considered system model

and subcarrier allocation scheme, the objective function
in (3) is a function of T = MN optimization variables,
and can be expressed as max{wLt }

∑T
t=1 αLt log2(1 + γLt (wLt )) =

log2

⎛⎜⎜⎜⎜⎝max{wLt }
∏T

t=1 (1 + γLt (wLt ))
αLt

⎞⎟⎟⎟⎟⎠ , where Lt denotes the tth

subset in L. The corresponding indices in the tth subset
are defined as {k,m, n} =

{
k, �t/N	, t − (

(�t/N	 − 1)N
)}

,
where �·	 defines the ceiling operation. Now, following
the monotonicity of logarithmic function, the log function
in the subsequent optimization problems can be eliminated,

and introducing new slack variable rLt , we can recast (3) as

max{wLt ,rLt (wLt )}
T∏

t=1
r
αLt

Lt
(wLt )

s.t. C1:
N∑

n=1
||wk,m,n||22 ≤ Pmax,m, m = 1, ...,M (3a)

C2: rLt (wLt ) ≤ γLt (wLt ) + 1, ∀Lt ∈ L, t = 1, ..., T ,
The equivalence between (3) and (3a) is recognized by

the fact that all the constraints in C2 are active at the opti-
mum. Contrarily, a strictly larger objective can be obtained
by increasing rLt (wLt ) without violating the constraints [8].
LetWm be the set of beamformers for cell m. Using vec(·)†,
power constraints in C1 can be simplified as ||vec (Wm) ||2 ≤√

Pmax,m. Further, by introducing auxiliary variables βLt ≥ 0,
the WSRMax problem can be formulated as

max{wLt ,rLt (wLt ),βLt }
∏T

t=1
r
αLt

Lt
(wLt )

s.t. C1 : ||vec (Wm) ||2 ≤
√

Pmax,m,

C2 :
√

1 +
∑

m′∈M\m
k′= f (m′,n)

|hH
k,m′ ,nwk′,m′,n|2 ≤ βLt ,

C3 : βLt (rLt (wLt ) − 1)1/2 ≤ hH
Lt
wLt .

C4†† : �{hH
Lt
wLt } = 0, � {·} = Imaginary part.

(4)

Let Wint ∈ CNTx×(M−1) and Hint ∈ C(M−1)×NTx be the aggre-
gated beamforming and channel matrices, respectively, con-
taining beamformers and the channels from all interfering
BSs corresponding to the constraint C2 of (4). Therefore,
we can reformulate the constraint C2 equivalently as∥∥∥∥[1 diag

(
HH

intWint

)]T
∥∥∥∥

2
≤ βLt . (5)

One can notice that most of the constraints of problem (4)
are convex, except the constraints in C3. Clearly, the func-

tion 1
2

(
rLt (wLt )−1
φLt

+ φLtβ
2
Lt

)
upper bounds the constraint for all

positive φLt s (i.e., solution of the approximated problem will
be a feasible point of the original problem) [6], arising from
the inequality between arithmetic and geometric means of
rLt (wLt )−1
φLt

and φLtβ
2
Lt

. Indeed, it follows from this observation( √
rLt (wLt ) − 1 − φLtβLt

)2 ≥ 0.

Note that the optimization function maximize
wLt ,rLt ,βLt

∏T
t=1

r
αLt

Lt
in (4) is nonconvex in its current form. Logarithmic

variable transformation: sLt (wLt ) := log(rLt (wLt )) produces
the equivalent convex optimization problem as

max{wLt , ,βLt ,sLt (wLt )}
exp

(∑T

t=1
sLt (wLt )αLt

)

s.t. C3:
1
2

(
exp(sLt (wLt )αLt ) − 1

φLt

+ φLtβ
2
Lt

)
≤ hH

Lt
wLt .

†vec(·)/ diag(·) stacks all/diagonal elements of a matrix into a
column vector.
††For any θ, we have |hH

Lt
wLt |2 = |hH

Lt
wLt e

jθ |2. Therefore, by
choosing θ such that �{hH

Lt
wLt } = 0 does not affect the optimality

of (4).
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(6)

Here, the objective function exp
(∑T

t=1 sLt (wLt )αLt

)
is loga-

rithmically convex. This is because the function g(x) = e f (x)

is logarithmically convex if f (x) is a convex function. In
this case f (x) =

∑T
t=1 sLt (wLt )αLt , clearly a convex function.

Hereafter, we express sLt (wLt ) and rLt (wLt ) with sLt and rLt ,
respectively and employ the following procedure to solve
(6).
Iteration 1: Choose the first feasible point (s(0)

Lt
, β(0)

Lt
). Com-

pute φ(1)
Lt
=

√
exp(s(0)

Lt
αLt ) − 1/β(0)

Lt
. This choice guaran-

tees the equality between the original function and its ap-
proximations as well as equality between their gradients
at the point (s(0)

Lt
, β(0)

Lt
). The gradients equality guarantees

that the Karush-Kuhn-Tucker (KKT) conditions of the orig-
inal nonconvex problem will be satisfied as the approxi-
mated solution converges. Solve the problem in (6) with

C3 as 1
2

(
exp(sLtαLt )−1

φ(1)
Lt

+ φ(1)
Lt
β2

Lt

)
≤ hH

Lt
wLt , and denote it by

(s(1)
Lt
, β(1)

Lt
).

Iteration i: For a given point (s(i−1)
Lt
, β(i−1)

Lt
) (the solu-

tion of the previous convex problem) compute φ(i)
Lt
=√

exp(s(i−1)
Lt
αLt ) − 1/β(i−1)

Lt
and solve (6) with C3 as

1
2

(
exp(sLtαLt )−1

φ(i)
Lt

+ φ(i)
Lt
β2

Lt

)
≤ hH

Lt
wLt . Continue with this pro-

cedure until a convergence point is reached. This is an ex-

Initialization: Tolerance ε > 0, feasible points (s(0)
Lt
, β(0)

Lt
),

φ
(1)
Lt
=

√
exp(s(0)

Lt
αLt ) − 1/β(0)

Lt
, i = 1, Niter = 20;

while i < Niter do
Solve: max{wLt ,βLt ,sLt }

exp
(∑T

t=1 sLtαLt

)
;

subject to C1, C2 and C4 of (4);

C3: 1
2

(
exp(sLt αLt )−1

φ
(i)
Lt

+ φ
(i)
Lt
β2

Lt

)
≤ hH

Lt
wLt ;

Denote the solution as s(∗)
Lt

, β(∗)
Lt
.;

if | exp

(
T∑

t=1
s(∗)

Lt
αLt

)
− exp

(
T∑

t=1
s(i)

Lt
αLt

)
| ≤ ε then

break;
else

i = i + 1, {s(i−1)
Lt
= s(∗)

Lt
, β(i−1)

Lt
= β(∗)

Lt
};

φ
(i)
Lt
=

√
exp(s(i−1)

Lt
αLt ) − 1/β(i−1)

Lt
};

end
end

Algorithm 1: SPCA-Exp algorithm for WSRMax

ponential optimization problem, and we designate this pro-
posed solution as SPCA-Exp.

Furthermore, the geometric-mean is a concave function
for nonnegative affine optimization variables, and admits
SOCP formulation [10]. Maximization of

∏K
k=1 rαk

Lt
(wLt ) can

be equivalently expressed as

maximize{wLt ,rLt ,βLt }
(∏T

t=1
r
αLt
Lt

(wLt )
) 1∑T

t=1 αLt

s.t. C3:
1
2

(
(rLt (wLt ) − 1)

φLt

+ φLtβ
2
Lt

)
≤ hH

Lt
wLt .

(7)

which is a weighted geometric-mean (WGM) optimiza-
tion problem, therefore, can be equivalently cast as SOCP.
We denote this approach as SPCA-WGM solution. Con-
sequently, (4) can be transformed into an SOCP if all
αLt are rational numbers [10]. For a special case when

αLt = 1 for all Lt, the function max
T∏

t=1
r
αLt

Lt
(wLt ) becomes

equivalent to the maximization of the geometric-mean of

the optimization variables, i.e., max
wLt ,rLt (wLt ),βLt

T∏
t=1

rLt (wLt ) :⇔

max
wLt ,rLt (wLt ),βLt

T∏
t=1

(rLt (wLt ))
1/T . Therefore, (4) has an equivalent

SOCP formulation for all practical purposes.
Therefore, this algorithm solves the convex approxi-

mated problem (6) in an iterative manner and repeats until
convergence. Initial guesses of φLt s are very crucial to the
feasibility of the successive optimization method. The ran-
domly generated φLt s would lead to infeasible solution. The
other numerical issue that requires attention is that if one
of the sLt s goes to zero, the algorithm faces the problem of
‘dividing by zero’ since it needs to calculate 1/φLt . Initial
guess of φLt s are very crucial to the feasibility of the suc-
cessive optimization method. The randomly generated φLt s
would lead to infeasible solution. To guarantee the feasibil-
ity at the first step, we follow the steps in Procedure to find
φ1

Lt
s.

Procedure: For generating good initial values of φ(1)
Lt

Step 1: Channel-matched beamforming vectors are ob-
tained such that BS power constraint is satisfied for all cells,
i.e.,
wkmn =

√
Pmax,m/N(hkmn/||hkmn||2),∀m, n and k = f (m, n).

Step 2: Choose β(0)
Lt

to be the value that gives the equality
in (5).
Step 3: Obtain the value of rLt from C3 of (4) according to
the obtained value of β(0)

Lt
using equality with |hH

Lt
wLt |.

Step 4: Compute corresponding value of x(0)
Lt
= r

1/αLt

Lt
and

φLt values are calculated as φ(1)
Lt
=

√
exp(s(0)

Lt
αLt ) − 1/β(0)

Lt
.

Now, we analyze the convergence behavior of our pro-
posed WSRMax algorithm. Let us consider the (i + 1)th
iteration of our optimization process. If we replace (sLt , βLt )
with (s(i)

Lt
, β(i)

Lt
) and wLt by w(i)

Lt
, constraints C1-C4 are still sat-

isfied. Therefore, the optimal solution in the ith iteration is
a feasible point of the optimization problem in the (i + 1)th
iteration. Thus, the objective value in the (i + 1)th iteration
is larger than or equal to that in the ith iteration. Therefore,
the WSRMax algorithm yields nondecreasing sequence of
objective values.
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In general, calculation of the beamformers requires CSI
at the BS. Also, the beamformers need to be updated when
the users move to a different location. The frequency of CSI
update depends on many factors such as feedback budget,
fading severity, channel correlation, Doppler frequency etc.
In all practical beamforming systems, the signal processor
should output a result within a short time (after CSI is avail-
able), which is usually several transmission time intervals
(TTI). In order to be able to adapt quickly to the changing
conditions in the radio link, a communication system must
have shorter TTIs. Furthermore, CSI feedback budget also
affects the CSI update frequency. However, in this letter, to
keep the analysis tractable and simple, we consider perfect
CSI and the proposed algorithm should be run as soon as
the CSI is available. Furthermore, due to channel estima-
tion error, quantization error, and delay in feedback, the CSI
update may be erroneous, and performance of the system
degrades because of mismatched beamforming.

4. Numerical Results

In this section, we numerically analyze the performance of
the proposed algorithm on a cellular network with 1-cell
frequency reuse factor. The distance between neighbor-
ing BSs is 1000 m. The frequency-selective channel coef-
ficients over N =64 subcarriers are modeled as hk,m,n =(
200 1

lk,m

)3.5
Φk,m,nΛk,m,n, where lk,m is the distance between

BS m and user k. 10log10(Φk,m,n) accounts for lognormal
shadowing and is distributed as RN(0, 8), and Λk,m,n ∼
CN(0, 1) accounts for Rayleigh fading. All the BSs are sub-
jected to the equal transmit power constraints, i.e., Pmax,m =

Pmax,∀m. We also consider that perfect channel state infor-
mation (CSI) is available both at the BSs and users. The
user scheduling is performed randomly. We use the disci-
plined convex optimization toolbox CVX [11] with internal
solver SeDuMi [12]. Note that CVX invoke its successive
approximation method for SPCA-Exp approach in both the
objective and the constraints.

In Fig. 1, we depict the average sum-rate (αk,m=1) as
a function of total transmit power per-BS with M = 3,
NTx = 2 and K = 2. The average sum-rate achieved
by our proposed algorithm is compared to WMMSE based
power minimization, SPCA-SOCP scheme, and global op-
timal design using BB method. The gap tolerance between
the lower and upper bounds is set to 0.01. With this gap
tolerance, the BB method converges to a sum-rate that is
close enough to the optimal sum-rate. In fact, the BB so-
lution is certified to be at most 0.01-away from the global
optimal value. The sum-rates for all other iterative meth-
ods are calculated after the sum-rates converge to their re-
spective steady-state levels. The iterative procedure stops as
the increase in objective value between two successive iter-
ations is ≤ ε (=0.01). We see that the suboptimal solutions
achieved by our algorithm and other iterative techniques
such as SPCA-SOCP, WMMSE are indeed very close to the
optimal sum-rate. However, the BB method and WMMSE

Fig. 1 Average sum-rate performances for different WSRMax algo-
rithms.

Fig. 2 Convergence behaviors of different WSRMax algorithms.

algorithm have slower convergence.
We compare the convergence performances of sev-

eral iterative local optimal WSRMax techniques in Fig. 2.
The user weight αk,m is considered as αk,m ∈ {0.10 ∼
0.60},∀k,m. Weighted sum-rates for different methods are
plotted as a function of the number of iterations required to
attain respective steady outputs for a random channel real-
ization. We see that both of our proposed methods converge
to the local optimal solution within few iterations. The faster
convergence of our proposed WSRMax algorithm may be
attributed to the fact that the KKT matrix in each iteration
is a sparse matrix, i.e., a lot of zeros appear in the KKT
matrix. Operations using sparse-matrix structures and algo-
rithms are relatively fast. The SIN method in [9] also shows
good convergence performance. For some channel realiza-
tions, the convergence behaviors of SIN and our methods
are very similar. The sum-rate for the iterative method is
calculated after the solution converges.

To evaluate the convergence performance of our pro-
posed WSRMax algorithm in more practical scenarios, we
consider higher values of the system parameters and de-
pict the simulation results in Fig. 3. Two different cases are
considered as shown in Fig. 3(a) and Fig. 3(b), respectively.
We notice that the convergence behaviors almost remain the
same in terms of the number of iterations. However, the per-
iteration running time increases linearly as the values of the
simulation parameters such as M, N and K increases. There-
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Fig. 3 Convergence behavior of the proposed solution SPCA-Exp with
larger systems.

Fig. 4 BER performance of the proposed solution SPCA-Exp with CSI
update error for a system with M = 2, K = 2, and N = 64.

fore, we can claim that the proposed WSRMax solutions are
linear-time method, i.e., the complexity per cell per-iteration
grows linearly with the values of M, N and K.

To investigate the impact of CSI update error, we plot
the bit error rate (BER) performance curves for mismatched
beamforming scenarios due to CSI update error with vary-
ing variances in Fig. 4. The CSI update error for the channel
coefficient vector of user k over subcarrier n, hk,m,n is de-
fined as h̃k,m,n = hk,m,n + ek,m,n, where the elements of error
vector ek,m,n are distributed as CN(0, σ2

e). We notice that the
BER performance degrades as the variance of error is in-
creased. In a matched beamforming situation (perfect CSI
update), for any particular user, the optimizer finds the op-
timal beamformer and power allocation that maximizes the
system throughput by minimizing the user’s leakage inter-
ference to other users. As a results, the users are able to
detect the transmitted symbols intended for them correctly.
Whereas in mismatched beamforming (due to imperfect CSI
update) scenarios, because of higher leakage interference
from other users operating on the same subcarrier, the BER
performance degrades.

In temporally correlated fading scenarios under the ef-
fect of feedback delay, the CSI as well as the beamformers
update frequency depends on the Doppler frequency, trans-

mit frame duration and the CSI error tolerance. The wide-
sense stationary (WSS) Jakes’ statistical model defines the
temporal autocorrelation function as ρ = E{hH

k,m,n(t)hk,m,n(t+
1)} = J0(2π fDTf ),∀k,m, where t is the frame index, fD is the
Doppler frequency, Tf is the frame time duration, and J0 is
the Bessel function of the first kind of zero-th order. The
quantity, fDTf is generally defined as normalized Doppler
frequency. We have found that for a system with CSI error
tolerance, σ2

e = −20 dB and fDTf = 0.01 (Tf=10 msec and
fD=1 Hz), the CSI needs to be updated within the time span
equivalent to several frames duration. However, in highly
correlated fading scenarios, i.e., fDTf = 0.001 ( fD=0.1 Hz)
with the same error tolerance, a less frequent CSI update
becomes realizable. If we set the CSI error tolerance to
−10 dB, then for a system with with fDTf = 0.01, the CSI
can be updated less frequently when compared to the case
with σ2

e = −20 dB. Therefore, the frequency of CSI update
can be several frames depending on the system parameters.

From the point of view of computational complexity,
our proposed algorithm is computationally more efficient
compared to the other WSRMax methods discussed, such
as WMMSE, SIN. The SIN method is based on solving
determinant-maximization (MAXDET) programs. So the
computational complexity is high when the BS has large
number of antennas. The per-iteration running time of SIN
is 5-6 times higher compared to our proposed algorithm.
The WMMSE admits an water-filling solution if a sum-
power constraint per-BS is considered, and a closed form
solution can be found per iteration. If we consider a per-
antenna transmit power constraint at each BS, the complex-
ity in per-iteration is same as that of our algorithm. How-
ever, the convergence speed of WMMSE is slow since it is
based on alternating optimization concept. Therefore, we
can claim that our proposed WSRMax algorithm requires
lower complexity. The computational complexity of SPCA-
SOCP is same as our proposed solution SPCA-WGM, also
the per-iteration running times are equal because the CVX
transforms the WGM function into the equivalent SOCP
form before solving the problem.

Numerical results reveal that our proposed approach
SPCA-Exp seems to have lower modeling time taken by the
convex optimization tool compared to that of the approach
in [8]. This may be due to the fact that the algorithm in
[8] employs a differential operator and linear approximation
technique. Furthermore, the approach relies on a looping
operation for scaling up the user weights so that a specific
set of constraints become concave although the scaling can
be done easily by a single multiplication, i.e., multiplying
all weighting factors with 2/min(αk,m, k = 1, 2, · · · ,K,∀m).
Therefore, the convex approximation in [8] comes up with
more complex problem formulation, and compared to [8],
the proposed approaches are more efficient. The optimal
BB method is computationally very expensive. It approxi-
mately takes 900 iterations with a gap tolerance of 0.01. If
we run the BB method with a gap of 0.001 or even smaller,
it takes a huge number of iterations and much longer time to
converge.
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5. Conclusions

In this letter, we study the WSRMax optimization problem
for a MC-MU-OFDM downlink beamforming system. We
formulate and propose two fast, provably convergent, com-
putationally efficient SPCA based convex approximation al-
gorithms with less-complex problem formulation. These
iterative optimization solutions are convergent to the local
optimal solutions. The algorithms exhibit excellent perfor-
mance and outperform some previously analyzed iterative
solutions for the WSRMax problem, in terms of conver-
gence rate and computational efficiency. The most signif-
icant benefit of our proposed approaches is that they are
general enough to apply to a variety of problems relating
to SINR optimization. The faster convergence behavior of
our proposed WSRMax algorithms may also be useful for
distributed implementation.
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