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ABSTRACT

Turbulent mixing induced by tidal currents near the sea bottom plays a key role in coastal and shallow sea environments. Many attempts have been made to quantify turbulent mixing near the seabed, such as velocity microstructure measurements with microstructure profilers and turbulent Reynolds stress measurements using acoustic Doppler current profilers (ADCPs). This study proposes an alternative method in which the Ekman balance equations are solved with measured velocity spirals to estimate the eddy viscosity profile. Three schemes (schemes 1, 2, and 3) are described in this paper; schemes 1 and 2 were used in previous studies, while scheme 3 is newly proposed in the present study. The performance of the three schemes was tested using velocity spirals simulated with an idealized eddy viscosity profile, showing that scheme 2 is useful if the random measurement errors are small, while scheme 3 is useful when the errors in the Ekman balance are small. The performance was also evaluated using measured velocity spirals. This method utilizes velocity measured with standard ADCPs operated in normal modes, allowing for easier and more frequent quantifications of the mixing averaged over longer periods.

1. Introduction

Strong tidal currents in shallow seas are accompanied by intense vertical shear near the sea bottom. This shear induces turbulent mixing and vertical turbulent fluxes of the momentum, heat, and water properties (e.g., Thorpe 2007). Hydrographic and biogeochemical structures near the sea bottom therefore depend on the boundary layer mixing. Quantification of the mixing structure near the seafloor is thus required for better understanding of coastal and shallow sea environments.

Many attempts have been made to quantify the mixing structure near the sea bottom. Microstructure profilers (MSPs), which estimate kinetic energy dissipation rates (Osborn 1974; Lueck et al. 2002), are frequently used to estimate eddy diffusivity (e.g., Osborn 1980). In general, the intermittency of the turbulence is large, and determining the mean dissipation rates and mean eddy diffusivity requires a large number of statistically independent measurements (Burchard et al. 2008). This makes MSP measurement laborious when estimating long-term averages of the mixing. Acoustic Doppler current profilers (ADCPs) can be used to measure the turbulent Reynolds stress from (high frequency) velocity variances in two different directions (Lohmann et al. 1990; Lu and Lueck 1999; Stacey et al. 1999; Rippeth et al. 2003). Because this method (the variance method) relies on differences in the velocity variances, measurement errors (noise) included in the variance can easily contaminate the stress estimations, unless the errors are exactly equal in the two variances (Burchard et al. 2008). Measurement noise can be reduced by increasing the number of acoustic pings (e.g., Nidzieko et al. 2006), though this will reduce the measurement period because of the limited capacity of the battery. Thus, estimation of the Reynolds stress is often limited to short periods (e.g., a few days).

In this study, an alternative method for estimating longer-term turbulent mixing structure is discussed. The
method utilizes the fact that the mean velocity profiles are determined by the mean turbulent mixing (the eddy viscosity) in the bottom boundary layer, where the turbulent mixing term is dominant in the momentum equations. This method (referred to as the profile method) was first used by Soulsby (1990). He used the harmonic coefficients of the dominant tidal \( (M_2) \) current and its momentum equations and estimated eddy viscosity at several levels. However, the estimated eddy viscosity showed a large degree of scatter, and the eddy viscosity profile could not be discussed in a quantitative manner. Recently, Yoshikawa et al. (2010) analyzed the harmonic coefficients of semidiurnal and diurnal tidal currents as well as a steady current in the bottom Ekman boundary layer, and estimated the eddy viscosity profiles by solving the Ekman balance equations using the least squares method. The estimated eddy viscosity was largest about 5 m from the sea bottom, and decreased almost exponentially above that level. The magnitude of the eddy viscosity was larger in spring tide than in neap tide. These features are consistent with numerical simulations of tide-induced turbulence near the sea bottom (e.g., Sakamoto and Akitomo (2008)).

One reason for successful estimations of the eddy viscosity profile in Yoshikawa et al. (2010) seems to be the use of the least squares method. However, as described in section 2, one could say that Soulsby (1990) also used the least squares method, though the quantity to be minimized was different from that in Yoshikawa et al. (2010). This demonstrates that the performance of the least squares method depends greatly on the selected quantity to be minimized. It is therefore worth investigating whether there are other least squares methods that may provide a more accurate estimation of the mixing structure near the seabed.

In this study, we compare three schemes for estimating eddy viscosity. The first scheme corresponds to that of Soulsby (1990), the second scheme follows that of Yoshikawa et al. (2010), and the third scheme is newly proposed in this study. These schemes are described in section 2. Using velocity spirals simulated with an idealized eddy viscosity profile, the performance of the three schemes is investigated in section 3. The schemes are also evaluated using measured velocity spirals in section 4, followed by concluding remarks in section 5.

2. Estimation schemes

The estimation schemes are outlined as follows. We assume that the harmonic coefficients of the tidal currents are known as a function of height \( z \). Using the complex notation of the horizontal velocity vector \((w = u + \omega)\), a tidal current of frequency \( \omega \) is represented as

\[
w(z, t) = W(z) \exp(\omega t),
\]

where \( t \) is time. In this notation, the tidal current is decomposed into counterclockwise-rotating \((\omega > 0)\) and clockwise-rotating \((\omega < 0)\) current components. The conventional tidal harmonic coefficients represented by amplitudes \((U \text{ and } V)\) and phases \((\lambda_U \text{ and } \lambda_V)\) of the zonal and meridional velocities, respectively, are converted to the real and imaginary parts of the complex amplitude \( W \) of the counterclockwise \((\omega > 0)\) and clockwise \((\omega < 0)\) components as

\[
W(z) = \frac{U(z) \cos \lambda_U(z) + V(z) \sin \lambda_V(z)}{2} + \iota \frac{V(z) \cos \lambda_V(z) - U(z) \sin \lambda_U(z)}{2} \quad \text{for } \omega \geq 0.
\]

For a steady constituent \((\omega = 0)\), there are only two parameters (the real and imaginary parts of \( W \)) that correspond to the zonal and meridional velocities of the current.

The three schemes are based on the Ekman boundary layer equations,

\[
\frac{\partial w}{\partial t} + f w = \frac{\partial}{\partial z} \left[ \mu(z) \frac{\partial w}{\partial z} \right],
\]

where \( f \) is the Coriolis parameter and \( \mu(z) \) is the eddy viscosity to be estimated. The boundary layer components that should obey the above-mentioned boundary layer equations need to be calculated a priori from the measured velocity. If the currents are barotropic in an interior layer (above the boundary layer), then the components can be easily estimated by subtracting the velocity at the top of the boundary layer as

\[
W(z) = \tilde{W}(z) - \tilde{W}(H + \delta),
\]

where \( W \) is the boundary layer component, \( \tilde{W} \) is the total component (boundary plus interior components), \( H \) is the boundary layer height, and \( \delta \) is an adjustment parameter. Here, \( \delta \) (set as a few meters) is required to avoid errors in the eddy viscosity estimation near \( z = H \).

Inserting Eq. (1) into Eq. (2) yields

\[
u(f + \omega) \tilde{W}(z) = \frac{\partial}{\partial z} \left[ \mu(z) \frac{\partial}{\partial z} \tilde{W}(z) \right].
\]

Note that Eq. (3) contains a total of four equations (equations for both positive and negative \( \omega \), each having both real and imaginary parts) for one tidal component (e.g., \( M_2 \)). For the steady constituent, there are two
equations. Thus, the number of equations \( N \) is \( 4 \times M + 2 \), where \( M \) is the number of tidal constituents to be analyzed. If the diurnal and semidiurnal tidal constituents as well as the steady constituent are analyzed, then \( N \) equals 10. These equations can be used to estimate \( \mu(z) \) at each level \( z \). Because \( N \) is larger than the number of quantities to be estimated \( [\mu(z)] \), the least squares technique can be used. The question is, “which quantity is to be minimized.” In this study, three schemes are investigated in which different quantities are minimized.

Before discussing each scheme in detail, Eq. (3) is discretized in the vertical as

\[
\frac{u(f + w_n) W_{k+1/2,n} \Delta z}{a_{k,n}} - \frac{W_{k+3/2,n} - W_{k+1/2,n}}{\Delta z} s_{k+1,n} = \mu_{k+1} - \mu_k, \tag{4}
\]

where \( n \) represents the tidal constituent (e.g., \( n = 1 \) is the clockwise semidiurnal constituent; \( n = 2 \) is the counterclockwise semidiurnal constituent, \ldots). \( k \) represents the vertical level, \( W_{k+1/2,n} \) is the complex tidal harmonic coefficient at \( z_{k+1/2} \), and \( \mu_k \) is the eddy viscosity at \( z_k \). The velocity and eddy viscosity are defined on a staggered grid. For simplicity, the acceleration and velocity shear are denoted by \( a_{k,n} \) and \( s_{k,n} \), respectively.

\begin{itemize}
  \item \textbf{a. Scheme 1}
  
  Vertical integration of Eq. (4) from \( z_k \) to \( z_K = H \) yields
  \[
  \sum_{k=k}^{K-1} a_{k,n} = \mu_K s_{K,n} - \mu_k s_{k,n}, \tag{5}
  \]
  
  where the vertical integration of \( a_{k,n} \) corresponding to the momentum stress difference between \( z_k \) and \( H \) is represented as \( t_{k,n} \) for simplicity. If \( \mu_k \) is known, then dividing the real and the imaginary parts of Eq. (5) by the real and the imaginary parts of \( s_{k,n} \), respectively, yields a total of \( N \mu_k s \), and averaging them results in a unique \( \mu_k \) at each \( z_k \). This scheme basically corresponds to the method used by Soulsby (1990), though the Ekman boundary layer equations were not used in his study. Note that the above-mentioned ensemble averaging (\( \mu_k = \sum_{n=1}^{N} \mu_{k,n}/N \)) corresponds to the least squares solution that minimizes the error \( e_{k,n} \) included in each ensemble \( \mu_{k,n} = \mu_k + e_{k,n} \). Thus, this scheme can also be regarded as a least squares method.

The value of \( \mu_k \) remains arbitrary. Usually, the eddy viscosity at the top of the boundary layer is much smaller than that within the layer, so \( \mu_K = 0 \) is a good approximation and is assumed in the following for this scheme. This scheme is referred to as scheme 1.

\item \textbf{b. Scheme 2}

This scheme (referred to as scheme 2) was used by Yoshikawa et al. (2010). In this scheme, errors are assumed in the momentum Eq. (4),

\[
a_{k,n} = \mu_{k+1} s_{k+1,n} - \mu_k s_{k,n} + e_{k,n}.
\]

Note that \( e_{k,n} \) is a complex number. The sum of the squared \( e_{k,n} \) is defined as
\[
E = \sum_{k,m} (e_{k,m} | e_{k,m}),
\]

where \( (a | b) = (ab^* + a^*b)/2 \) (\( a^* \) is the complex conjugate of \( a \)). The minimum \( E \) is obtained if

\[
\frac{1}{2} \frac{\partial E}{\partial \mu_K} = \sum_n (s_{K,n} | s_{K,n}) \mu_K - \sum_n (s_{K,n} | s_{K-1,n}) \mu_{K-1} - \sum_n (a_{K,n} | s_{K,n}) = 0, \tag{6}
\]

\[
\frac{1}{2} \frac{\partial E}{\partial \mu_k} = \sum_n (s_{k+1,n} | s_{k,n}) \mu_{k+1} - \sum_n (s_{k,n} | s_{k-1,n}) \mu_k - \sum_n (s_{k-1,n} | s_{k,n}) \mu_{k-1} = 0 \quad (2 \leq k \leq K - 1), \tag{7}
\]

\[
\frac{1}{2} \frac{\partial E}{\partial a_{k,n}} = \sum_n (s_{2,n} | s_{1,n}) a_{2,n} - \sum_n (s_{1,n} | s_{1,n}) a_{1,n} = 0 \quad (2 \leq k \leq K - 1).
\]

are satisfied. The above-mentioned equations are solved to obtain \( \mu_k \) for \( k = 1, \ldots, K \). Although \( \mu_K = 0 \) was assumed in Yoshikawa et al. (2010), the number of equations \( N \times K \) is always larger than the number of unknown quantities \( K \) and hence \( \mu_K \) can be estimated.

In the above-mentioned equations, the acceleration term \( (a_{k,m}) \) appears only at the top \( (k = K) \) and bottom \( (k = 1) \) levels. Thus, this scheme does not rely on the measured profiles of the acceleration or velocity (except at \( k = 1 \) and \( k = K \)) but on the vertical shear profile \( s_{k,n} \). The ensemble average is taken such that a larger weight is given to the constituent with the larger shear.

\item \textbf{c. Scheme 3}

This scheme (referred to as scheme 3) is newly proposed in this study. In this scheme, a vertical integration
of Eq. (4) is performed as in scheme 1. However, in contrast to scheme 1, the errors to be minimized are assumed in the integrated equations as

\[ \tilde{t}_{k,n} = \mu_k s^{\prime}_{k,n} - \mu_k s_{k,n} + \epsilon_{k,n}. \]

The least squares technique yields

\[
\frac{1}{2} \frac{\partial}{\partial \mu_k} E = (K-1) \sum_{n} (s_{k,n} | s_{k,n}) \mu_k - \sum_{n} (s_{k,n} | s_{k,n}) \mu_k \\
- \sum_{k=1}^{K-1} \sum_{n} (t_{k,n} | s_{k,n}) = 0,
\]

\[
\frac{1}{2} \frac{\partial}{\partial \mu_k} E = \sum_{n} (s_{k,n} | s_{k,n}) \mu_k - \sum_{n} (s_{k,n} | s_{k,n}) \mu_k \\
+ \sum_{n} (t_{k,n} | s_{k,n}) = 0. \quad (1 \leq k \leq K - 1).
\]  

These equations are solved to obtain \( \mu_k \).

The eddy viscosity derived from this scheme is easily interpreted if \( \mu_k = 0 \). In this case, Eqs. (9) and (10) reduce to

\[ \mu_k = -\frac{\sum_{n} (t_{k,n} | s_{k,n})}{\sum_{n} (s_{k,n} | s_{k,n})}, \]

showing that \( \mu_k \) is the ratio between the stress \( t_{k,n} \) in the direction of the shear vector \( s_{k,n} \) and the magnitude of the shear. The ensemble average is taken such that a larger weight is given to the constituent with the larger shear.

### 3. Validation using simulated velocity spirals with an idealized eddy viscosity profile

In this section, the three schemes explained in the previous section are tested using velocity spirals simulated with an idealized (given) eddy viscosity profile. Taking into account the observations of Yoshikawa et al. (2010) and numerical experiments of Sakamoto and Akitomo (2008), we set the eddy viscosity as

\[ \mu = \left\{ [\kappa U_a(z + 0.1)]^{-1} + 5 \exp \left( \frac{z}{0.3\kappa U_a/f} \right) \right\}^{-1} + 10^{-6} \text{m}^2\text{s}^{-1}, \]

where \( U_a = 2.5 \times 10^{-3} \text{m s}^{-1} \) and \( \kappa = 0.4 \). The boundary layer component \( W(z) \) of the tidal current of frequency \( \omega_n \) is calculated by solving Eq. (3) with the following boundary conditions:

\[ \frac{\partial W}{\partial z} = 0 \quad \text{at} \quad z = Z, \]

\[ W = -W_i \quad \text{at} \quad z = 0, \]

where \( W_i \) is the tidal harmonic coefficient in the interior layer, and \( Z (= 50 \text{m}) \) is a certain level in the interior \( (Z > H) \). The calculated velocity is sampled at \( z_{k+1/2} \) and is used as \( W_{k+1/2,n} \). The sampling interval is set as 1 m as in standard ADCP measurements. In the following, a steady constituent with \( W_i = 1.0 \text{m s}^{-1} \) is used to examine the performance of the estimation schemes against measurement errors (section 3a) and errors in the Ekman balance equations (section 3b). The effects of the selected boundary layer height \( (H) \) are also examined with this steady constituent (section 3c). Finally, the semidiurnal \((\omega = \pm 1.41 \times 10^{-4} \text{s}^{-1}) \) and diurnal \((\omega = \pm 6.76 \times 10^{-5} \text{s}^{-1}) \) constituents and the steady constituent are used to examine the effects of the number of tidal constituents on the eddy viscosity estimations (section 3d).

#### a. Sensitivity to measurement error

In actual observations, measurements are likely to be contaminated by errors. In this subsection, the performance of each scheme under random measurement errors is investigated with the boundary layer height \( (H) \) being set as 25 m.

Random errors are added to the entire profiles of the simulated velocity. The standard deviation of the error \( (\Delta W) \) is set as \( \Delta W = 1.0 \times 10^{-4}, 1.0 \times 10^{-3}, \) and \( 1.0 \times 10^{-2} \text{m s}^{-1} \) in this subsection. A total of 32 different velocity profiles were created with different random errors for each \( \Delta W \), and the mean and standard deviation of 32 samples of the estimated eddy viscosity were calculated. A sample of the velocity profile with random measurement errors is shown in Fig. 1. The error becomes apparent for \( \Delta W = 1.0 \times 10^{-2} \text{m s}^{-1} \).

The eddy viscosity estimated with scheme 1 (Fig. 2a) differs from the true one at around \( z = 19 \text{m} \) even for \( \Delta W = 1.0 \times 10^{-4} \text{m s}^{-1} \). Around this level, the vertical gradient of the zonal velocity component \( \text{Re}(s_{k,n}) \) is close to zero (black solid line in Fig. 1). As a result, eddy viscosity estimated from this component \( \{ \mu_{k,n} \approx \text{Re}(t_{k,n})/|\text{Re}(s_{k,n}) + \epsilon| \} \) is more likely to be contaminated by small measurement error \( (\epsilon) \). In fact, the error at this level does not become zero even for \( \Delta W = 0 \) because of finite difference errors (the estimated eddy viscosity becomes negative due to the finite difference errors, and the negative eddy viscosity is replaced by \( 0.1 \text{m}^2\text{s}^{-1} \) in Fig. 2). As \( \Delta W \) increases, the difference between the estimated and true eddy viscosity profiles becomes large at levels of low signal-to-noise (SN) ratios. The standard deviation of the estimated eddy viscosity also increases as \( \Delta W \) increases, indicating that the estimation becomes more uncertain.

The eddy viscosity estimated with scheme 2 (Fig. 2b) almost coincides with the true one for
However, for $\Delta W \geq 1.0 \times 10^{-3} \text{ m s}^{-1}$, a systematic underestimation in the eddy viscosity appears. This is because $\sum (s_{k,n}, s_{k,n})$ in Eq. (7) increases more rapidly than $\sum (s_{k\pm 1,n}, s_{k,n})$ as the measurement error increases (because the measurement errors in $s_{k\pm 1,n}$ and $s_{k,n}$ are canceled out when ensemble averaging). Thus, scheme 2 is weak against the random measurement errors. It should be noted, however, that smoothing of the velocity profile before calculating $a_{k,n}$ and $s_{k,n}$ is quite effective in reducing the systematic underestimation (not shown).

The eddy viscosity with scheme 3 (Fig. 2c) is very close to the true one even for $\Delta W = 1.0 \times 10^{-3} \text{ m s}^{-1}$. The eddy viscosity is slightly underestimated for $\Delta W = 1.0 \times 10^{-2} \text{ m s}^{-1}$ for reasons similar to those mentioned for scheme 2, but the degree of the underestimation is smaller. This is because scheme 3 relies on the vertically integrated velocity (in which random measurement errors tend to be canceled out), while scheme 2 relies on velocity shear (where measurement errors are exaggerated). All these results show that scheme 3 is the most robust scheme against the random measurement errors.

### b. Sensitivity to error in the Ekman balance

The Ekman balance is assumed in the present methods; hence, a deviation from the balance can be a source of...
errors. An advection term that is partly balanced with the acceleration term in the left-hand side of Eq. (3) can be such a source. In this subsection, the effects of this error (referred to as a balance error) are examined. Here, the measurement error (ΔW) is absent and the boundary layer height (H) is set to 25 m as in the previous subsection.

The balance error is expected to exist around a certain level rather than be distributed randomly over the whole boundary layer. Here, we assume that the balance error occurs at z = 10 m or z = 20 m. A random balance error is added on the left-hand side of Eq. (3). A total of 32 sets of equations with random balance errors at z = 10 m or z = 20 m are solved to obtain 32 sets of eddy viscosity profiles. The standard deviation of the errors is given by √DB with DB = 1.0 × 10⁻², 1.0 × 10⁻¹, and 1.0 m s⁻¹.

Figure 3 shows the mean and standard deviation of the eddy viscosity with ΔB given at z = 10 m. The eddy viscosity estimated with scheme 1 (Fig. 3a) deviates from the true one below 10 m (note that the deviation around z = 19 m is due to the finite difference errors mentioned in the previous subsection). Because of the vertical integration of Eq. (4), the balance error contaminates ak,n below 10 m and induces an error at those levels. The estimation errors in schemes 2 and 3 (Figs. 3b,c) are much smaller than those in scheme 1. This shows the general robustness of these schemes relative to scheme 1.

If the balance error exists in the upper part of the boundary layer, then the performance of schemes 2 and 3 slightly changes. Figure 4 shows the mean and standard deviation of the eddy viscosity with ΔB given at z = 20 m. The eddy viscosities estimated with scheme 1 (Fig. 4a) deviate from the true values below 20 m (as expected). In scheme 3, the deviations are much larger at z = 20 m than at z = 10 m, because the velocity magnitude (and hence the SN ratio) is smaller at z = 20 m than at z = 10 m (Fig. 1). Vertical integration of Eq. (4) helps in spreading the balance error effects downward as in scheme 1. On the other hand, the errors in scheme 2 are small below z = 20 m (Fig. 4b). Thus, scheme 2 can perform better than schemes 3 and 1 if the balance error exists at the upper levels of the boundary layer.

c. Sensitivity to selected boundary layer height

To calculate the Ekman boundary layer components, the boundary layer height H needs to be given a priori. To evaluate the dependence on the given H, the eddy viscosity curves estimated with H = 15 and 35 m as well as H = 25 m are shown in Fig. 5. Here, we assume ΔW = 1.0 × 10⁻⁴ m s⁻¹ and ΔB = 1.0 × 10⁻² m s⁻¹ at z = 10 m.

For H = 15 m, both schemes 2 and 3 show a slight overestimation at 10 m ≤ zk ≤ 15 m, while scheme 1

---

**Fig. 3.** As in Fig. 2, but ΔB = 1.0 × 10⁻² m s⁻¹ (black line), 1.0 × 10⁻¹ m s⁻¹ (blue line), and 1.0 m s⁻¹ (red line) given at z = 10 m.
apparently fails to reproduce the true eddy viscosity. For $H = 35 \text{ m}$, estimations of all schemes are uncertain above about 30 m, where the velocity is quite small and the SN ratio is low. Note that regardless of the choice of $H$, the estimated eddy viscosity with schemes 2 and 3 converges to the true value at depths where the velocity amplitude is significant. This means that $H$ does not greatly affect the eddy viscosity estimated at those levels. In practice, an appropriate value of $H$ can be found by setting it as slightly larger than the highest level of the significant velocity magnitude and decreasing it until the estimated eddy viscosity profile becomes stable.

d. Sensitivity to the number of tidal constituents

Finally, the number of tidal constituents to be used is changed. In the previous subsections, a steady constituent with $W_i = 1.0 \text{ m s}^{-1}$ is used. Here, the semi-diurnal ($\omega = \pm 1.41 \times 10^{-4} \text{ s}^{-1}$) and diurnal ($\omega = \pm 6.76 \times 10^{-5} \text{ s}^{-1}$) tidal constituents as well as the steady constituent are used for the eddy viscosity estimation. The amplitudes of each constituent are listed in Table 1. The diurnal constituent is artificially set weak in order to evaluate the performance of the estimation schemes with minor tidal constituents added in the analysis.

Figure 6 shows the eddy viscosity estimated from the steady constituent only ($N = 2$); the steady and semi-diurnal constituents ($N = 6$); and the steady, semi-diurnal, and diurnal constituents ($N = 10$). Here we set $H = 25 \text{ m}$, $\Delta W = 1.0 \times 10^{-3} \text{ m s}^{-1}$, and $\Delta B = 0.1 \text{ m s}^{-1}$ at $z = 20 \text{ m}$. Values of $\Delta W$ and $\Delta B$ smaller than these values show less dependence on $N$. It is clear that increasing the number of tidal constituents does not necessarily result in a more accurate estimation. The estimation error in scheme 1 spreads in the vertical as $N$ increases. This is because the number of levels at which the velocity gradient becomes small increases as $N$ increases. [Note that the gradient $\sum_n s_k n$ (rather than the sum of the gradient $\sum_n s_k n$) is used in the denominator in scheme 1.] In scheme 2, the systematic underestimation of the eddy viscosity becomes larger as $N$ increases, because the coefficient $\sum_n (s_k n, s_k n)$ becomes smaller as $N$ increases. Note that the systematic underestimation disappears for all $N$ for $\Delta W = 1.0 \times 10^{-3} \text{ m s}^{-1}$ (not shown). Thus, if the measurement errors are small, then $N$ does not greatly affect the estimation of scheme 2. The eddy viscosity estimated with scheme 3 has a smaller standard deviation with a larger number of tidal constituents. The larger $N$, however, induces larger errors in the estimated eddy viscosity for $\Delta W = 1.0 \times 10^{-3} \text{ m s}^{-1}$ (not shown). Thus, schemes 2 and 3 are less affected by the number of tidal constituents if the measurement error is sufficiently small. This is because these schemes give a larger weight...
to the constituent with the larger shear (sections 2b and c). They are, however, affected if the measurement error is large. Thus, the most appropriate value of $N$ depends on the scheme used and the errors included in the data. A practical way to find the best scheme and $N$ is described in the next section.

4. Evaluation using observed velocity spirals

In this section, ADCP data of Yoshikawa et al. (2010) are used to examine the performance of the three estimation schemes mentioned above. The ADCPs were deployed at two stations in the East China Sea (ECS) shelf. Station 1 ($31^\circ45'N, 127^\circ25'E$) is located near the shelf break where the mean water depth is 128 m. At this station, an ADCP (RDI, Workhorse 300 kHz) was deployed during August 19–October 17 (60 days) in 2008. Station 2 ($31^\circ45'N, 125^\circ30'E$) is located near the center of the ECS shelf where the mean water depth is 60 m. At this station, an ADCP (RD Instruments, Workhorse 600 kHz) was deployed during 18–24 July (6.5 days) in 2009. At both stations, an ADCP was deployed from the training ship Nagasaki Maru of Nagasaki University. At station 1 (2), velocities were measured from a height of 4 m (2 m) to 80–110 m (30–50 m) above the bottom with a 2-m (1 m) bin size. Both ADCPs were set in a trawl-resistant bottom mount (Floating Technology, AL200) to minimize damage from trawling by fishing boats. The acoustic pings were pulsed continuously with less than a 3-s interval. The resultant nominal measurement error of the hourly velocity was less than $1.0 \times 10^{-2}$ ms$^{-1}$.

Tidal harmonic analysis was performed on these hourly velocity data. For the 2008 data, a total of 29 tidal components were analyzed. For the 2009 data, a total of only six tidal components were analyzed due to the short measurement period. The record lengths of 60 days (1440 hourly velocities) at station 1 and 6 days (144 hourly velocities) at station 2 reduced the measurement errors to $1.0 \times 10^{-3}$ m s$^{-1}$ at station 1 and $1.0 \times 10^{-3} / \sqrt{144} = 8.3 \times 10^{-5}$ m s$^{-1}$ at station 2. The magnitude of the measurement errors relative to the largest tidal constituent amplitude at station 1 ($2.6 \times 10^{-5} / 0.15 = 1.7 \times 10^{-4}$) and station 2

<table>
<thead>
<tr>
<th>Constituent</th>
<th>$\omega$ ($10^{-4}$ s$^{-1}$)</th>
<th>Real (m s$^{-1}$)</th>
<th>Imaginary (m s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Semidiurnal</td>
<td>1.41</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Diurnal</td>
<td>$-1.41$</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>$0.676$</td>
<td>0.05</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>$-0.676$</td>
<td>0.1</td>
<td>0.0</td>
</tr>
</tbody>
</table>

TABLE 1. Internal velocity $W_i$ of steady, semidiurnal, and diurnal constituents.

Fig. 5. As in Fig. 2, but $H = 35$ m (black line), 25 m (blue line), and 15 m (red line); $\Delta W = 1.0 \times 10^{-4}$ m s$^{-1}$ and $\Delta \beta = 1.0 \times 10^{-2}$ m s$^{-1}$ given at $z = 10$ m.
(8.3 × 10^{-5}/0.51 = 1.6 × 10^{-4}) is small for both stations, indicating a minor effect of the measurement error. Detailed tidal and mean current features obtained from these ADCPs can be found in Yoshikawa et al. (2010, 2012).

Figure 7 shows the eddy viscosity profiles estimated with scheme 1 (black lines), 2 (blue lines), and 3 (red lines) at stations 1 and 2 from the observed velocity profiles (Fig. 8) using two sets of estimation parameters ($H = 30$ m or $25$ m and $N = 2$ or $10$). Note that the eddy viscosity near the bottom cannot be estimated because no velocity measurements were obtained there.

At both stations, the eddy viscosity estimated with scheme 1 shows an unsmooth profile with unrealistically large ($\geq 0.1$ m$^2$ s$^{-1}$) values at many heights, indicating that scheme 1 is not useful. On the other hand, the eddy viscosity estimated with scheme 2 shows a smooth profile with reasonable values. Some eddy viscosity profiles estimated with scheme 3 are irregular, though others are close to the profiles estimated with scheme 2. The stable estimation of scheme 2 is reasonable because of the small measurement errors.

The eddy viscosity profiles estimated with scheme 2 with $H = 25$ m (crosses) and $H = 35$ m (circles) are almost the same at both stations, indicating that $H$ in this range does not affect the estimation. The eddy viscosity, estimated with the steady, semidiurnal, and diurnal constituents ($N = 10$, solid line), is slightly smaller than that estimated with the clockwise-rotating semidiurnal constituent (the largest constituent) only ($N = 2$, dotted line). This may indicate a small effect of the measurement errors (section 3d).

On the other hand, the eddy viscosity estimated with scheme 3 depends on the estimation parameters. At station 1, the eddy viscosity profiles estimated with $N = 10$ (solid lines) are irregular between 15- and 20-m height, while the profiles estimated with $N = 2$ (dotted lines) are smooth with reasonable values below 25 m. At station 2, on the other hand, eddy viscosity profiles estimated with $N = 10$ (solid lines) are smooth, while those with $N = 2$ (dotted lines) have an unrealistic local minimum at around 15-m height.

Because the true eddy viscosity profile is unknown, other quantities need to be compared for validation of the eddy viscosity estimations. Here, velocity profiles were reproduced from the Ekman equation (3) with the estimated eddy viscosity profile and compared with the observed profiles for this validation. Figure 8 shows the reproduced velocity profiles of the clockwise-rotating semidiurnal constituent (the largest constituent). Note that the velocity is not reproduced if there is an unrealistically large ($\geq 0.1$ m$^2$ s$^{-1}$) value of eddy viscosity in its profile. Thus, scheme 1 and scheme 3 with some $N$ and $H$ parameters were excluded from this validation.

Fig. 6. As in Fig. 2, but estimated with a steady constituent only ($N = 2$, black line); steady and semidiurnal constituents ($N = 6$, blue line); and steady, semidiurnal, and diurnal constituents ($N = 10$, red line). Values $\Delta W = 1.0 \times 10^{-3}$ m s$^{-1}$ and $\Delta R = 0.1$ m s$^{-1}$ given at $z = 20$ m.
At both stations, the velocity reproduced with the eddy viscosity of scheme 2 is closer to the observed one than that of scheme 3. This demonstrates that scheme 2 provides the best estimates in the present case. The difference in the reproduced and observed velocities means that the acceleration term calculated with the observed velocity \[\text{left-hand side of Eq.}(3)\] does not match the estimated Reynolds stress divergence \[\text{right-hand side of Eq.}(3)\]. This suggests that other forcing term(s) should be included in Eq. (3). Thus, this difference can be considered as a measure of the balance error. The balance error seems relatively large at around 20-m height at both stations. This level corresponds to the boundary layer top where horizontal advection effects

---

**Fig. 7.** Eddy viscosity profiles estimated from ADCP data obtained at (a) station 1 and (b) station 2 in the ECS. Black, blue, and red lines denote schemes 1, 2, and 3, respectively. Solid (dotted) lines show eddy viscosity estimated with \(N = 10\) (\(N = 2\)). Lines with circles (crosses) denote eddy viscosity estimated with \(H = 30\) m (\(H = 25\) m).

**Fig. 8.** Profiles of the velocity magnitude of the clockwise-rotating semidiurnal tidal constituent. Black lines denote the observed profile, and blue and red lines represent velocity reproduced with eddy viscosity estimated with schemes 2 and 3, respectively. Type of line (solid or dotted) and symbols (circles or crosses) are the same as those in Fig. 7.
are expected to be large. In fact, Endoh et al. (2014), manuscript submitted to Geophys. Res. Lett.) found large temporal variations in stratification and turbulence due to horizontal advection of different stratification at around this level at station 2. Such temporal variations in mixing can distort the momentum balance from the Ekman one (e.g., Price et al. 1986) and can be a source of the balance error. This could be the main reason why the estimations of scheme 3 are worse than those of scheme 2 (section 3b).

Judging from the root-mean-square (RMS) difference between the reproduced and observed velocities, the eddy viscosity estimated with scheme 2 using only the clockwise semidiurnal constituent is found to be the best estimation. Thus, the RMS difference between the observed and reproduced velocity can be used to select the optimal scheme and parameters.

5. Concluding remarks

In the present study, estimation methods for the eddy viscosity profile from observed profiles of tidal harmonics were investigated. The Ekman boundary layer components and the Ekman balance equations are used. Three estimation schemes were examined: scheme 1 corresponds to the method used in Soulsby (1990), scheme 2 was used by Yoshikawa et al. (2010), and scheme 3 is newly proposed in this study. Sensitivity analysis using the simulated velocity spirals shows that scheme 2 is useful if the measurement error is small, while scheme 3 is useful if the balance error is small. For ADCP data observed in the ECS shelf, the balance error is large; therefore, the eddy viscosity profile estimated with scheme 2 was the most reliable profile. Note that the relative magnitude of the balance errors and the measurement errors will depend on the ADCP setting, measurement period, and measurement location. Therefore, scheme 3 should be kept as a promising scheme for eddy viscosity estimation. As shown in section 4, both schemes should be applied with several values of $H$ and $N$, and the validity of the eddy viscosity profiles should be examined using velocity profiles reproduced with the estimated eddy viscosity.

It should be noted that the method provides a mean profile of turbulent mixing rather than an instantaneous one. If the monthly-mean velocity is used, then the monthly-mean turbulent mixing is estimated. For this reason, the present method is suited to quantify the “mean” mixing structure, which is important information when discussing longer-term changes (e.g., seasonal changes) of the boundary mixing. Another important aspect of this method is its easy applicability; velocity data obtained with standard ADCPs operated in normal modes can be used, as long as the boundary layer components (Ekman spirals) are identified in the data. The present method can also be applied to the surface boundary layer where the eddy viscosity profiles were estimated from the observed mean Ekman spirals (e.g., Chereskin 1995; Yoshikawa et al. 2007). We believe that these features make the present method useful in extending our understanding of marine turbulent boundary mixing.
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