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Chapter 1

Introduction

1.1 Background

In this section, we introduce concept of metamaterial with its definition and review typical examples and unique characteristics of metamaterials.

1.1.1 Metamaterials

Electromagnetic (EM) properties of a medium, such as reflection, refraction, and propagation velocities, are determined by medium parameters, which include permittivity $\varepsilon$ and permeability $\mu$. The medium parameters can be defined for the medium composed of homogeneously distributed atoms or molecules, whose dimensions are much smaller than the wavelength of the EM waves as shown in Fig. 1.1(a). The permittivity and permeability are determined by distributions of electric charges and motions of the charges, or electric currents.* Thus, the medium parameters can be also defined for an assembly of sub-wavelength artificial structures, in which the charge and current distributions are formed by the incidence of EM waves as shown in Fig. 1.1(b). The assembly of the artificial structures, usually made of metal or dielectric, is called “metamaterial” and the single element

---

*Strictly speaking, spins, which determine permeability, are not the motions of charges, but they can be regarded as loop currents induced by self-rotating charged particles.
of the metamaterial is often referred to as a "meta-atom."†

1.1.2 Typical examples and unique characteristics of metamaterials

The metamaterials enable us not only to mimic various EM effects in natural media, but also to realize extraordinary EM phenomena that are not found in naturally occurring media. Here, we introduce some examples and extraordinary characteristics of metamaterials with earlier and recent works.

Control of permittivity, permeability, and chirality

Natural material shows a variety of relative permittivity $\varepsilon_r$ from negative values to positive values. For example, some ceramics have large positive $\varepsilon_r$, and metal shows negative $\varepsilon_r$ below its plasma frequency. It is also possible to tailor $\varepsilon_r$ by designing artificial structures. A typical example of the artificial dielectric media is a metamaterial composed of metal wires, whose density controls the permittivity because the plasma frequency depends on the density of conductive carriers [1].

†However, metamaterial is often used to represent the constituents, or meta-atoms.
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Compared to the electric response, magnetic response of natural material is significantly small especially in high frequency regions, and many textbooks on optics assume the relative permeability $\mu_r$ to be unity. It is generally known that the permeability of natural material is smaller than the permittivity by the factor of $|\alpha|^2$, where $\alpha \sim 137$ is a fundamental physical constant called fine-structure constant [2]. Some researches have proposed ways to realize high magnetic response with suppressing the effects of stronger electric response using atomic media with extremely high density [2–4], but experimental demonstration is quite difficult. In contrast, magnetic media with $\mu_r \neq 1$ can be easily obtained using metamaterials made of metals [5] or dielectrics [6, 7]. Figure 1.2(a) and (b) show typical metallic structures called split ring resonators (SRRs) with strong magnetic response in wide frequency range.‡ In this structure, loop current along the ring is induced by the incidence of EM fields with the magnetic field threading the ring, and creates magnetic dipole moment, which is responsible for the magnetic response.

‡The SRR shown in Fig. 1.2(a) also have electric response, while the SRR shown in Fig. 1.2(b) does not have electric response [8].
It is also possible to realize metamaterial with chirality, which exhibits circular birefringence and circular dichroism, by employing artificial structure with broken mirror symmetry [9, 10].

After the development of the metamaterials, the freedom of medium parameters we can explore have been further extended. For examples, the magnetic metamaterial with $\mu_r \neq 1$ allows us to observe Brewster’s effect for transverse-electric EM waves, which does not exist in natural media with $\mu_r = 1$ [11]. It is also possible to realize a “chiral vacuum,” which enables Brewster’s effect for any incident angles, by adjusting permittivity, permeability, and chirality parameters [12].

**Negative refraction**

The refractive index $n$ is defined as

$$n = \sqrt{\varepsilon_r \mu_r}$$

and it is obvious that the value of $n$ becomes negative for $\varepsilon_r, \mu_r < 0$. In 1968, Victor Veselago theoretically considered the negative refractive index and predicted various extraordinary phenomena occurred in the medium [13]. For instance, Snell’s law tells us that light entering negative-refractive-index medium from ordinary medium with $n > 0$ “negatively refracts” as shown in Fig. 1.2(c). If the medium with $n < 0$ could be realized for all the visible spectrum, an object in the medium strangely appears for an observer outside as shown in Fig. 1.2(d). Negative wavenumber or negative phase velocity in the medium with $n < 0$ is also unique characteristics. In the medium, backward propagation, where the direction of phase flow is opposite to that of energy flow, is realized. The medium is often called a “left-handed medium,” because the electric field, magnetic field, and wave vector forms a “left-handed” triplet [13].

More than 30 years after Veselago’s proposal, the negative refraction was verified by Smith’s group using composite structures composed of metal wires and SRRs in microwave region [16]. The negative refraction has been realized in optical region using another type of structure called fishnet structure [17].

§The image can be easily calculated with the help of a ray-tracing software like POV-RAY [14]. Other examples have been illustrated in Ref. [15]
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One of the most significant applications of the negative refraction is a “superlens” or “perfect lens.” Pendry considered a flat slab with $\varepsilon_r = \mu_r = -1$, which works as a lens as shown in Fig. 1.3(a), and showed that the flat lens overcomes a diffraction limit $\sim \lambda/2$, which provides the resolution limit of conventional lenses [18]. In the superlenses, the enhancement of evanescent waves, which would be quickly attenuated during propagation in normal media ($n > 0$), contributes to the sub-wavelength diffraction-free imaging [19]. The concept of the superlens has been confirmed in microwave region with metal wires and SRRs [20], and in optical region with a metal slab under specific conditions [21, 22].

Metamaterial cloaking

It is well known that light passage can be deformed depending on spatial distributions of medium parameters. A typical example is a mirage. If the refractive index of the air is spatially distributed due to temperature inhomogeneity, the light

Figure 1.3: Typical applications of metamaterials. (a) Superlens. (b) Cloaking metamaterial. Metamaterial with designed parameter distributions is located between the outer and inner circles. Incident plane waves cannot invade the cloak region inside the inner circle. The computation was performed by a commercial software COMSOL MULTIPHYSICS.
prefers to travel through lower air-density space with lower refractive index to minimize the optical path length according to Fermat’s principle, and, consequently, the optical path is bent. This fact suggests that light propagation could be controlled by designing the distributions of the medium parameters. However, Fermat’s principle is only valid in short-wavelength limit, where the light can be regarded as a ray and diffraction is ignored.

Transformation optics independently proposed by Pendry [23] and Leonhardt [24] provides general recipes to control the light propagation in more arbitrary way without the restraints mentioned above. The concept of the transformation optics is based on the fact that the forms of Maxwell equations can be maintained through a coordinate transformation by allocating the specific distributions of permittivity and permeability derived from the transformation. Because the coordinate transformation can be arbitrary, it is possible to render an object invisible for light. This invisible cloaking is realized by controlling the light passages so as to avoid the object as shown in Fig. 1.3(b) [25]. It should be noted that the EM fields outside the cloak are identical to those of the original plane wave.

The cylindrical cloaking shown in Fig. 1.3(b) was experimentally demonstrated in microwave region with composite structures of electric and magnetic metamaterial [26]. If the transformation is a conformal map, the transformation optics can be realized using only dielectric media. This idea enables another type of cloaking devise, called carpet cloak [27], which has been implemented in microwave region [28] and optical region [29]. The concept of the transformation optics is quite general, and a lot of applications except the invisible cloaks have been proposed and demonstrated to control propagation of EM waves [30, 31].

1.1.3 Transmission-line metamaterials

We have so far discussed bulk metamaterials, which work as artificial media, while another type of metamaterial called a transmission-line metamaterial has also attracted much attentions. A conventional transmission line can be regarded as an infinite capacitor-inductor ladder as shown in Fig. 1.4(a). The propagation of sinusoidal signals with the angular frequency of $\omega$ can be described by the following
telegrapher’s equations:

\[
\frac{d\tilde{V}(z)}{dz} = i\omega L\tilde{I}(z), \quad (1.2)
\]
\[
\frac{d\tilde{I}(z)}{dz} = i\omega C\tilde{V}(z), \quad (1.3)
\]

where \(V(z) = \tilde{V}(z)e^{-i\omega t} + \text{c.c.}\) and \(I(z) = \tilde{I}(z)e^{-i\omega t} + \text{c.c.}\) represent the voltage applied to the capacitor and the current flowing through the inductor at position \(z\), respectively. The telegrapher’s equations are written in the same form as the Maxwell equations for sinusoidal plane waves as follows:

\[
\frac{d\tilde{E}(z)}{dz} = i\omega \mu \tilde{H}(z), \quad (1.4)
\]
\[
\frac{d\tilde{H}(z)}{dz} = i\omega \varepsilon \tilde{E}(z). \quad (1.5)
\]

Then, the telegrapher’s equations can be identified with Maxwell equations by the following replacements:

\[
\varepsilon \leftrightarrow C, \quad \mu \leftrightarrow L. \quad (1.6)
\]

The propagation of the signals is characterized by the wavenumber \(k = \omega \sqrt{L/C}\) and the characteristic impedance \(Z = \sqrt{L/C}\).

We next consider a different transmission line as shown in Fig. 1.4(b). The
telegrapher’s equations can be easily obtained as
\[
\frac{d\tilde{V}(z)}{dz} = i\omega L_1 \left( 1 - \frac{\varepsilon_1^2}{\omega^2} \right) \tilde{I}(z),
\]
\[
\frac{d\tilde{I}(z)}{dz} = i\omega C_2 \left( 1 - \frac{\varepsilon_2^2}{\omega^2} \right) \tilde{V}(z),
\]
where \( \omega_1 = 1/\sqrt{L_1 C_1} \) and \( \omega_2 = 1/\sqrt{L_2 C_2} \). In this case, the relationship given by Eq. (1.6) is modified as
\[
\varepsilon \leftrightarrow C_2 \left( 1 - \frac{\omega_2^2}{\varepsilon_2^2} \right), \quad \mu \leftrightarrow L_1 \left( 1 - \frac{\omega_1^2}{\mu_1^2} \right).
\]
Both terms in Eq. (1.9) is positive for \( \omega > \omega_1, \omega_2 \), while they are negative for \( \omega < \omega_1, \omega_2 \). In the latter case, the wavenumber \( k \) becomes negative, and backward propagation, or negative phase velocity, can be attained. This transmission line is called a “composite right/left-handed (CRLH) transmission line,” because forward and backward propagations coexist depending on the frequency [32–35]. Unlike the negative refraction induced by resonant elements such as SRRs, condition for backward propagation in the CRLH transmission line is satisfied in wide spectral range. The transmission lines can be also considered as metamaterials because the unit cell of the ladder network is assumed to be much smaller than the operating wavelength in the derivation of the telegrapher’s equations. By extending the left-handed transmission lines in two dimensions, it is possible to achieve various phenomena of metamaterials, such as negative refraction [32] and focus beyond diffraction limit [36], and so on.

1.1.4 Coupled-resonator-based metamaterials

Metamaterial elements, which are called \textit{meta-atoms}, often include resonant structure such as an SRR shown in Fig. 1.2(a) or (b), in order to enhance specific physical effects like magnetic response. They resonantly respond to EM waves at a specific frequency or resonant frequency, and can be regarded as an artificially-designed two-level atoms as shown in Fig. 1.5(a).

If two resonant structures are placed closely as shown at the top of Fig. 1.5(b), these two resonators are coupled and hybridization effects emerge [37]. A typical
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An example of hybridization effects is resonant frequency splitting as shown at the middle Fig. 1.5(b). In this sense, the element of these metamaterials can be regarded as an artificial molecule or a multi-level atom with multiple absorption spectrum. The hybridizations depend on the structures of each meta-atom, relative alignment of the meta-atoms, and the number of meta-atoms. For example, it has been shown that the relative orientation between two SRRs have influence on the absorption profiles of metamaterials like natural molecules, whose absorption spectra are also sensitive to the arrangement of atoms [38], and that a composite structure of three SRRs can have unnatural level splitting by tailoring the couplings among the SRRs [39]. In addition to the control of absorption spectra, the coupled SRRs can be used...
for polarization conversion [40].

If resonant structures are arranged in an array with a specific symmetry as shown in Fig. 1.5(c), the resonant modes among numerous resonators form band structure in dispersion relations. The whole structure can be regarded as an artificial crystal or solid. If the unit structure is composed of a magnetic resonator such as an SRR, collective magnetic oscillation travels through the metamaterial [19, 41–44]. It is possible to design the shape of the band, which is determined by the coupling strength and the symmetry of the networks. For instance, metamaterials with specific symmetries realize a flat band [45, 46] and a dirac cone at Γ point [47].

In summary, these coupled-resonator-based metamaterials introduced above are expected to achieve more complex and versatile functionality than singly resonant metamaterials [48].

### 1.1.5 Classical model for quantum phenomena

It sounds a little strange that some of quantum phenomena can be *emulated* in classical systems. However, if the quantum phenomena stem from the wave nature of quanta,\(^\star\) it is natural that these phenomena can be realized using classical waves, such as electromagnetic waves, acoustic waves, and so on. Especially, a resonator that oscillates at a specific frequency is often used as a building block for quantum systems, and coupled resonators have been studied in an analogy to quantum phenomena in atomic system, such as level repulsion [49], stimulated Raman effect [50], Bloch oscillation [51], and so on. The classical models extract primary parts from the complex quantum systems, and provide us a deep insight into original quantum phenomena. The classical models, especially circuit models, are useful to design metamaterials that bring out the same phenomena as atomic systems, because electromagnetic response of the structures much smaller than the wavelength of the interacting electromagnetic waves can be well described by lumped circuit elements.

---

\(^\star\)Quantum effects derived from wave-particle duality are difficult to emulate in classical systems.
1.2 Outline of this thesis

As described in Sec. 1.1.4, coupled-resonator-based metamaterials can show versatile functionality beyond natural materials by designing the structure of each meta-atom and the symmetry of the coupling network. In addition, metamaterials can emulate quantum effects, which originate from the wave nature of quantum systems. In this thesis, we propose coupled-resonator-based metamaterials that simulate quantum systems. All the subjects have been intensively investigated in the field of atomic physics and/or can be well described in analogy with quantum systems. Beyond phenomenological similarities, both of the original quantum system and metamaterial implementation are governed by the same differential equations. The main subjects are classified into four topics: simulation of Schrödinger equation in Chap. 2; simulation of superluminal and slow/stopped light for baseband signal in Chap. 3 and Chap. 4; metamaterial analogy to electromagnetically induced transparency and its application to storage of EM waves in Chap. 5 and Chap. 6; nonlinearity enhancement using doubly resonant metamaterial in Chap. 7. The contents in each chapter are summarized as follows:

- **Chapter 2: Simulation of closed quantum systems**
  We introduce two \( LC \) (inductor-capacitor) resonators coupled with each other as a classical model of a two-level atom isolated from an environment. By coupling infinite numbers of resonators in a chain, Schrödinger equation in one dimension can be emulated. The wavefunction expressed by a complex function in a quantum system is represented by the combination of two real functions in the coupled-resonator model. We also propose a method to simulate Schrödinger equation in a vector potential by introducing a nonreciprocal element. We demonstrate quantum effects such as tunneling effect and Aharonov-Bohm effect, using a circuit simulator.

- **Chapter 3: Circuit simulation of superluminal light for baseband signal**
  This chapter and the next chapter deals with circuit models, which emulate the control of group velocity in atomic systems. We focus on superluminal
propagation in Chap. 3 and slow or stopped light in Chap. 4. As introduction, the propagation speed of light pulse in dispersive media is described, and the group velocity is defined in the dispersive relation. We show that superluminal or negative group velocity can be realized in negative-dispersion slope or anomalous dispersion, and that negative group delay is also possible for baseband signals with electronic circuits whose phase response has negative slope in the vicinity of the frequency origin. We experimentally demonstrate that the output signal through the circuits precedes the input signal with maintaining the pulse shape. The relations to superluminality and causality are also discussed.

- **Chapter 4: Circuit simulation of slowing and storing light for baseband signal**
  In this chapter, we deal with a circuit analogy to deceleration or storage of light in highly dispersive media, which can be regarded as an opposite limit of superluminal propagation described in the previous chapter. First, electromagnetically induced transparency (EIT), which realizes a highly dispersive medium and slow propagation, is introduced from a phenomenological point of view, and procedures for storage of light in the EIT media are illustrated with its condition. Next, we propose a circuit model to mimic slow propagation and storage of light, and demonstrate the control of pulse propagation, i.e. deceleration or storage of the pulse, for baseband signals. The condition for the storage of the baseband signal is also discussed in comparison with that for the atomic EIT system.

- **Chapter 5: Artificial atoms interacting with electromagnetic fields**
  In comparison with the isolated quantum systems discussed in Chap. 2, quantum systems interacting with external fields are described. We focus especially on a two-level atom, which has a single absorption profile, and a three-level atom, which shows EIT phenomena with narrow-band transparency in a broad absorption profile. After the analysis of each quantum system using Schrödinger equation derived from its Hamiltonian, each classical analogy is introduced. As the classical analogy, the circuit models are first introduced,
and then the metamaterial implementations are reviewed. The complete analogy is established between the atomic media and the metamaterials.

- **Chapter 6: Storage of electromagnetic waves in metamaterial**
  This chapter focuses on the storage of EM waves in metamaterial. Tunable metamaterial that mimics EIT effects induced in three-level atoms is proposed. It has variable capacitors, or varactor diodes, which enable us to dynamically control the EIT effects by applying bias voltage. After the analysis with its circuit model, we demonstrate semi-static control of EIT effects such as sharp transparency and slow propagation by observing the transmission spectra and the group delays for various bias voltages. Next, amplitude modulation of continuous waves and storage of an EM pulse are demonstrated by dynamically changing the transmission property of the EIT metamaterial. It is also confirmed that the metamaterial correctly stores and reproduces the phase distribution of propagating EM waves.

- **Chapter 7: Nonlinearity enhancement using doubly resonant metamaterial**
  The topic of this chapter is enhancement of nonlinear electromagnetic response, especially second harmonic generation (SHG), in metamaterials. We start with a conventional method using singly resonant metamaterial that resonates for fundamental waves, and introduce doubly resonant metamaterial that resonates for both of fundamental waves and second harmonic waves in order to further enhance the SHG process. It is also described that these nonlinear metamaterials can be regarded as artificial four-level atoms. The doubly resonant metamaterial shows SHG enhancement around two orders of magnitude, compared with the singly resonant metamaterial.

- **Chapter 8: Summary and discussion**
  The summary and discussion are provided. We also mention the relations with recent topics and future works.

From Chap. 3 to Chap. 6, the central subject is the control of the group velocity related superluminal or subluminal propagations, and they are closely related.
As a summary of this section, we classify the subjects in various points of views.

- **Isolated quantum system or open quantum system**
  The quantum systems can be classified into two systems: isolated quantum systems where energy is conserved; open quantum systems which interact with outer space and exchange energy. Chapter 2 deals with the former case, and the other chapters deal with the latter case.

- **Non-resonant metamaterial or resonant metamaterial**
  Except Chap. 3 and 4, which are designed for baseband signals, the structures are based on coupled resonators. Even for the models operating for the baseband signals, we also refer to them as “metamaterials,” which are usually used for oscillating waves. This is justified because elements of the models proposed in Chap. 3 and 4 are distributed homogeneously enough that the signal change for neighboring elements is negligibly small.

- **Artificial atom or crystal**
  The coupled resonators aligned in a chain, which provide the classical analogy to Schrödinger equation discussed in Chap. 2, can be regarded as arrayed meta-atoms or artificial crystal introduced in Chap. 1.1.4. They are also regarded as transmission-line metamaterial whose dispersion relation is the same as that of the Schrödinger equation. On the other hand, the EIT metamaterial in Chap. 5 and 6 and the doubly resonant metamaterial in Chap. 7 can be regarded as artificial atoms with three levels and four levels, respectively.
Chapter 2

Simulation of closed quantum systems

In this chapter, we propose circuit models in analogies with closed quantum systems, where total populations are conserved. We start with quantum systems with finite number of states and their circuit models. For simulating arbitrary two-level evolution, nonreciprocal circuit elements called gyrators are introduced. Next, the circuit model to simulate the Schrödinger equation is introduced. We also propose another circuit model to simulate the Schrödinger equation in the presence of vector potential. These circuit models can demonstrate various quantum phenomena, such as tunneling effect and Aharonov-Bohm effect, and help us to understand various concepts in quantum mechanics: the wavefunction expressed by a complex function; probability flow; Rabi oscillation in the two-level system, and so on.

2.1 Isolated quantum system

An isolated quantum system with a single state $|0\rangle$ as shown in Fig. 2.1(a) can be described by the Hamiltonian $\hat{H} = \hbar \omega_0 |0\rangle \langle 0|$, where $\omega_0$ is the eigenfrequency for $|0\rangle$. Assuming an initial state to be $|\psi(0)\rangle = |0\rangle$, the state for $t = t_0$ is expressed
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Figure 2.1: (a) Isolated quantum state. (b) LC resonator.

by

\[ |\psi(t)\rangle = e^{-i\hat{H}_0 t/\hbar}|0\rangle = e^{-i\omega_0 t_0}|0\rangle. \]  \hspace{1cm} (2.1)

Here, we consider an LC resonator as shown in Fig. 2.1. With the current in the inductor \(i_0\) and the voltage across the capacitor \(v_0\), the equation of motions can be derived as

\[ L \frac{di_0}{dt} = v_0, \quad C \frac{dv_0}{dt} = -i_0. \]  \hspace{1cm} (2.2)

We introduce a complex number

\[ u_0 = \sqrt{\frac{C_0}{2}} v_0 + i \sqrt{\frac{L_0}{2}} i_0, \]  \hspace{1cm} (2.3)

and Eq. (2.2) can be written as

\[ \frac{du_0}{dt} = -i\omega_0 u_0, \]  \hspace{1cm} (2.4)

where \(\omega_0 = 1/\sqrt{L_0 C_0}\). This is the equation of motions for a harmonic oscillator and the solution is given by

\[ u(t_0) = e^{-i\omega_0 t_0} u(0). \]  \hspace{1cm} (2.5)

There is clear relationship between the quantum system written with the time evolution given by Eq. (2.1) and the classical harmonic oscillator written by Eq. (2.5).
2.2 Two-level system

In this section, we consider a two-level system as a simplest example of interacting quantum system, and propose a classical counterpart.

We suppose that the quantum system as shown in Fig. 2.2(a) is composed of two quantum states \( |1 \rangle \) and \( |2 \rangle \) with the energy of \( \hbar \omega_1 \) and \( \hbar \omega_2 \) respectively, and these two levels are interacting with each other. Here, we introduce an Hamiltonian,

\[
\hat{H} = \hbar \Omega_1 \frac{\hat{\sigma}_1}{2} + \hbar \Omega_2 \frac{\hat{\sigma}_2}{2} + \hbar \Delta \frac{\hat{\sigma}_3}{2},
\]  

(2.6)

where \( \Delta = \omega_1 - \omega_2 \) and Pauli matrices are defined as

\[
\hat{\sigma}_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \hat{\sigma}_2 = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \quad \hat{\sigma}_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

(2.7)

Time evolution for any interacting two-level systems, such as spin precession in magnetic field and optically driven Rabi oscillation in two-level systems, can be described by the Hamiltonian given by Eq. (2.6). The parameters \( \Omega_1 \) and \( \Omega_2 \) represent the interaction strength between the two states. It is easy to calculate the time evolution of the quantum system for the initial state with \( |\psi(0)\rangle = |1\rangle \) and the population for \( |1\rangle \), \( P_1(t) = |\langle 1|\psi(t)\rangle|^2 \) is given by

\[
P_1(t) = \cos^2 \left( \frac{\Omega t}{2} \right) + \left( \frac{\Delta}{\Omega} \right)^2 \sin^2 \left( \frac{\Omega t}{2} \right),
\]

(2.8)

where \( \Omega = \sqrt{\Delta^2 + \Omega_1^2 + \Omega_2^2} \), and \( P_2(t) \equiv |\langle 2|\psi(t)\rangle|^2 = 1 - P_1 \). If \( \Delta = 0 \), we obtain

\[
P_1(t) = \frac{1 + \cos \Omega t}{2}, \quad P_2(t) = \frac{1 - \cos \Omega t}{2}.
\]

(2.9)

The quantum state oscillates between \( |1\rangle \) and \( |2\rangle \) at the rate \( \Omega = \sqrt{\Omega_1^2 + \Omega_2^2} \) as shown in Fig 2.2(b) and it is called Rabi oscillation.

Before introducing the circuit model of the quantum system, we consider the flow of the probabilities between \( |1\rangle \) and \( |2\rangle \). If the state is written by \( |\psi(t)\rangle = c_1(t)|1\rangle + c_2(t)|2\rangle \), we obtain

\[
\frac{dP_1}{dt} = \frac{1}{\hbar} \text{Im} \{ c_1^* c_2 \langle 1|\hat{H}|2 \rangle \}.
\]

(2.10)
If \( \Delta = \Omega_2 = 0 \) is assumed, the above relation is reduced to

\[
\frac{dP_1}{dt} = -\frac{dP_2}{dt} = -|c_1c_2| \Omega_1 \sin \phi,
\]

(2.11)

where \( \phi \) defines the phase difference in \( c_1 \) and \( c_2 \) as \( c_1c_2^* = |c_1c_2|e^{i\phi} \). The direction of the probability flow depends on the relative phase \( \phi \), or the coherence between \( |1\rangle \) and \( |2\rangle \). This property is derived from the wave nature of the quantum system.

### 2.2.1 Inductor-coupled resonator

In this section, we consider two \( LC \) resonators connected with an inductor \( K \) as shown in Fig. 2.3. If we define the voltage applied to each capacitor as \( v_n (n = 1, 2) \)
and the current in each inductor as $i_n$, Kirchhoff’s laws yield

$$L_n \frac{d i_n}{dt} = -v_n, \quad (2.12)$$

$$C_n \frac{d v_n}{dt} = i_n + \frac{1}{K} \int_0^t (v_m - v_n) \, dt' \quad (m \neq n). \quad (2.13)$$

For small coupling $K \gg L_n$, Eq. (2.13) can be reduced to

$$C_n \frac{d v_n}{dt} = i_n - \frac{L_m}{K} i_m. \quad (2.14)$$

We introduce the following complex variables,

$$u_n = \sqrt{\frac{C_n}{2U}} v_n + i \sqrt{\frac{L_n}{2U}} i_n, \quad (2.15)$$

where $U$ represents the total energy stored in two resonators

$$U = \frac{1}{2} \sum_n (C_n v_n^2 + L_n i_n^2). \quad (2.16)$$

The quantity $|u_n|^2$ can be regarded as the normalized energy stored in $n$-th resonator. With the new variables $u_n$, Eq. (2.14) is written as

$$\frac{d u_n}{dt} = -i \omega_n u_n + i \omega_n \alpha u_m - u_m^*, \quad (2.17)$$

where the resonant frequency is defined as $\omega_n = 1/\sqrt{L_n C_n}$ and $\alpha = \sqrt{L_1 L_2}/K$. In small coupling limit $\alpha \sim 0$, the solution of Eq. (2.17) is written as $u_n = u_n(0) e^{-i \omega_n t}$.

For finite $\alpha (\ll 1)$, the harmonic oscillation in each resonator is weakly driven by the oscillation in the other resonator. If $\omega_n \sim \omega_m$, the term with $u_m$ in Eq. (2.17) contributes to effective excitation of the harmonic oscillation in $n$-th resonator, because of the near-resonance oscillation. On the other hand, counter-rotating term $u_m^*$ in Eq. (2.17) can be neglected. With the approximation, we rewrite Eq. (2.17) in rotating frame expressed by $u_n = \tilde{u}_n e^{-i \tilde{\omega}_n t}$, where $\tilde{\omega} = (\omega_1 + \omega_2)/2$, as follows:

$$\frac{d \tilde{u}_1}{dt} = -i \Delta \tilde{u}_1 - i \Omega_1 \tilde{u}_2, \quad (2.18)$$

$$\frac{d \tilde{u}_2}{dt} = i \Delta \tilde{u}_2 - i \Omega_1 \tilde{u}_1, \quad (2.19)$$

where $\Delta = \omega_1 - \omega_2$, $\Omega_1 = -\alpha \omega_1 (\sim -\alpha \omega_2)$. It is easily found that these equations are identical to Eq. (2.6) for $\Omega_2 = 0$ by multiplying $i\hbar$. There is a definite analogy
Table 2.1: Correspondence between two-level system and coupled resonator.

<table>
<thead>
<tr>
<th>Two-level system</th>
<th>Coupled resonator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real part of wavefunction</td>
<td>$v_n$ — Voltage of each capacitor</td>
</tr>
<tr>
<td>Imaginary part of wavefunction</td>
<td>$i_n$ — Current in each inductor</td>
</tr>
<tr>
<td>Probability distribution</td>
<td>$\frac{Cu_n^2}{2} + \frac{Li_n^2}{2}$ — Energy stored in each resonator.</td>
</tr>
<tr>
<td>Coupling $\Omega_1$</td>
<td>$K$ — Coupling between resonators</td>
</tr>
<tr>
<td>Detuning $\Delta$</td>
<td>$\omega_1 - \omega_2$ — Difference of resonant frequencies</td>
</tr>
</tbody>
</table>

between interacting two-level system and classical coupled resonator. We summarize the correspondence between the two systems in Table. 2.1.

The analogy helps us deeply understand abstract concepts of quantum mechanics and provides profound physical insight. It is well known that energy is exchanged between two classical resonators such as two tuning forks with the same resonant frequency ($\Delta = 0$) at a certain rate, which is determined by the coupling. This effect is a classical counterpart to Rabi oscillation in quantum system.

**Power flow** The probability in the two-level system corresponds to the normalized energy stored in two $LC$ resonators. The energy flow from the left resonator to right one in Fig. 2.3 can be easily calculated for $C = C_1 = C_2$ and $L = L_1 = L_2$ as

$$J_{L \rightarrow R} = v_1 i' = -\frac{L}{K}v_1(i_1 - i_2) = \frac{i\omega U}{2} \frac{L}{K} (u_1 + u_1^*)(u_1 - u_2^* - u_2 + u_2^*).$$ (2.20)

Ignoring the terms, $u_1 u_1$, $u_1 u_2$, $u_1^* u_1^*$, and $u_1^* u_2^*$, which oscillate at a high frequency of $+2\bar{\omega}$ or $-2\bar{\omega}$, we obtain

$$J_{L \rightarrow R} = \frac{i\omega U}{2} \frac{L}{K} (u_1 u_2^* - u_1^* u_2).$$ (2.21)

If the phase difference between the oscillation in each resonator is given by $\theta$, i.e. $u_1/|u_1| = u_2/|u_2|e^{-i\theta}$

$$J_{L \rightarrow R} = \frac{\bar{\omega}UL}{K} |u_1||u_2| \sin \theta.$$ (2.22)
This expression indicates that the energy flows from a resonator with advanced phase into the other resonator. It is common to the quantum system, where the direction of the probability flow is determined by the phase difference between the two states as expressed by Eq. (2.11).

2.2.2 Gyrator-coupled resonator

We introduce a circuit component called a “gyrator”, proposed by Tellegen. The gyrator was introduced as a fifth linear passive circuit element besides the capacitor, resistor, inductor, and transformer [52]. The gyrator can be represented by two voltage-controlled current sources as shown in Fig. 2.4(a) [53]. The input current $I_1$ and output current $I_2$ are controlled by the voltage-controlled current source attached to the output side and input side, respectively, as $I_1 = gV_2$ and $I_2 = -gV_1$, where $g$ is a constant called mutual conductance. It is noted that this function could be implemented by a passive element, because the energies consumed in the two voltage-controlled current sources cancel each other out, $I_1V_1 + I_2V_2 = gV_2V_1 - gV_1V_2 = 0$.

The response of the gyrator depends on the propagation direction of the waves.

![Diagram of Gyrator and Gyrator-coupled Resonator](image)

Figure 2.4: (a) Gyrator. (b) Gyrator-coupled resonator.
[54], because of the antisymmetric arrangement of the two current sources. The asymmetric response for different propagation directions is the most important property of the gyrator and is called nonreciprocity. In fact, any passive circuit network with nonreciprocity can be constructed with the gyrators and the other reciprocal elements [55]. The nonreciprocity is utilized in some applications such as an isolator to separate incident and reflected waves by employing the difference in the response between forward and backward waves [56].

Here, we extend the coupled resonator in Fig. 2.3 by introducing the gyrator as shown in 2.4(b). For this gyrator-coupled resonator, the equation of motions is given by

\[ L_1 \frac{di_1}{dt} = -v_1, \quad C_1 \frac{dv_1}{dt} = i_1 + \frac{1}{K} \int_0^t (v_2 - v_1) \, dt' + gv_2, \quad (2.23) \]
\[ L_2 \frac{di_2}{dt} = -v_2, \quad C_2 \frac{dv_2}{dt} = i_2 + \frac{1}{K} \int_0^t (v_1 - v_2) \, dt' - gv_1. \quad (2.24) \]

Using the same procedure and the same approximation for deriving Eqs. (2.18) and (2.19), we obtain the following equations:

\[ \frac{d\tilde{u}_1}{dt} = -\frac{i\Delta}{2} \tilde{u}_1 - \frac{i\Omega_1}{2} \tilde{u}_2 - \frac{\Omega_2}{2} \tilde{u}_2, \quad (2.25) \]
\[ \frac{d\tilde{u}_2}{dt} = \frac{i\Delta}{2} \tilde{u}_2 - \frac{i\Omega_1}{2} \tilde{u}_1 + \frac{\Omega_2}{2} \tilde{u}_1, \quad (2.26) \]

where \( \Omega_2 = -g/(2\sqrt{C_1C_2}) \). Suppose \( |\psi(t)\rangle = \tilde{u}_1(t)|1\rangle + \tilde{u}_2(t)|2\rangle \), Eqs. (2.25) and (2.26) are formally rewritten with the Hamiltonian defined in Eq. (2.6) as

\[ i\hbar \frac{d|\psi\rangle}{dt} = \hat{H}|\psi\rangle. \quad (2.27) \]

As the result, the gyrator coupled resonator can be regarded as classical analogy to the general two-level system. To express universal interaction of the two-level system in the circuit model, nonreciprocal element is indispensable. This circuit model can be applicable to the classical analogy of CP violation [57].

*While the gyrator is a passive nonreciprocal element, active element can be also used to induce nonreciprocity. Especially, nonreciprocal interaction using frequency mixing has been attractive much attentions recently. This is discussed later in Sec. 8.2*
2.3 Circuit model of the Schrödinger equation

In this section, we consider a series of resonators as shown in Fig. 2.5, where each resonator composed of a capacitor $C$ and an inductor $L$ is coupled through inductors $K$ to adjacent resonators. The following equations for the $n$-th resonator are derived from Kirchhoff’s laws:

$$L \frac{di_n}{dt} = -v_n, \quad (2.28)$$
$$C' \frac{dv_n}{dt} = i_n + \frac{1}{K} \int_0^t (v_{n-1} - v_n) \, dt' + \frac{1}{K} \int_0^t (v_{n+1} - v_n) \, dt', \quad (2.29)$$

where $v_n(t)$ and $i_n(t)$ represent the voltage across the capacitor and the current flowing through the inductor $L$, respectively. Assuming the coupling inductor $K$ to be so large that almost all the energy $U$ is stored in the resonators as

$$U = \frac{1}{2} \sum_n (Cv_n^2 + Li_n^2), \quad (2.30)$$

we introduce a dimensionless complex variable

$$u_n = \sqrt{C \over 2U} v_n + i \sqrt{L \over 2U} i_n, \quad (2.31)$$

which satisfies

$$\sum_n |u_n|^2 = 1. \quad (2.32)$$

Figure 2.5: Circuit model for the Schrödinger equation.
We can rewrite Eqs. (2.28) and (2.29) as follows:

\[
\frac{du_n}{dt} = -i\omega_0 u_n - \frac{1}{\sqrt{2CU}} \frac{L}{K} (i_{n-1} - 2i_n + i_{n+1}).
\]  

(2.33)

In the 0-th order approximation, where the last term in Eq. (2.33) is negligibly small \((K \to \infty)\), i.e. the resonators are decoupled, Eq. (2.33) can be simplified as \(du_0^n/dt = -i\omega_0 u_0^n\) with resonance frequency \(\omega_0 \equiv 1/\sqrt{LC}\) and its solution is given by

\[
u_0^n(t) = u_0^n(0) e^{-i\omega_0 t}.
\]

(2.34)

The current can be expressed as

\[
i_0^n(t) = -i\sqrt{\frac{U}{2L}} (u_0^n - u_0^n*).
\]

(2.35)

The same approximation used in Sec. 2.2.1 to derive Eqs. (2.18) and (2.19) from Eq. (2.17) is also valid for large \(K\). This is because the first term in Eq. (2.35) effectively drives the oscillator due to resonance, while the second term, the counter-rotating term, has little influence on the motion of the oscillator. Ignoring the second term in Eq. (2.35), we obtain the motion equation of \(u_n(t)\):

\[
\frac{du_n}{dt} = -i\omega_0 u_n + \frac{i\omega_0}{2} \frac{L}{K} (u_{n-1} - 2u_n + u_{n+1}).
\]

(2.36)

We will show that the above equation is identical to the discretized Schrödinger equation. Assuming that a unit cell consisting of \(L\), \(C\), and \(K\) occupies a length \(\Delta x\) in the \(x\) direction, each element constant should scale as

\[
C = \gamma \Delta x, \quad L = \lambda/\Delta x, \quad K = \kappa \Delta x,
\]

(2.37)

because the series impedance \(j\omega K\) \((i = -j)\) and the parallel admittance \(j\omega C + 1/j\omega L\) should be proportional to \(\Delta x\). Note that the resonance frequency \(\omega_0 = 1/\sqrt{LC} = 1/\sqrt{\gamma \lambda}\) is independent of \(\Delta x\). With \(u_n = \psi_n \sqrt{\Delta x}\), Eq. (2.36) can be replaced by

\[
\frac{d\psi_n}{dt} = -i\omega_0 \psi_n + \frac{i\omega_0}{2} \frac{\lambda}{\kappa (\Delta x)^2} (\psi_{n-1} - 2\psi_n + \psi_{n+1}),
\]

(2.38)

and in the limit \(\Delta x \to 0\), we have

\[
\frac{d\psi(x)}{dt} = -i\omega_0 \psi(x) + i\omega_0 \sigma \frac{\partial^2 \psi(x)}{\partial x^2}.
\]

(2.39)
Table 2.2: Correspondence between the parameters in the Schrödinger equation and those in the circuit model.

<table>
<thead>
<tr>
<th>Schrödinger Eq.</th>
<th>Circuit model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re $\psi$ – Real part of wavefunction</td>
<td>$v_n$ – Voltage of each capacitor</td>
</tr>
<tr>
<td>Im $\psi$ – Imaginary part of wavefunction</td>
<td>$i_n$ – Current in each inductor</td>
</tr>
<tr>
<td>$</td>
<td>\psi</td>
</tr>
<tr>
<td>$m$ – Mass</td>
<td>$\hbar \kappa \sqrt{\frac{\gamma}{\lambda}}$ – Coupling between resonators</td>
</tr>
<tr>
<td>$V$ – Potential</td>
<td>$\hbar \omega_0$ – Resonant frequency</td>
</tr>
</tbody>
</table>

where $\sigma \equiv \lambda / (2\kappa)$, $x \equiv n \Delta x$ and the wavefunction is defined as $\psi(x) = \psi(n \Delta x) = \psi_n$. It is easy to show that the above equation is equivalent to the one-dimensional Schrödinger equation

$$i\hbar \frac{d\psi(x)}{dt} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi(x)}{\partial x^2} + V\psi(x), \quad (2.40)$$

by using the relations

$$m \equiv \frac{\hbar}{2\omega_0 \sigma} = \hbar \kappa \sqrt{\frac{\gamma}{\lambda}}, \quad V \equiv \hbar \omega_0 = \frac{\hbar}{\sqrt{\gamma \lambda}}. \quad (2.41)$$

In our circuit model of the Schrödinger equation, the potential energy $V$ is represented by the resonance frequency $\omega_0 (= 1/\sqrt{\gamma \lambda})$ and the mass $m$ of the particle is proportional to the coupling inductance $\kappa (= K/\Delta x)$. This is consistent with the fact that the coupling among the resonators becomes weak with increasing inductance $K$. By changing $\gamma$ and $\lambda$ in each resonator, keeping their ratio constant in order to keep the mass constant, we can represent the spatially dependent potential energy $V(x)$ without changing the mass $m$. The real and imaginary parts of the wavefunction $\psi(x)$ correspond to the voltage $v_n$ and the current $i_n$, respectively. The normalized energy stored in the $n$-th resonator is given as $|u_n|^2$, so $|\psi(x)|^2 = |u_n|^2 / \Delta x$ can be regarded as energy density normalized to satisfy $\int |\psi(x)|^2 dx = 1$. We summarize the correspondence between the parameters in the original Schrödinger equation and those in the circuit model in Table 2.2.
In the derivation of the discretized Schrödinger equation (2.38), we used two approximations: the weak coupling approximation for applying a perturbative approach and the rotating-wave approximation to eliminate the counter-rotating term. In Eq. (2.39), \( L/K \) determines the magnitude of the coupling or the perturbation, therefore the condition \( L/K \ll 1 \) is required for the weak coupling approximation. In addition, a condition on the excitation of waves is imposed for validating the rotating-wave approximation. The excitation frequency should be tuned around the resonant frequency \( \omega_0 \) within the restricted linewidth \( |\Delta \omega| \ll \omega_0 \) so that we can ignore the nonresonant contributions.

**Power flow** The circuit model enables us to derive the power flow, which corresponds to the probability flow in quantum mechanics. The power flow \( p_n \) passing through the coupling inductor between the \( n \)-th and \( (n+1) \)-th resonators is given by the product of the voltage \( v_n \) and the current \( i'_n \) in Fig. 2.5:

\[
p_n = v_n i'_n = v_n \frac{1}{K} \int (v_n - v_{n+1}) \, dt = -v_n \frac{L}{K} (i_n - i_{n+1}). \tag{2.42}
\]

We normalize \( p_n \) by the total energy \( U \),

\[
j_n = \frac{p_n}{U} = \frac{i \omega_0}{2} (u_n + u_n^*) \frac{L}{K} [(u_n - u_n^*) - (u_{n+1} - u_{n+1}^*)], \tag{2.43}
\]

where we have used Eq. (2.31). Averaging in time, the terms, \( u_n u_n, u_n u_{n+1}, u_n^* u_n^* \), and \( u_n^* u_{n+1}^* \), which oscillate at a high frequency of \( +2\omega \) or \( -2\omega \), can be eliminated as

\[
\langle j_n \rangle = \frac{i \omega_0}{2} \frac{L}{K} [u_n^* (u_n - u_{n+1}) - u_n (u_n^* - u_{n+1}^*)]
= \frac{i \omega_0}{2} \frac{\lambda}{\kappa \Delta x} [\psi_n^* (\psi_n - \psi_{n+1}) - \psi_n (\psi_n^* - \psi_{n+1}^*)].
\]

In the limit \( \Delta x \to 0 \), \( J(n\Delta x) = \langle j_n \rangle \) approaches

\[
J(x) = \frac{i \hbar}{2m} \left( \psi^* \frac{d\psi}{dx} - \psi \frac{d\psi^*}{dx} \right), \tag{2.44}
\]

which gives the probability flux in quantum mechanics [58]. With \( \psi(x) = |\psi(x)| e^{i \theta(x)} \), \( J(x) \) can be expressed as

\[
J(x) = \frac{\hbar}{m} |\psi(x)|^2 \frac{d}{dx} \theta(x), \tag{2.45}
\]
which means that the probability flow is proportional to the spatial change in the phase \( \frac{d\theta}{dx} \) and the probability density \( |\psi(x)|^2 \).

### 2.4 Simulation of the Schrödinger equation

#### 2.4.1 Procedures

For the simulation of the Schrödinger equation for a given potential \( V(x) \), we set the resonance frequency of the \( n \)-th resonator \( \omega_n = \frac{V(n\Delta x)}{\hbar} \) by adjusting \( L \) and \( C \) proportionally so as not to change the mass \( m \). The mass can be controlled by adjusting the coupling inductor \( K \). The absolute value of the resonant frequency

\[
\psi_1(t)
\]

\[
\psi_n(0)
\]

\[
\psi_n(0)
\]
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Figure 2.6: (a) Boundary condition at the edge of the circuit network. (b) Boundary condition imposed on the spatial distributions at \( t = 0 \). (c) Absorption boundary.
is not important because the potential energy can be shifted uniformly, \( V'(x) = V(x) + \hbar \bar{\omega} \), by replacing the wavefunction \( \psi \) with \( \psi' = \exp(-i\bar{\omega}t)\psi \).

There are two ways to set the boundary conditions; (1) \( \tilde{\psi}_1(t) = \psi(t, x_0) \) as a function of time at a fixed point \( x = x_0 \) and (2) \( \tilde{\psi}_n(0) = \psi(0, n\Delta x) \) as a spatial function at the initial time \( t = 0 \). In the former case, \( \tilde{\psi}_1(t) \) represents the excitation waveform of the first resonator as shown in Fig. 2.6(a). To satisfy the rotating-wave approximation, the spectrum center of the excitation, \( \omega_c \), should be near resonant \( \omega_c \sim \omega_0 \) and the spectrum width should be restricted as \( \Delta \omega \ll \omega_c \). In the latter case, the initial spatial waveform \( \tilde{\psi}_n(0) \) determines the initial condition on \( v_n(0) \) and \( i_n(0) \) in each resonator. In this case, the discretization step \( \Delta x \) should be fine enough to represent the initial waveform faithfully.

The reflection at the ends of the circuit array has to be suppressed sufficiently in the simulation of unbounded motion. We introduce an additional resistor \( R_a \) \((a = 1, 2, \ldots, m)\) in each resonator as in Fig. 2.6(c) in order to realize absorption boundary. The losses in the resistors gradually attenuate the amplitude of the propagating waves. The resistance \( R_1 \) at the entrance of the absorption boundary should be large enough not to change the parallel admittance composed of \( L \) and \( C \): \( 1/R \ll |\omega_cC - 1/(\omega_cL)| \). The sudden change in the wave impedance causes reflection. With a series of gradually decreasing resistances, \( R_1 > R_2 > R_3 \ldots \), the incident wave can be effectively absorbed without reflection.

### 2.4.2 Free propagation

In this section, we simulate the free propagation of quantum waves in constant potential energy, using 200 coupled resonators and 10 damped resonators for absorption boundaries with the parameters shown in Table 2.3. To excite the wave, we connect a voltage source at the first resonator. The voltage source generates a sinusoidal wave with a Gaussian envelope, \( V(t) = V_0 e^{-(t-\tau)^2/2\Delta \omega^2} \sin \omega_c t \) with \( V_0 = 1.4 \text{ mV}, \ \tau = 20 \text{ ms}, \ \Delta \omega = 100 \text{ Hz}, \ \text{and } \omega_c = 11 \text{ kHz} \). Note that the carrier frequency \( \omega_c \) is close to the resonant frequency of the circuit \( \omega_0 = 1/\sqrt{LC} = 10 \text{ kHz} \) and the bandwidth is sufficiently limited, \( \Delta \omega \ll \omega_c \).

The time evolution of the circuit is analyzed with a circuit simulator called
2.4 Simulation of the Schrödinger equation

Table 2.3: Parameters for simulation of free propagation.

<table>
<thead>
<tr>
<th></th>
<th>$n$</th>
<th>$K$ / mH</th>
<th>$L$ / mH</th>
<th>$C$ / $\mu$F</th>
<th>$\omega_0$ / kHz</th>
<th>$R$ / kΩ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>25</td>
<td>10</td>
<td>1</td>
<td>10</td>
<td>—</td>
</tr>
<tr>
<td>201</td>
<td>210</td>
<td>25</td>
<td>10</td>
<td>1</td>
<td>10</td>
<td>$5 \times (n - 200)^{-1}$</td>
</tr>
</tbody>
</table>

Figure 2.7: Simulation results for free propagation.

Ngspice [59]. A sample code is shown in Appendix A. The raw data of $|u_n|^2$ contains rapid oscillations attributed to the counter-rotating term in Eq. (2.33). It is possible to suppress these undesirable oscillations by decreasing the coupling $L/K$ or by restricting the excitation spectrum close to $\omega_0$. To satisfy these conditions, however, we need to increase the number of circuits, which results in a longer simulation time. Another remedy is to smoothen $|u_n(t)|^2$ by averaging it over a certain period that is longer than the period of the rapid oscillation. Figure 2.7 shows the normalized energy distribution obtained by averaging the raw data of $|u_n|^2$ over 6.3 ms, which is ten times as long as $2\pi/\omega_0$. The propagation velocity is estimated as $\nu = 2.7$ circuit/ms from the simulation. The group velocity $v_g = \frac{d\omega}{dk}|_{\omega = \omega_c} = \sqrt{\frac{2\hbar(\omega_c - \omega_0)}{m}}$ for the quantum wave traveling in free space can be rewritten as $v_g = \sqrt{2(\omega_c - \omega_0)\omega_0 L/K \cdot \Delta x}$ in the circuit model. The delay per unit circuit is given as $\Delta x/v_g \sim 0.35$ ms, which is consistent with the simula-
tion result $1/\nu = 0.37\text{ms}$. At the absorption boundary, the propagating wave is attenuated sufficiently and the reflection is negligibly small.

### 2.4.3 Tunneling problem

In this section, we consider the tunneling problem as illustrated in Fig. 2.8(a) with $n = 400$ coupled resonators. The potential wall, region II, is represented by $\Delta n = 5$ resonators with resonance frequency $\omega_w = 10.6\text{kHz}$. The other regions, I and III, consist of 200 and 195 resonators with $\omega_0 = 10\text{kHz}$. The circuit parameters are summarized in Table 2.4. The voltage source connected to the $n = 1$ resonator excites a Gaussian signal, $V(t) = V_0 e^{-(t-\tau)^2/(\Delta\omega)^2} \sin \omega_c t$, where $V_0 = 1.4\text{mV}$, $\tau = 30\text{ms}$, $\Delta\omega = 50\text{Hz}$, and $\omega_c = 10.5\text{kHz}$. The results are shown in Fig. 2.9. At the boundary of the wall, $n = 200$, some of the incident wave is reflected and interferes.

![Figure 2.8](image)

**Figure 2.8:** Tunneling problem. (a) Potential. (b) Simulation result at $t = 132\text{ms}$ in the vicinity of the potential wall. (c) Circuit representation for tunneling effects.
Table 2.4: Parameters for simulation of tunneling problem.

<table>
<thead>
<tr>
<th>n</th>
<th>K / mH</th>
<th>L / mH</th>
<th>C / μF</th>
<th>( \omega_0 ) / kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ~ 200</td>
<td>25</td>
<td>10</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>201 ~ 205</td>
<td>25</td>
<td>9.43</td>
<td>0.943</td>
<td>10.6</td>
</tr>
<tr>
<td>206 ~ 400</td>
<td>25</td>
<td>10</td>
<td>1</td>
<td>10</td>
</tr>
</tbody>
</table>

with the reflected wave. In Fig. 2.8(b), an enlarged snapshot at \( t = 132 \) ms is shown. The incident wave exponentially decays in the wall domain (shaded), because we impose a condition in which the potential energy of the wall is higher than the energy of the incident wave, \( \omega_w > \omega_c \). Some fraction of the incident wave survives after the exponential attenuation in the wall. The transmissivity, or the tunneling probability, is estimated as 21%. In quantum theory, the tunneling probability for a barrier of height \( V \) and width \( a \) is given as follows [60]:

\[
T = \left\{ 1 + \frac{V_0^2 \sin^2 k' a}{4E(E - V_0)} \right\}^{-1}, \quad k' = \sqrt{\frac{2m(E - V_0)}{\hbar}}.
\]  

(2.46)

This can be rewritten in terms of the circuit parameters as

\[
T = \left\{ 1 + \frac{(\omega_w - \omega_0)^2 \sin^2 (\theta' \Delta n)}{4(\omega_c - \omega_0)(\omega_c - \omega_w)} \right\}^{-1}, \quad \theta' = \sqrt{\frac{2K}{L} \frac{\omega_c - \omega_w}{\omega_0}},
\]

(2.47)

which gives \( T = 24\% \) in the simulated case.

As described above, the circuit model can simulate the Schrödinger equation correctly and the circuit representation provides a clear view on the tunneling problem. The admittance of the parallel \( LC \) resonators is \( Y = jX \), where \( X \equiv \omega_c C - 1/\omega_c L \). The sign of \( X \) changes from negative to positive at the resonant frequency \( \omega_0 \); \( X > 0 \) in regions I and III (\( \omega_c > \omega_0 \)) and \( X < 0 \) in region II (\( \omega_c < \omega_w \)). The capacitance \( C \) is dominant in the former case, and the inductance \( L \) is dominant in the latter case. Thus, we can simplify our circuit model as Fig. 2.8(c). In region I and III, the circuit forms an \( LC \) (inductor–capacitor) ladder network, which is well known as a transmission line, and the incident wave propagates freely. On the other hand, in region II, the circuit forms an inductor–inductor ladder network and
the propagating wave cannot exist. The voltage is divided in each ladder step and is exponentially attenuated in the wall domain. A small but finite voltage emerges from the wall domain as the result of multiple voltage divisions in the inductor ladder. This is the circuit interpretation of the tunneling phenomenon in quantum physics.

2.5 Circuit model of the Schrödinger equation in a vector potential

2.5.1 Discretization of the Schrödinger equation in a vector potential

In this section, we consider the Schrödinger equation in the presence of a vector potential $\mathbf{A}$ or magnetic field $\mathbf{B} = \text{rot} \mathbf{A}$. Under the condition where the propagation of quantum waves is restricted in the $x$ direction, the Schrödinger equation is written as

$$i\hbar \frac{d\psi(x)}{dt} = \frac{1}{2m} \left( -i\hbar \frac{\partial}{\partial x} - qA(x) \right)^2 \psi(x) + V(x)\psi(x).$$  \hspace{1cm} (2.48)
Using the solution of the Schrödinger equation $\psi^{(0)}(x)$ in free space in the absence of a vector potential ($A = 0$), the solution of Eq. (2.48) can be expressed as $\psi(x) = \psi^{(0)}(x) e^{i\phi(x)}$, where

$$\phi(x) = \frac{q}{\hbar} \int_C A(x') \, dx' \quad (2.49)$$

represents an additional phase shift induced by the presence of $A(x)$ along a path $C$ [58]. The additional phase shift depends on the direction of the integration. As a result, two counter-propagating waves acquire the same amount of additional phase shift but with opposite sign.

For modeling with electric circuits, the spatial difference should be expressed in finite difference form with a discretized wave function $\psi_n = \psi(n \Delta x)$ and discretized vector potential $A_{n+\frac{1}{2}} = A(n \Delta x + \frac{\Delta x}{2})$. In order to discretize the second-order derivative of $x$, we use two methods: forward difference $\overrightarrow{\delta}$ and backward difference $\overleftarrow{\delta}$ defined as

$$\overrightarrow{\delta} f(x) \equiv \frac{f(x + \Delta x) - f(x)}{\Delta x}, \quad \overleftarrow{\delta} f(x) \equiv \frac{f(x) - f(x - \Delta x)}{\Delta x}, \quad (2.50)$$

and we obtain

$$\left( -i\hbar \frac{\partial}{\partial x} - qA \right)^2 \psi \sim (-i\hbar \overrightarrow{\delta} - qA)(-i\hbar \overleftarrow{\delta} - qA)\psi$$

$$\sim -\hbar^2 ( \overrightarrow{\delta} \psi ) - 2iq\hbar \overrightarrow{\delta} (A \psi) + iq\hbar \overleftarrow{\delta} (A \psi)$$

$$= -\hbar^2 \frac{\psi_{n+1} - 2\psi_n + \psi_{n-1}}{(\Delta x)^2} + i\hbar \frac{A_{n+\frac{1}{2}} \psi_{n+1} - A_{n-\frac{1}{2}} \psi_{n-1}}{\Delta x},$$

where we omit the $A^2$ term because it is negligibly small. As a result, the discretized Schrödinger equation can be written as

$$i\hbar \frac{d\psi_n}{dt} = -\frac{\hbar^2}{2m} \frac{\psi_{n+1} - 2\psi_n + \psi_{n-1}}{(\Delta x)^2} + \frac{iq\hbar}{2m} \frac{A_{n+\frac{1}{2}} \psi_{n+1} - A_{n-\frac{1}{2}} \psi_{n-1}}{\Delta x} + V\psi_n. \quad (2.51)$$
2.5.2 Circuit model for the Schrödinger equation in a vector potential

We insert gyrators between the resonators in Fig. 2.5 as shown in Fig. 2.10. Kirchhoff’s laws yield

\[
L \frac{di_n}{dt} = -v_n, \quad (2.52)
\]

\[
C \frac{dv_n}{dt} = i_n + \frac{1}{K} \int (v_{n-1} - v_n) dt + \frac{1}{K} \int (v_{n+1} - v_n) dt - g_n - \frac{1}{2} v_{n-1} + g_n + \frac{1}{2} v_{n+1}. \quad (2.53)
\]

By using the same procedures and the same approximation as described in Sec. 2.3, we obtain

\[
\frac{du_n}{dt} = -i \omega_0 u_n + \frac{i \omega_0}{2} L (u_{n-1} - 2u_n + u_{n+1}) + \frac{1}{2C} (g_n + \frac{1}{2} u_{n+1} - g_n - \frac{1}{2} u_{n-1}), \quad (2.54)
\]

which corresponds to Eq. (2.36) in Sec. 2.3. The last two terms represent the contribution of the vector potential. With Eqs. (2.37) and \( \psi_n = u_n / \sqrt{\Delta x} \), Eq. (2.54) can be rewritten as

\[
\frac{d\psi_n}{dt} = -i \omega_0 \psi_n + \frac{i \omega_0}{2} \frac{\lambda}{\kappa (\Delta x)^2} (\psi_{n-1} - 2\psi_n + \psi_{n+1}) + \frac{1}{2\gamma} \frac{g_n + \frac{1}{2} \psi_{n+1} - g_n - \frac{1}{2} \psi_{n-1}}{\Delta x}. \quad (2.55)
\]

The above equation is clearly identical to Eq. (2.51) with Eq. (2.41) and

\[
A_n + \frac{1}{2} = \frac{m g_n + \frac{1}{2}}{q} = \frac{\hbar}{q} \kappa \omega_0 g_n + \frac{1}{2}. \quad (2.56)
\]

The vector potential \( A(x) \) can be represented by the mutual conductance \( g_n + \frac{1}{2} \) of the gyrators in the circuit model.

\[\text{Figure 2.10: Circuit model for the Schrödinger equation in a vector potential.}\]
2.5 Circuit model of the Schrödinger equation in a vector potential

2.5.3 Aharonov–Bohm effect

Suppose that a magnetic field $B$ is applied at the center of a ring with radius $r$ and a uniform vector potential $A$ is generated along the ring counterclockwise as shown in Fig. 2.11(a). The wavepacket excited at the origin $O$ is split into two parts, waves $L$ and $R$, each of which propagates along the ring in opposite directions and interferes with each other at the opposite point $P$, $x = \pi r$. Without the vector potential, $A = 0$, the two waves constructively interfere at $P$. On the other hand, in the presence of the vector potential $A$, the vector potential induces additional phase shifts given by Eq. (2.49). The additional phase shifts at point $P$ for wave $L$ and wave $R$ are expressed as

$$
\phi_L(P) = \frac{q}{\hbar} \int_{C_L} A \, dx' = \frac{qAl}{\hbar}, \quad \phi_R(P) = \frac{q}{\hbar} \int_{C_R} (-A) \, dx' = -\frac{qAl}{\hbar},
$$

(2.57)

where $C_L$ and $C_R$ represent the integration path along counterclockwise and clockwise arcs, respectively, from $O$ to $P$, and $l = \pi r$. Note that the direction of the traveling waves with respect to that of the vector potential determines the signs of the phase shifts. As a result, the interference fringe is shifted by a phase given as $\Delta\phi = \phi_L(P) - \phi_R(P) = 2qAl/\hbar = (q/\hbar)\Phi$, where $\Phi$ corresponds to the magnetic flux through the ring. This phenomenon is called the Aharonov–Bohm effect.

![Figure 2.11: (a) Aharonov–Bohm effect. (b) Simulation setup for observing the Aharonov–Bohm effect. A loop is formed with the circuits in Fig. 2.10 (b) having 100 sections.](#)
Figure 2.12: Simulation results for the Aharonov–Bohm effect at $t = 50 \text{ ms}$.

Figure 2.11(b) illustrates the circuit model to simulate the Aharonov–Bohm effect. We make a loop by connecting each end of 100 components as shown in Fig. 2.11(b), and excite the circuits at a point between $n = 1$ and $n = 100$ with a voltage source. The parameters used in the demonstration are shown in Table 2.5. The voltage source provides a Gaussian signal, $V(t) = V_0 e^{-(t-\tau)^2/(\Delta \omega)^2} \sin \omega_c t$ with $V_0 = 1 \text{ V}$, $\tau = 20 \text{ ms}$, $\Delta \omega = 100 \text{ Hz}$, and $\omega_c = 10.3 \text{ kHz}$. We demonstrate two cases: no vector potential with $g = 0$ and a finite potential with $g = 0.126 \text{ mS}$.

In the absence of $A$, or $g$, two waves traveling in different directions constructively interfere at around $n = 50$ as shown by the red solid line in Fig. 2.12, because of the symmetry of the circuits. The symmetry can be broken by introducing the vector potential with finite $g$. When passing each element, the counterclockwise rotating wavepacket acquires an additional phase shift given by

$$\Delta \phi_L = \frac{q}{\hbar} A \Delta x = K \omega_0 g,$$

(2.58)

Table 2.5: Parameters for simulation of the Aharonov–Bohm effect.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$K$ / mH</th>
<th>$L$ / mH</th>
<th>$C$ / $\mu$F</th>
<th>$\omega_0$ / kHz</th>
<th>$g$ / mS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \sim 100$</td>
<td>25</td>
<td>10</td>
<td>1</td>
<td>10</td>
<td>0 or 0.126</td>
</tr>
</tbody>
</table>
which can be derived from Eq. (2.56). On the other hand, the clockwise rotating wave experiences the same amount of additional phase shift, but with opposite sign, i.e. \( \Delta \phi_R = -\Delta \phi_L \). The difference in the signs results from the nonreciprocity of the gyrators. The total phase difference between the two waves at \( n = 50 \) is estimated as \( \phi = \Delta \phi_L \times 50 - \Delta \phi_R \times 50 = K \omega_0 g \times 100 \sim \pi \) for \( g = 0.126 \) mS, and so the destructive interference occurs at \( n = 50 \) as shown by the dashed line in Fig. 2.12. The interference fringes for two cases are anti-phase, which is a manifestation of the Aharonov–Bohm effect in the circuit model.

### 2.6 Discussions

We have introduced circuit models based on parallel inductor/capacitor resonators coupled with inductors in order to simulate the Schrödinger equation. The wavefunction \( \psi(x) \), which is a complex function, can be represented by the combination of two real quantities: the voltage \( v_n \) and the current \( i_n \) in the resonators, and the probability \( |\psi(x)|^2 \) corresponds to the energy stored in the resonator. Our circuit model is equivalent to the circuit representation of the waveguide with a cut-off frequency \( \omega_{\text{off}} = \frac{1}{\sqrt{LC}} \) for electromagnetic waves and the propagation of the waves is governed by the Klein–Gordon equation [61]. In the low energy excitation limit, or non-relativistic limit, the Klein–Gordon equation can be approximated by the Schrödinger equation [62]. In the circuit analogy, the non-relativistic limit corresponds to the condition where the waves are excited near the resonant frequency, and then the circuit model we proposed obeys the Schrödinger equation under the condition.

The proposed models can be applied to various kinds of analysis of quantum problems: steady state problems in binding potentials and the dynamics of quantum wave propagation, even in the presence of vector potentials. We demonstrated various kinds of simulations, and all the results are in good agreement with the theoretical prediction derived from the original Schrödinger equation. In order to simulate the Schrödinger equation in the presence of a vector potential, we introduced the gyrator, which is a nonreciprocal component, and demonstrated the circuit simulation of the Aharonov–Bohm effect. The phase difference between two
waves is induced by the nonreciprocity, which makes the circuits behave differently
for forward and backward waves, and the interference fringe formed by the two
waves is shifted. The circuit models can be easily extended to multi-dimensional
networks to simulate the Schrödinger equation in higher dimensions. The circuit
analogy provides intuitive insight into quantum physics and may help find new
phenomena in quantum physics or in circuit theory.
Chapter 3

Circuit simulation of superluminal light for baseband signal

Einstein’s relativity theory assures that nothing can travel faster than the speed of light in a vacuum, \( c = 299792458 \text{ m/s} \) and the communication faster than \( c \) violates causality, which means that a cause must precede its effect. Among several definitions of light speed, the group velocity, which gives the speed of the light envelope, is sometimes believed to define the speed of transmitting information, because the information is often encoded by modulating the amplitude of the light. However, Brillouin and Sommerfeld pointed out that the group velocity \( v_g \) could be larger than \( c \), the speed of light in a vacuum, or even be negative [63]. For superluminal group velocities \( (v_g > c) \), the transit time of the light envelope through the medium is smaller than that in vacuum with the same wavelength. For negative group velocities, the envelope leaves before it enters the medium. In fact, Chu and Wong demonstrated experimentally that the light in a Ga:N crystal can be propagated at such extraordinary group velocities \( (v_g > c \text{ or } v_g < 0) \) under substantial absorption [64]. In 2000, Wang et al. realized the similar situation without absorption using gain-assisted linear dispersion and demonstrated light propagation at negative group velocities [65, 66].

In this chapter, we first provide the theoretical description on pulse propagation in dispersive media, introducing various types of group velocities: subluminal \( (v_g < c) \) group velocity, which is the main subject in the next chapter; superluminal
(\(v_g > c\)) or negative (\(v_g < 0\)) group velocity. Next, some researches on superluminal or negative group velocity are reviewed. We derive the propagation equation for the envelope of the pulse traveling in a specific direction. Next, we introduce a circuit model to simulate the motion of the pulse envelope with negative group velocity and show experimental results [67, 68]. In the last of the chapter, the physical meanings of the superluminal propagation are discussed in terms of the causality.

### 3.1 Pulse propagation in dispersive media

In a dispersive medium, the wave equation in one dimension with respect to electric field \(E(x, t)\) is given by

\[
\frac{\partial^2 E}{\partial t^2} - c^2 \frac{\partial^2 E}{\partial x^2} = -\frac{1}{c_0} \frac{\partial^2 P}{\partial t^2},
\]  

(3.1)

where \(P(x, t)\) is the polarization of the medium induced by the electric field [69]. We introduce envelopes, \(E(x, t)\) and \(P(x, t)\) as

\[
E(x, t) = \mathcal{E}(x, t) e^{-i(\omega_0 t - k_0 x)} + c.c.,
\]  

(3.2)

\[
P(x, t) = \mathcal{P}(x, t) e^{-i(\omega_0 t - k_0 x)} + c.c.,
\]  

(3.3)

where c.c. stands for the complex conjugate of the preceding term. The carrier frequency \(\omega_0\) is located near the center of the spectrum of the electric field. The associated wavenumber \(k_0 (> 0)\) will be determined later.

We assume that \(\mathcal{E}(x, t)\) and \(\mathcal{P}(x, t)\) are slowly varying functions with respect to space and time, and satisfy the following relations:

\[
\left| \frac{\partial^2 \mathcal{E}}{\partial t^2} \right| \ll \omega_0 \left| \frac{\partial \mathcal{E}}{\partial t} \right| \ll \omega_0^2 |\mathcal{E}| , \quad \left| \frac{\partial^2 \mathcal{E}}{\partial x^2} \right| \ll k_0 \left| \frac{\partial \mathcal{E}}{\partial x} \right| \ll k_0^2 |\mathcal{E}|.
\]  

(3.4)

The same relations for \(\mathcal{P}(x, t)\) are satisfied. If a pulse is introduced with envelope duration \(\Delta \tau\), the first relation in Eq. (3.4) can be rewritten roughly as

\[
\frac{|\mathcal{E}|}{\omega_0^2 \Delta \tau^2} \ll \frac{|\mathcal{E}|}{\omega_0 \Delta \tau} \ll |\mathcal{E}|.
\]  

(3.5)

In optical experiments, we can safely assume that the pulse width \(\Delta \tau\) is much longer than the carrier period \(2\pi/\omega_0\), and \(\omega_0 \Delta \tau \gg 1\) is satisfied. Therefore the second
derivative terms can be neglected as second-order infinitesimals. The same is true for spatial derivatives. Thus the terms in Eq. (3.1) can be approximated as
\[ \frac{\partial^2 E}{\partial t^2} \approx -2i\omega_0 \frac{\partial E}{\partial t} - \omega_0^2 E e^{-i(\omega_0 t - k_0 x)} + \text{c.c.}, \quad (3.6) \]
\[ c^2 \frac{\partial^2 E}{\partial x^2} \approx c^2 \left[ 2ik_0 \frac{\partial E}{\partial x} - k_0^2 E \right] e^{-i(\omega_0 t - k_0 x)} + \text{c.c.}, \quad (3.7) \]
\[ \frac{1}{\epsilon_0} \frac{\partial^2 P}{\partial t^2} \approx \frac{1}{\epsilon_0} \left[ -2i\omega_0 \frac{\partial P}{\partial t} - \omega_0^2 P \right] e^{-i(\omega_0 t - k_0 x)} + \text{c.c.} \quad (3.8) \]

We retained the first-order terms because the zeroth-order terms cancel as will be shown later. For slowly varying envelopes, the spectrum of the electric field is confined within narrow regions: \[ \pm \omega_0 - \Delta \omega/2, \pm \omega_0 + \Delta \omega/2, \] where \( \Delta \omega \sim \Delta \tau^{-1} \) represents the spectral width. Then the susceptibility of the medium \( \chi(\omega, x) \) can be regarded as a linear function of \( \omega \) within the spectral width, and the relation between \( E(x, t) \) and \( P(x, t) \) can be presented as
\[ P(x, t) = \epsilon_0 \chi_0 E(x, t) + i\epsilon_0 \chi_1 \frac{\partial E}{\partial t}(x, t), \quad (3.9) \]
where \( \chi_0 = \chi(\omega_0) \) and \( \chi_1 = (d\chi/d\omega)(\omega_0) \). The derivation of Eq. (3.9) is given in Appendix B. With the help of Eq. (3.9), Eq. (3.8) can be represented as
\[ \frac{1}{\epsilon_0} \frac{\partial^2 P}{\partial t^2} \approx \frac{1}{\epsilon_0} \left[ 2\omega_0 \chi_1 \frac{\partial^2 E}{\partial t^2} - i\omega_0 (2\chi_0 + \omega_0 \chi_1) \frac{\partial E}{\partial t} - \omega_0^2 \chi_0 E \right] + \text{c.c.} \quad (3.10) \]

By substituting Eqs. (3.6), (3.7), and (3.10) into the wave equation (3.1), we obtain
\[ 2\omega_0 \chi_1 \frac{\partial^2 E}{\partial t^2} + \left[ 2i\omega_0 \left( 1 + \chi_0 + \omega_0 \chi_1 \right) \frac{\partial E}{\partial t} + 2c^2 k_0 \frac{\partial E}{\partial x} \right] - \left[ \omega_0^2 (1 + \chi_0) - c^2 k_0^2 \right] E = 0. \quad (3.11) \]

When we choose \( \omega_0 \) and \( k_0 \) so as to satisfy the dispersion relation, \( k_0 = n_0 \omega_0/c \), where \( n_0 = \sqrt{1 + \chi_0} \), we can remove the last term of Eq. (3.11). In addition, we assume \( |\chi_1|/\Delta \tau \ll 1 \), so that the first term of Eq. (3.11) can be negligible relative to the next term \( 2i\omega_0 \frac{\partial E}{\partial t} \). This condition guarantees a linear dispersion relation within the bandwidth \( \Delta \omega \).

Simplifying Eq. (3.11), we obtain a propagation equation for the envelope \( E \):
\[ \frac{\partial E}{\partial t} + v_g \frac{\partial E}{\partial x} = 0, \quad (3.12) \]
where

\[ v_g \equiv \frac{c}{n_0 + \frac{\omega_0 \chi_1}{2n_0}}, \]  

(3.13)

represents the velocity of the envelope. Note that Eq. (3.13) can be derived from the well-known formula for group velocity:

\[ v_g \equiv \left[ \frac{\partial k}{\partial \omega} (\omega_0) \right]^{-1}, \]  

(3.14)

where \( k = \omega \sqrt{1 + \chi(\omega)}/c. \) The solution of Eq. (3.12), \( \mathcal{E}(x - v_g t) \), is a one-way propagating wave at the velocity of \( v_g. \)

The group velocity defined by Eq. (3.13) depends on the refractive index \( n_0 \) and the slope \( \chi_1 \) of the electric susceptibility in frequency domain. Depending on the value of \( \chi_1, \) the group velocity can be classified into three cases. (I) For \( \chi_1 > \frac{2n_0(1-n_0)}{\omega_0}, \) the group velocity is less than \( c. \) (II) For \( -\frac{2n_0^2}{\omega_0} < \chi_1 < \frac{2n_0(1-n_0)}{\omega_0}, \) the group velocity exceeds \( c \) and superluminal propagation of light pulse is observed. (III) For \( \chi_1 < -\frac{2n_0^2}{\omega_0}, \) the group velocity becomes negative. In this case, the pulse comes out before it enters into the medium. Both of the two cases (II) and (III) are often referred to as superluminal, because the transit time of the pulse through the medium is less than that in a vacuum. If \( n_0 \sim 1, \) negative slope \( \chi_1 < 0, \) which is called anomalous dispersion, corresponds to the superluminal case, (II) or (III). In anomalous dispersive media \( \chi < 0, \) the refractive index \( n = \sqrt{1 + \chi(\omega)} \) decreases with increasing the frequency \( \omega. \)

### 3.2 Realization of anomalous dispersion for superluminal propagation

In order to realize superluminal propagation \( v_g > c \) or \( v_g < 0, \) anomalous dispersion should be implemented. It is well known that the dispersive property dramatically changes in the vicinity of resonant absorption. Figure 3.1(a) shows the real part and imaginary part of the electric susceptibility (denoted as \( \chi' \) and \( \chi'' \) respectively) for a medium with Lorentz absorption. It is clear that the slope of \( \chi' \)
becomes negative around the resonant frequency $\omega_0$ (shaded region), and anomalous dispersion, or superluminal propagation, can be expected in this region. Based on this anomalous dispersion, Chu and Wong experimentally demonstrated that the light in a Ga:N crystal can be propagated at anomalous group velocities ($v_g > c$ or $v_g < 0$) in the absorption region [64]. However it is inevitable that the shape of the light pulse is strongly distorted due to the absorption, which is represented as the imaginary part $\chi''$. The standard definition of the group velocity loses its physical meaning if the waveform is strongly distorted. A new definition of group velocities that considers the distortion of the spectrum caused by the absorption was proposed recently [70].

Figure 3.1: Real part $\chi'$ and imaginary part $\chi''$ of susceptibility for (a) medium with an absorption line and (b) medium with two gain lines. Shaded regions correspond to the anomalous dispersive band.
some researchers attributed the unnatural phenomena to the heavy distortion of the pulse. To avoid the criticism concerned with the attenuation of the pulses, Wang et al. proposed anomalous dispersion without absorption using gain-assisted linear dispersion, and experimentally realized light propagation at negative group velocities [65, 66]. They used an active medium with two Raman gain profiles, whose susceptibility is shown in Fig. 3.1(b). The susceptibility of the gain lines is reversed compared with that of the absorption lines, and the anomalous dispersion is realized outside the gain lines. Especially, at the center of the gain lines, small $|\chi''|$ is expected and the distortion of the pulse is relatively small. As a result, the output pulse from the anomalous dispersive medium is almost identical to the input pulse by temporal displacement. In Wang’s experiment, the output pulse transmitting through 6-cm medium precedes the input pulse by 63 ns, from which the group velocity is estimated to be $v_g = -\frac{6 \text{ cm}}{63 \text{ ns}} = -\frac{c}{315}$.

The superluminal propagation is counterintuitive and is likely to cause many misunderstandings. However, it is the direct result of the interference between waves with different frequencies and is consistent with relativistic causality. Anomalous dispersion with no absorption induces phase shifts that depend on the frequency, thereby enhancing the front part of the pulse by constructive interference and canceling the rear part by destructive interference. The pulse shape is maintained if the phase shift is a linear function of the frequency.

### 3.3 Negative group delay

Interference does not occur only in light propagation, but also in other wave or oscillation dynamics. Signals in electrical circuits also interfere. In lumped constant electronic circuits, we cannot define the group velocity, because there is no finite length scale. Instead, we can define the group delay, which is the time difference between the input and output signal envelopes. If it is negative, the output pulse precedes the input. The negative delays are closely connected to the superluminal or negative group velocities in spatially extended systems, which is discussed later.
3.3 Negative group delay

3.3.1 Group delay

In this section, we extend the concept of the superluminal propagation to a lumped system as shown in Fig. 3.2, which may not have the dimension of length. If the linearity of the system is assumed, the relation between an input signal \( v_{\text{in}}(t) \) and an output signal \( v_{\text{out}}(t) \) is represented as

\[
v_{\text{out}}(t) = h(t) * v_{\text{in}}(t),
\]

where \( h(t) \) is the impulse response of the system. Here we introduce Fourier transform defined as

\[
\tilde{F}(\omega) = \int_{-\infty}^{\infty} f(t) e^{i\omega t} dt,
\]

and express Eq. (3.17) in frequency domain as follows:

\[
\tilde{V}_{\text{out}}(\omega) = H(\omega)\tilde{V}_{\text{in}}(\omega),
\]

where \( \tilde{V}_{\text{in}}(\omega), \tilde{V}_{\text{out}}(\omega), \) and \( H(\omega) \) are the Fourier transformed functions of \( v_{\text{in}}(t), v_{\text{out}}(t), \) and \( h(t) \), respectively. The function \( H(\omega) \) is called a transfer function, or frequency response, which determines the response of the linear system.

Ideal delay  If the impulse response is given by \( h(t) = \delta(t - t_d) \), where \( \delta(t) \) is a delta function, Eq. (3.17) becomes \( v_{\text{out}}(t) = v_{\text{in}}(t - t_d) \). The frequency response is

\[
H(\omega) = e^{i\omega t_d}.
\]

In this system, the output signal is delayed by \( t_d \) for any input signal. This ideal delay is valid only for positive delay \( t_d > 0 \), because the impulse response should be causal, in other words, \( h(t) = 0 \) for \( t < 0 \). The frequency response can be rewritten as \( H(\omega) = A(\omega)e^{i\phi(\omega)} \), where \( A(\omega) \) and \( \phi(\omega) \) represent the amplitude response and the phase response respectively. For ideal delay,

\[
A(\omega) = 1, \quad \phi(\omega) = \omega t_d
\]

are derived. A flat amplitude response and linear phase response with respect to the frequency are required to realize ideal delay.
Figure 3.2: Lumped system.

Figure 3.3: An electronic black box for negative delays. The input and the output are monitored by LEDs. When a pulse is fed to the input, the LED at the output lights up before the LED at the input.

**Group delay** It is impossible to realize negative delay for any input signal, but the negative delay is allowed for band-limited signals. Here we introduce the slope of the phase response at specific frequency $\omega = \omega_0$ as

$$t_d = \left. \frac{d\phi}{d\omega} \right|_{\omega_0} .$$

(3.20)

If the amplitude is unity $A(\omega) \sim 1$ and the phase is linear $\phi(\omega) \sim \omega t_d$ in the bandwidth of an input signal, Eq. (3.18) is valid for the band-limited signals and the output signal is temporally shifted by the delay $t_d$, which is called group delay. In this case, the causality, $h(t) = 0$ for $t < 0$, does not restrict the value of the group delay, and positive and negative group delay are allowed. For $t_d > 0$, the input precedes the output (normal delay) and for $t_d < 0$, the output precedes the input (negative delay) as shown in Fig. 3.3.
3.3.2 Superluminal propagation and negative delay

To translate the above discussion into light propagation through a dispersive medium of length $L$, we let $v_{\text{in}}$ and $v_{\text{out}}$ correspond to the envelopes of the input and output field, respectively. When monochromatic light with frequency $\omega$ is propagated in the medium, the phase of the field is shifted by $\phi(\omega) = k(\omega)L$, where $k(\omega)$ is the wavenumber in the medium. If $k(\omega)$ is linear in the bandwidth, we have

$$t_d = L \frac{dk}{d\omega} \bigg|_{\omega_0} = \frac{L}{v_g},$$

(3.21)

where $\frac{d\omega}{dk} \big|_{\omega_0}$ is the group velocity $v_g$. The envelope of the light is delayed by $L/v_g$.

If the difference between the propagation time of the envelope in the dispersive medium and that in a vacuum with the same length $L$ is negative, that is,

$$\Delta t = t_d - \frac{L}{c} = L(v_g^{-1} - c^{-1}) < 0,$$

(3.22)

then the light propagation in the medium is superluminal. There are two cases that satisfy this condition; $v_g > c$ and $v_g < 0$. In the former case, the output envelope precedes the output for the vacuum case but does not precede the input. In the latter case, the output precedes the input, or the medium produces the negative group delay $t_d < 0$.

3.4 Circuits and experiment

3.4.1 Negative delay circuit for baseband signals

In Fig. 3.4, we show a negative delay circuit for baseband ($\omega_0 = 0$) signals. This circuit is basically a non-inverting (imperfect) differentiator. Its transfer function is obtained as

$$H(\omega) = 1 - i\omega T,$$

(3.23)

where $T = RC$. 
Figure 3.4: Negative delay circuit for baseband signal can be constructed with an operational amplifier. The transfer function is $H(\omega) = 1 - i\omega T$.

![Negative delay circuit](image)

\[ H(\omega) = 1 - i\omega T \]

Figure 3.5: (a) Amplitude of the transfer function $A(\omega) = |H(\omega)|$ and (b) phase $\phi(\omega) = \text{arg} H(\omega)$.

![Amplitude and phase plots](image)

In the low-frequency region ($|\omega| \ll 1/T$), $H(\omega)$ is approximated by

\[
A(\omega) = 1 + O(\omega^2 T^2), \quad (3.24)
\]

\[
\phi(\omega) = -\omega T + O(\omega^3 T^3), \quad (3.25)
\]

which mean that the amplitude is nearly constant and the phase increases linearly with frequency. Then the group delay becomes negative:

\[
t_g = \frac{d\phi}{d\omega}_{\omega=0} = -T < 0. \quad (3.26)
\]

As seen in Fig. 3.5, the amplitude $A(\omega)$ and the phase $\phi(\omega)$ of the transfer function are not linear except when $|\omega|T \ll 1$ due to the higher order terms in Eqs. (3.24) and (3.25). These terms induce distortion of the waveform of the output. To keep the distortion as small as possible, the spectrum of the input signal must
be restricted within the frequency region $|\omega| \ll 1/T$. For this purpose low-pass filters are needed.

### 3.4.2 Low-pass filter

To prepare a band-limited pulse we introduce low-pass filters. The initial source is a rectangular pulse from a timer IC (integrated circuit). Because the rectangular pulse has high-frequency components, the negative delay circuit does not work properly. We must eliminate the high-frequency components with low-pass filters. As shown in Fig. 3.6, we introduce a two-stage low-pass filter. The transfer function of each filter is

$$H_{LP}(\omega) = \frac{\alpha}{1 - i\omega T_{LP}(3 - \alpha) - (\omega T_{LP})^2}, \quad (3.27)$$

![Figure 3.6: Overall circuits. Upper section: pulse generator. Lower section: negative delay circuit.](image-url)
Table 3.1: Circuit parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_0$</td>
<td>6.8 MΩ</td>
</tr>
<tr>
<td>$C_0$</td>
<td>0.22 μF</td>
</tr>
<tr>
<td>$T_{rec}$</td>
<td>1.5 s</td>
</tr>
<tr>
<td>$R_1$</td>
<td>2.2 MΩ</td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.22 μF</td>
</tr>
<tr>
<td>$R_2$</td>
<td>10 kΩ</td>
</tr>
<tr>
<td>$R_3$</td>
<td>2.2 kΩ</td>
</tr>
<tr>
<td>$Δω$</td>
<td>1.6 Hz</td>
</tr>
</tbody>
</table>

where $T_{LP} = R_1C_1$ and $α = (1 + R_3/R_2)$. The order of the filter is given by the order of the denominator and the total order of the two-stage low-pass filter and is given by $m = 4$. By changing $α$, we can tailor the characteristics of the filter. In our experiment we choose $α = 1.268$, which corresponds to a Bessel filter [53]. The Bessel filter is designed so that the overshoot for rectangular waves is small. The cut-off frequency is defined as $Δω = 0.7861/T_{LP}$.

3.4.3 Experiment

We show the overall circuit diagram for the negative delay experiment in Fig. 3.6 and the parameters in Table 3.1. The pulse generator in the upper section of Fig. 3.6 is subdivided into the generator of the single-shot rectangular wave and the low-pass filters. In the first part, when triggered by the switch, the timer IC generates a single pulse, whose width is determined by the time constant $T_{rec} = R_0C_0 = 1.5$ s. The rectangular pulse is shaped by the two-stage low-pass filters. We take the cut-off frequency of the low-pass filter to be $Δω = 0.35/T$, so that $A(ω)$ and $φ(ω)$ can be considered to be constant and linear, respectively, below the cut-off frequency (see Fig. 3.5). Finally, the band-limited single pulse is sent to the input of the negative delay circuit in the lower section of Fig. 3.6.

Two delay circuits shown in Fig. 3.4 are cascaded for larger advance times. The input and output terminals are monitored by LEDs. Their turn-on voltage is about
1.1 V. The variable resistor at the input is adjusted so that the input and the output have the same height.

The experimental result is shown in Fig. 3.7. The input and output waveforms are acquired by an oscilloscope. The origin of the time \( t = 0 \) is the moment when the switch in Fig. 3.6 is turned on. We see that the output precedes the input considerably (more than 20% of the pulse width). The slight distortion of the output waveform is caused by the non-ideal frequency dependence of \( A(\omega) \) and \( \phi(\omega) \), as mentioned in Sec. 3.4.1.

The expected negative delay derived from Eq. (3.26) is \( 2T = 0.44 \) s; we have connected two circuits (each with time constant \( T = 0.22 \) s) in series for a larger effect. This delay quantitatively agrees with the experimental result, where the time difference between the output and the input peaks is about 0.5 s. The time scale is chosen so that we can directly observe the negative delay with two LEDs connected at the input and the output terminals. We also could use two voltmeters (or circuit testers) to monitor the waveforms, and we could dispense with an oscilloscope.

The actual negative delay circuit in Fig. 3.6 differs from that shown in Fig. 3.4. The resistor \( R' \) and the capacitor \( C' \) are added to suppress high-frequency noises. As shown in Fig. 3.5, the gain at \( |\omega|T > 1 \) is large. Although the high-frequency
components of the input signal are suppressed by the low-pass filters, internal and external noise with high frequency are unavoidable. With $R'$ and $C'$, the high-frequency gain is limited. The parameters are chosen to satisfy $R'C', C'R \ll T$, so that the phase $\phi(\omega)$ for $|\omega|T < 1$ is not affected.

### 3.5 Realization of larger negative delay

The negative delay in the above experiment is about 20% of the pulse width. This delay is larger than the values obtained in other superluminal-velocity or negative-delay experiments. We now consider how to make even larger negative delays. We assume a noise-free environment for simplicity.

By cascading the negative delay circuits, the time advance can be increased. One might expect that, by increasing the number of stages $n$, the total time advance can be increased linearly with $n$. But, unfortunately, this is not the case. It is obvious from Eqs. (3.24) and (3.25) that the increase in $n$ leads to the distortion of the waveform. When $n$ circuits are connected in cascade, the total transfer function can be written as $H^n(\omega)$. Correspondingly, the amplitude and the phase are given as

\[
A^n(\omega) \sim 1 + \frac{n(\omega T)^2}{2}, \quad (3.28)
\]
\[
n\phi(\omega) \sim n\omega T. \quad (3.29)
\]

To keep the wave distortion below a certain level, we have to limit the excess gain $A^n(\omega) - 1$ within the bandwidth by some value $\gamma$;

\[
\frac{n(\omega T)^2}{2} \leq \frac{n(\Delta T)^2}{2} = \gamma. \quad (3.30)
\]

Then the advance time per circuit should satisfy

\[
T = \sqrt{\frac{2\gamma}{n} \Delta \omega^{-1}} = \sqrt{\frac{2\gamma}{n} T_w}, \quad (3.31)
\]

where $T_w$ is the pulse width determined by the cut-off frequency of the low-pass filter.
Figure 3.8: Responses of the Bessel filter to a rectangular wave. The orders of filters are \( m = 2, 4, 6, 8, \) and 10.

If we want to increase the time advance while conserving the pulse width and the shape of the signal, we must reduce the time advance \( T \) per circuit by the factor \( 1/\sqrt{n} \). Therefore, the total time advance \( T_{\text{total}} \) scales as

\[
T_{\text{total}} = nT = \sqrt{2n\gamma}T_w, \tag{3.32}
\]

which is a slowly increasing function of \( n \).

In addition, there is another factor to be considered. It is impossible to advance the signal beyond the time when the switch is turned on in the rectangular pulse generator in Fig. 3.6. A causal transfer function cannot generate negative delays unconditionally. The reason for the advance is that the slow rising part of the pulse, which has been suppressed by the low-pass filter, is amplified by the negative delay circuit. The slowness of the rising part of the pulse is determined by the order \( m \) of the low-pass filter. Figure 3.8 represents the responses of various order Bessel filters with the same cut-off \( \Delta \omega \) to a rectangular wave with a unit height and a pulse width \( (\Delta \omega)^{-1} \). The pulse shapes, especially the widths of the pulses, are similar to each other due to the same cut-off frequency, but the higher the order of the filter, the more the rising part is delayed. Hence we need a high order filter to attain a large time advance. In other words, the pulse must be delayed appropriately in advance to obtain a large negative delay.
Figure 3.9: Cascading negative delay circuits. Time axis is normalized by the time constant $\tau$. The negative delay per a circuit is given as (a) $T = 1.155\tau$ for $n = 0, 1, \cdots, 7$ and (b) $T/\sqrt{n}$ for $n = 0, 7, \cdots, 49$.

Moreover, the short-time behavior of the total circuit including the low-pass filters and the negative delay circuits is determined by the composite transfer function at high frequency ($\omega \to \infty$). The order of the low-pass filter $m$ should not be smaller than the number of the stages $n$ of the negative delay circuits. Otherwise, the total transfer function would diverge at $\omega \to \infty$, and the derivative of the rectangular pulse would appear at the output.

In order to verify the above discussion, we prepare a heavily band-limited signal from a rectangular pulse with the width of $\tau$ by using five 10th-order Bessel filters with the cut-off frequency of $1/\tau$. In a simple cascading scheme with fixed negative delay $T$, which is assumed to $T = 1.155\tau$, the output signals for various $n$ is obtained as shown in Fig. 3.9(a). It is confirmed that the increase in $n$ causes severe distortions of pulse shapes. On the other hand, by applying scaling law given by Eq. (3.31), or adjusting the negative delay per a circuit to be $T/\sqrt{n}$, we can avoid the heavy distortions as shown in Fig. 3.9(b). It is also clear that the temporal advancement can be larger than the pulse width of the input pulse.
3.6 Summary and discussion

We have demonstrated negative group delays in a simple electronic circuit. A considerably large negative delay (0.44 s) can easily be achieved. It is slow enough to be seen with the naked eye using LEDs or voltmeters. The negative delay amounts to 20% of the pulse width. In the light experiment, \( t_d - L/c \) is 62 ns and is only a few percent of the pulse width, 4 \( \mu \)s. This circuit model is useful for understanding the physics of superluminal propagation as well as negative group delays.

Here it should be noted that the group velocity has no direct connection with relativistic causality, and therefore it can exceed the speed of light \( c \) in a vacuum. The group velocity is defined just for band-limited signals and the input signals should be carefully prepared. On the other hand, the front velocity \( v_f \) (or the wavefront velocity) is constrained by causality and is equal to \( c \), namely, \( |v_f| = L/|t_f| = c \). This is the direct consequence of the fact that any media cannot respond to electromagnetic waves in the high frequency limit, i. e. \( k(\omega) \rightarrow \omega/c \) (\( \omega \rightarrow \infty \)). In lumped systems (\( L = 0 \)), the wavefront delay \( t_f \) must vanish. Actually all of the pulses in our system have their wavefronts at \( t = 0 \), the moment when the original rectangular pulse rises or the switch is turned on.
Chapter 4

Circuit simulation of slowing and storing light for baseband signal

In this chapter, we focus on extremely slow propagation of light and the storage of light, and we present a circuit model to simulate the phenomena for baseband signal. This circuit model is very clear and instructive, as in the case of superluminal propagation discussed in the previous chapter. We can set the time constant slow enough to observe the propagation as blinks of a series of light emitting diodes (LEDs) that monitor the output of each stage.

4.1 Slowing or storing light in atomic system

4.1.1 Control of group velocity with electromagnetically induced transparency

As described in the previous chapter, the group velocity crucially depends on the slope of the dispersion relations and subluminal group velocity \( v_g < c \) is realized in normal-dispersion regions \( \chi_1 > 0 \). Extremely slow propagation can be realized in a highly dispersive medium \( \chi_1 \gg 1 \), and has been realized by utilizing electromagnetically induced transparency (EIT) [71]. In this chapter, we deal with EIT effects qualitatively, omitting rigorous description, which is provided in the next chapter. The EIT effects are induced in the medium composed of three-level atoms as shown
in Fig. 4.1 (a). If a light called a probe light is tuned to an optical transition, it is absorbed in the medium. On the other hand, in the presence of another light called a control light, which is tuned to the other transition, the two light beams destructively interfere with each other through the common upper level, and the light absorption disappears. As shown in Fig. 4.1 (b), the real part of the electric susceptibility for the probe light, as well as the imaginary part, varies largely within a very narrow bandwidth called a “transparency window” where the absorption vanishes. As a result, the medium becomes highly dispersive $\chi_1 = d(\text{Re}[\chi])/d\omega \gg 1$, and the group velocity of the probe light becomes much smaller than $c$. Hau et al. successfully reduced group velocity to 17 m/s in a laser-cooled atomic gas [72].
They prepared a single shot pulse with a duration of 2.5 μs and a pulse length of 750 m in a vacuum, and fed it into the EIT medium. Because it had been slowed down, the pulse length was compressed into 43 μm in the medium.

The group velocity is proportional to the width of the transparency window $w$, which is determined by the intensity of the control light: the weaker the control light, the smaller the group velocity. However, the pulse cannot be slowed down unconditionally. The lower limit of the group velocity is given by the condition that the transparency window must be wider than the bandwidth of the probe pulse. If not, the pulse shape will be deformed by the absorption. This situation is often called the EIT condition.

This limitation can be overcome and storage of light is possible by dynamically changing the intensity of the control light when the probe pulse is traveling in an EIT medium [73, 74]. Procedures for the storage of light in the EIT medium are shown in Fig. 4.2, which consists of three phases: (a) slow-light phase; (b) storage phase; and (c) retrieval phase. At the first phase, the intensity of the control light is kept constant and the incident pulse is spatially compressed into the medium as shown in Fig. 4.2(a). After the entire probe pulse fits into the EIT medium, the control light is gradually reduced, and the probe pulse is slowed down without
changing its spatial profile. The pulse is stored in the medium when the control light is eventually turned off as shown in Fig. 4.2(b). During this storage process, the spectral width of the probe pulse is compressed and fitted in the transparency window, which narrows according to the dimming of control light. The stored pulse can be restarted by restoring the control light as shown in Fig. 4.2(c). The released pulse is identical to the original one, because the freezing and releasing processes are carried out coherently. Such characteristics of light pulses as amplitude, phase, and beam profile can be stored. Even the quantum state of light can be stored in the medium, so this method is promising for quantum memory.

4.1.2 EIT condition

For EIT media, $\chi(\omega)$ changes sharply within the EIT window, whose width is $w$. The slope of $\chi$ is estimated as $\chi_1 = d\chi/d\omega \sim \alpha/w$, where $\alpha$ is the variation of $\chi$ in the window. Normally $\alpha$ corresponds to the optical thickness of the medium and can be of the order of unity. Assuming $n \sim 1$, we have an estimation

$$v_g \sim \frac{2w}{\omega_0 c},$$

for the group velocity (3.13). Roughly speaking, $w$ is proportional to the square of Rabi frequency for the control light $\Omega_c$, which is proportional to the amplitude of the control light. The width $w$ can be effectively reduced to the atomic decoherence rate, which can be 100 kHz or even smaller. Therefore an extremely low velocity, $v_g \sim 10^{-9}c$, or virtual stopping, is possible.

The pulse spectrum must be contained within the EIT window. Namely, the spectral width $\Delta \omega$ of the envelope must satisfy the condition:

$$\Delta \omega < w.$$  (4.2)

This link between the group velocity and the bandwidth condition is a very important issue in slow light experiments. A similar restriction comes into play in the cases of superluminal or negative group velocities as described in the previous chapter [67, 68].
4.1 Slowing or storing light in atomic system

4.1.3 Change in spectral or spatial profile

If \( v_g \) is constant in time and space, it is easy to show that the solution of Eq. (3.12) is \( f(t - x/v_g) \). This means that the envelope propagates in the medium at group velocity \( v_g \), retaining its shape.

When \( v_g \) is a function of \( x \), the solution of Eq. (3.12) can be written as

\[
E(t, x) = \phi \left( t - \int_0^x \frac{dx'}{v_g(x')} \right),
\]

(4.3)

where \( E(t, 0) \equiv \phi(t) \) is the boundary condition at \( x = 0 \). The temporal profile of the pulse, or the spectrum, is conserved at any \( x \), while the spatial profile shrinks (stretches) at small (large) \( v_g(x) \), explaining why the pulse length is compressed when the light pulse is fed from the vacuum into the EIT medium.

Although the group velocity could be decreased further by reducing the width \( w \) of the transparency window, \( w \) must be wider than the bandwidth of the pulse, \( \Delta \omega \), which is constant regardless of \( v_g(x) \). Therefore, the spectral width \( \Delta \omega \) of the initial pulse establishes the lower limit of the velocity.

On the other hand, when \( v_g \) is a function of \( t \), the solution of Eq. (3.12) is given by

\[
E(t, x) = \psi \left( x - \int_0^t v_g(t')dt' \right),
\]

(4.4)

where \( E(0, x) \equiv \psi(x) \) is the initial condition at \( t = 0 \). In this case, the spatial profile of the pulse is identical at any time \( t \), but the temporal profile changes according to \( v_g(t) \). When \( v_g(t) \) decreases, the temporal profile, i.e. the pulse width, spreads out, compressing the frequency spectrum.

If the EIT condition is initially satisfied, it is fulfilled all the times no matter how much we diminish the velocity \( v_g \) or the transparency window \( w \), because the spectral width \( \Delta \omega \) is decreased accordingly. With this method, the stopping of light has been carried out.
4.2 Circuit model

4.2.1 All-pass filter

We will show how to simulate the pulse propagation described by Eq. (3.12) using an electronic circuit. First, we divide $x$ into uniform steps as $x = n\Delta x$ ($n$ is an integer). We discretize the second term of Eq. (3.12) as

$$v_g \frac{\partial E}{\partial x} \to \frac{1}{T}\{v_{n+1}(t) - v_n(t)\}, \quad (4.5)$$

where $T \equiv \Delta x/v_g$ and $v_n(t) \equiv E(n\Delta x, t)$. We approximate the first term of Eq. (3.12) as

$$\frac{\partial E}{\partial t} \to \frac{d}{dt}\left\{\frac{v_{n+1}(t) + v_n(t)}{2}\right\}. \quad (4.6)$$

Then the discretized version of Eq. (3.12) is obtained;

$$\frac{d}{dt}\left[\frac{v_{n+1}(t) + v_n(t)}{2}\right] + \frac{1}{T}[v_{n+1}(t) - v_n(t)] = 0. \quad (4.7)$$

After introducing the Fourier transform of $v_n(t)$,

$$V_n(\omega) = \int_{-\infty}^{\infty} v_n(t) e^{i\omega t} dt, \quad (4.8)$$

we have the difference equation

$$V_{n+1}(\omega) = H(\omega)V_n(\omega), \quad (4.9)$$

where

$$H(\omega) = \frac{1 + i\omega T/2}{1 - i\omega T/2} \quad (4.10)$$

is the transfer function.

The circuit illustrated in Fig. 4.3 has the transfer function given by Eq. (4.10). It is a well-known all-pass filter, which is used as a phase shifter [53]. The circuit provides a group delay $T$ for signals whose spectrum is limited within the bandwidth $1/T$ [68]. Replacing the medium with length $\Delta x$ by the circuit with $T = \Delta x/v_g$. 

Chapter 4 Circuit simulation of slowing and storing light for baseband signal
and cascading the circuits, we can simulate the envelope propagation described by Eq. (3.12).

The quantity $\nu_d \equiv 1/T$, which appears in Eq. (4.7), corresponds to the velocity $v_g$ in Eq. (3.12). Even though the dimension of $\nu_d$ is different from that of velocities, hereafter we call it a “velocity.” It is the number of stages passed by the pulse per unit time.

### 4.2.2 Spectrum conditions

The above discretization is valid when envelope $\mathcal{E}(x, t)$ is smooth enough that the changes of $\mathcal{E}(x, t)$ over $\Delta x$ can be ignored. From Eq. (4.7), the fractional change between $v_n(t)$ and $v_{n+1}(t)$ is estimated as

$$\left| \frac{v_{n+1}(t) - v_n(t)}{v_n(t)} \right| \simeq \frac{1}{\nu_d} \left| \frac{1}{v_n(t)} \frac{dv_n(t)}{dt} \right| < \frac{\Delta \omega}{\nu_d},$$

where we have assumed that $v_n(t) \simeq v_{n+1}(t)$ and $\Delta \omega$ is the bandwidth of $v_n(t)$. If the condition

$$\Delta \omega / \nu_d = \Delta \omega \cdot T \ll 1$$

is satisfied, the discretization is justified. This condition, $\Delta \omega \cdot T \ll 1$, coincides with the condition that each phase shifter works as an ideal group-delay circuit: $H(\omega) \sim \exp(i\omega T)$. Thus we have found that the spectrum of the input signals must be restricted within $\Delta \omega \ll \nu_d$, which corresponds to the EIT condition in the atomic system.
4.3 Experiment

4.3.1 Circuit parameters and input signal

The experimental setup is shown in Fig. 4.4, and the parameters of the delay circuit are shown in the inset. Forty delay circuits were cascaded. Each output is monitored with an LED. The delay time $T = 2RC$, or the speed $\nu_d = 1/T$, can be electronically changed with two analog switches (DG441) connected to the resistors. In Table 4.1 we show the relationship between the switch configurations and the constants ($R$, $T$, and $\nu_d$).

The arbitrary waveform generator (Tektronix: AFG320) provides Gaussian pulses to the input of the delay circuits. The waveform is given by

$$
 v_0(t) = \begin{cases} 
 0 & (t < 0, \quad t > 5 \text{ s}), \\
 V_0 e^{-4(t-t_s)^2/(\Delta \tau)^2} & (0 \leq t \leq 5 \text{ s}), 
\end{cases}
$$

where $V_0 = 1.0 \text{ V}$, $t_s = 2.5 \text{ s}$, and $\Delta \tau = 1.0 \text{ s}$. The frequency spectrum of $v_0(t)$ is limited within $\Delta \omega \sim 4/\Delta \tau = 4.0 \text{ Hz}$.

Figure 4.4: Schematic diagram of overall setup and circuit parameters.
### 4.3 Experiment

<table>
<thead>
<tr>
<th>SW1</th>
<th>SW2</th>
<th>$R$</th>
<th>$T(=2RC)$</th>
<th>$\nu_d(=1/T)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ON</td>
<td>ON</td>
<td>476 kΩ</td>
<td>0.078 s</td>
<td>13 /s</td>
</tr>
<tr>
<td>ON</td>
<td>OFF</td>
<td>909 kΩ</td>
<td>0.15 s</td>
<td>6.7 /s</td>
</tr>
<tr>
<td>OFF</td>
<td>OFF</td>
<td>10 MΩ</td>
<td>1.6 s</td>
<td>0.62 /s</td>
</tr>
</tbody>
</table>

#### 4.3.2 Constant speed propagation

Figure 4.5 shows the experimental result for $\nu_d = 13/s$. The Gaussian-shaped pulse propagates at the speed of 13 circuits per second with its shape unchanged. In this case, the spectrum condition, Eq. (4.12), is satisfied as $\Delta \omega / \nu_d \sim 0.31 < 1$, which guarantees that the pulse travels with little distortion. The pulse length is estimated to be $\Delta n = \nu_d \Delta \tau \sim 13$.

#### 4.3.3 Pulse length compression

In this section we consider a situation where the speed $\nu_d$ is dependent on the location $n$. We divide the cascaded circuits into two regions: $n < 25$ (Region I) and
Figure 4.6: Pulse length compression. Pulse which runs at $v_1 = 13/s$ in $n < 25$, slows down to $v_2 = 6.7/s$ in $n \geq 25$.

$n \geq 25$ (Region II). The velocity in each region is set as

$$
\nu_a(n) = \begin{cases} 
\nu_1 & \text{(Region I; \quad n < 25)} \\
\nu_2 & \text{(Region II; \quad 25 \leq n)}
\end{cases}
$$

This case corresponds to the light propagation experiment in which the pulse is fed from a vacuum (Region I) into the EIT medium (Region II).

Figure 4.6 shows the results when $\nu_1 = 13/s$ and $\nu_2 = 6.7/s (\sim \nu_1/2)$. At the boundary $n = 25$, the speed of the pulse propagation is almost cut in half. Note
that the pulse has to be continuously connected at the boundary, which is marked by the dashed line, because the output of the 24th circuit is connected to the input of the 25th circuit. Hence the pulse width $\Delta \tau$ in time domain remains unchanged for any location $n$, and the spectral width $\Delta \omega$ is also invariable. In the present case, for both of the regions, the spectrum conditions are satisfied as $\Delta \omega / \nu_1 = 0.31 < 1$ and $\Delta \omega / \nu_2 = 0.60 < 1$, and the Gaussian shape is almost maintained through the propagation. On the other hand, the pulse length $\Delta n$ in Region II is compressed into about half the length: $\Delta n_1 = \nu_1 \Delta \tau \sim 13$ in Region I and $\Delta n_2 = \nu_2 \Delta \tau \sim 6.7$ in Region II. This is because, after the leading part of the pulse reaches the boundary, the rear part travels faster in Region I than the leading part runs in Region II. As mentioned before, the same pulse compression occurs when the light pulse prepared in the vacuum is fed into the EIT medium.

Next we used the parameters $\nu_1 = 13 / s$ and $\nu_2 = 0.62 / s (\sim \nu_1/20)$. One might assume that the pulse will be slowed by $1/20$ and compressed spatially by $1/20$. But we obtained the results shown in Fig. 4.7. The shape of the pulse collapses completely in Region II, because the spectrum condition is violated in Region II ($\Delta \omega / \nu_2 = 6.4 > 1$). The spectrum condition sets the lower speed limit: $\Delta \omega = 4.0 / s$.

In experiments with slow light by means of EIT, similar spectrum conditions exist. If the spectrum of the light pulse is wider than the transparency window of
the EIT medium, the pulse shape is strongly modified due to the absorption.

### 4.3.4 Pulse storage

Here we deal with cases where the speed \( v_d \) is a function of time. For simplicity, we divide the time interval into three periods, and in each period the velocity is...
kept constant:

\[ \nu_d(t) = \begin{cases} 
\nu_1 & \text{(Period I; } t < 4\, \text{s)} \\
\nu_2 & \text{(Period II; } 4\, \text{s} \leq t < 7\, \text{s)} \\
\nu_3 & \text{(Period III; } 7\, \text{s} \leq t) 
\end{cases} \quad (4.15) \]

First we consider the case \( \nu_1 = 13/\text{s} \) and \( \nu_2 = \nu_3 = 6.7/\text{s} \). The results are shown in Fig. 4.8. At the end of Period I (\( t = 4\, \text{s} \)), most of the pulse has entered the circuits. It is then instantaneously slowed down from the leading edge to the rear edge. In this case, the boundary condition that assures the continuity of the wave at \( t = 4\, \text{s} \) is imposed. As a result, the pulse length \( \Delta n \) is unchanged, while the pulse width in time domain, \( \Delta \tau \), doubles after the switching. In other words, the frequency spectrum is compressed into half, and \( \Delta \omega \) is halved. This means that \( \Delta \omega/\nu_d \) remained constant (= 0.31). Spectral change is one of the typical phenomena in time-varying systems. This situation corresponds to a case where we change the group velocity while the entire pulse is in the EIT medium (\( 0 < n \leq 40 \)).

The violation of the spectrum condition, as discussed in the previous section, can be avoided by the strategy of changing \( \nu_d \) in time. It is possible to attain much slower propagation, or even to stop the pulse. We modified the time sequence so that \( \nu_1 = 13/\text{s} \), \( \nu_2 = 0.62/\text{s} \), and \( \nu_3 = 13/\text{s} \). The results are shown in Fig. 4.9. In Period II, the propagation of the pulse is almost frozen. The pulse is released at \( t = 7\, \text{s} \). As mentioned above, the spectrum conditions are always satisfied because \( \Delta \omega/\nu_d \) is conserved in any time. Hence the pulse can propagate or be frozen without changing its shape in a time-varying system.

In the EIT case, the change in group velocity is attributed to a dark-state polariton, which is a coupled mode of the electric field and the atomic coherence [74, 75]. The velocity of the polariton is determined by the mixing ratio, which depends on the control light intensity. The atom-like polariton runs slower, and the purely atomic polariton stays still. The pulse shape is imprinted in the spatial distribution of atomic coherence, and the storage time is limited by the relaxation time of the atomic coherence. In the circuit model, by adding a resistor \( R' \) in parallel with each capacitor we can simulate the effect of decoherence. In the stopping stage, the voltage of each capacitor decays exponentially due to the discharge through the
parallel resistor. The storage time is limited by the time constant $R'/(\tau C)$, which corresponds to the decoherence time in an EIT experiment.

### 4.4 Summary

We have introduced the electronic circuit that simulates slow light and stopped light. Most of the properties in the simulation are analogous to the light propagation in the EIT medium. However the mechanism of the velocity control is much simpler in the case of the circuit simulation: without knowing the details of EIT and dark-state polaritons, we can understand the physics of slow light and frozen light. In addition, simulations with circuits has an advantage because the parameters can be changed easily. We illustrate three cases: constant $v_g$, position-dependent velocities $v_g(x)$, and time-varying velocities $v_g(t)$. It would be interesting to consider a general case where velocity is a function of space and time, $v_g(x,t)$ (for example Ref. [76]). For cases where implementation with EIT methods is difficult, the circuit model may be feasible.

The present model deals with envelopes and can only describe one-way wave propagations. It cannot be used to reproduce such bidirectional phenomena as reflections and interference, where forward and backward waves must both be con-
sidered. But it does reproduce one of the most fundamental properties of waves: a disturbance propagates at a certain velocity, retaining its shape through a medium.
Chapter 5

Artificial atoms interacting with electromagnetic fields

In Chap. 2, we have shown the circuit models for closed quantum systems. The interaction among the quantum states is included, and total energy, which corresponds to the total population of quantum states, is always conserved. On the other hand, in quantum systems with open channels, the total population of relevant states is not necessarily conserved. The population transfer is often induced by external fields, and the field energy is absorbed or amplified. In this chapter, we introduce circuit analogies and metamaterial analogies to such open quantum systems including an atomic EIT system.

5.1 Classical model of two-level system interacting with external fields

5.1.1 Linear response of two-level atoms

The simplest example of quantum system interacting with open space is a two-level system interacting with external fields, such as atomic excitation by oscillating electric or magnetic field, spin precession by static magnetic field, and so on. In this section, we consider atomic transition between two levels by electric fields
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Figure 5.1: (a) Two-level system interacting with oscillating fields. (b) Circuit model.

$E = E_p \cos \omega t$ as shown in Fig. 5.1 (a). We suppose that a ground state $|1\rangle$ and an excited $|2\rangle$ state are connected with an electric dipole moment, whose operator is defined as $\hat{p}_p = p_2 |2\rangle \langle 1| + \text{H.c.}$ Assuming the origin of the energy is at the ground level $|1\rangle$ for simplicity, we can write the Hamiltonian of the system as

$$\hat{H} = -\hat{p}_p E_p \cos \omega t + \hbar \omega_2 |2\rangle \langle 2|,$$

(5.1)

where $E_p \cos \omega t$ is the electric field and $\omega_2$ is the transition frequency. For near-resonance case, where the detuning $\Delta \equiv \omega_2 - \omega$ is less than the linewidth $\gamma_2$, rotating-wave approximation can be applied, and we obtain

$$\hat{H} = -\frac{\hbar \Omega_p}{2} e^{-i\omega t} |2\rangle \langle 1| - \frac{\hbar \Omega_p^*}{2} e^{i\omega t} |1\rangle \langle 2| + \hbar \omega_2 |2\rangle \langle 2|,$$

(5.2)

with $\Omega_p \equiv p_2 E_p / \hbar$, which is called Rabi frequency [69]. If the state is given by $|\psi\rangle = C_1(t) |1\rangle + C_2(t) |2\rangle$, the Schrödinger equation yields

$$\frac{d}{dt} \begin{pmatrix} C_1 \\ C_2 \end{pmatrix} = -i \begin{pmatrix} 0 & -\frac{\Omega_p^*}{2} e^{i\omega t} \\ -\frac{\Omega_p}{2} e^{-i\omega t} & \omega_2 \end{pmatrix} \begin{pmatrix} C_1 \\ C_2 \end{pmatrix}.$$

(5.3)

The effect of the decay at $|2\rangle$ can be phenomenologically introduced as follows:

$$\frac{d}{dt} \begin{pmatrix} C_1 \\ C_2 \end{pmatrix} = -i \begin{pmatrix} 0 & -\frac{\Omega_p^*}{2} e^{i\omega t} \\ -\frac{\Omega_p}{2} e^{-i\omega t} & \omega_2 - i\frac{\gamma_2}{2} \end{pmatrix} \begin{pmatrix} C_1 \\ C_2 \end{pmatrix}.$$

(5.4)
Weak-field approximation  If the field is weak enough to satisfy $\Omega_p \ll \gamma$, it is fairly assumed that only the ground state $|1\rangle$ is occupied, i.e. $C_1(t) = 1$. Under this condition, Eq. (5.4) is reduced to
\[
\frac{dC_2}{dt} = -\left(i\omega_2 + \frac{\gamma}{2}\right)C_2 + i\frac{\Omega}{2} e^{-i\omega t}.
\] (5.5)
In a rotating frame defined as $\tilde{C}_2 = e^{i\omega t}C_2$, the above relation can be written as
\[
\frac{d\tilde{C}_2}{dt} = -\left(i\Delta + \frac{\gamma}{2}\right)\tilde{C}_2 + i\frac{\Omega}{2},
\] (5.6)
where $\Delta = \omega_2 - \omega$. The steady-state solution can be easily derived from $d\tilde{C}_2/dt = 0$ as
\[
\tilde{C}_2(t) = \frac{i\Omega}{2} \frac{1}{i\Delta + \frac{\gamma}{2}}, \quad C_2(t) = \frac{i\Omega}{2} \frac{1}{i\Delta + \frac{\gamma}{2}} e^{-i\omega t}.
\] (5.7)

Susceptibility of atomic media  The electric dipole moment per an atom is given by
\[
p_0 = \langle \psi | \hat{p}_p | \psi \rangle = p^*_p C_1^*(t)C_2(t) + c.c.
= \tilde{p}_p e^{-i\omega t} + c.c.
\] (5.8)
where
\[
\tilde{p}_p = \frac{i|p_p|^2}{2\hbar} \frac{E_p}{i\Delta + \frac{\gamma}{2}}.
\] (5.9)

If the medium is composed of the two-level atoms with the density of $N$, the total electric polarization is $p_pN$. The complex susceptibility $\chi$ is obtained from $\tilde{p}_pN = \epsilon_0 \chi E_p$, and the real part $\chi'$ and imaginary part $\chi''$ are derived from Eq. (5.7) as
\[
\chi' = \text{Re} \left[ \frac{i|p_p|^2 N}{2\epsilon_0 \hbar} \frac{1}{i\Delta + \frac{\gamma}{2}} \right] = \frac{|p_p|^2 N}{2\epsilon_0 \hbar} \frac{\Delta}{\Delta^2 + \left(\frac{\gamma}{2}\right)^2},
\] (5.10)
\[
\chi'' = \text{Im} \left[ \frac{i|p_p|^2 N}{2\epsilon_0 \hbar} \frac{1}{i\Delta + \frac{\gamma}{2}} \right] = \frac{|p|^2 N}{2\epsilon_0 \hbar} \frac{\gamma}{\Delta^2 + \left(\frac{\gamma}{2}\right)^2},
\] (5.11)

*Phase factor can be ignored because the origin of the energy level is at $|1\rangle$.
respectively. The dispersive profiles of $\chi'$ and $\chi''$ have been shown in Fig. 3.1 (a), and the absorption spectrum related with $\chi''$ shows a Lorentzian profile with the width of $\gamma_2$. During the derivation, we have assumed weak-field approximation $\Omega_p \ll \gamma_2$, ignoring saturation effects. Therefore the derived susceptibilities represent the linear response of the medium.

5.1.2 Circuit analogy of two-level system interacting with external fields

The differential equation (5.5) can be regarded as the equation of motions for a harmonic oscillator with the resonant frequency $\omega_2$ driven by external force rotating at $\omega$. The circuit analogy can be an $LC$ resonator driven by an external voltage source as shown in Fig. 5.1(b). The evolution of the $LC$ resonator is governed by

$$L \frac{d^2 i}{dt^2} + R \frac{di}{dt} + i \frac{d}{dt}(\tilde{v} \cos \omega t) = \frac{d}{dt} \left( \frac{\tilde{v} \cos \omega t}{\omega} \right).$$  (5.12)

If the amplitude $\tilde{v}$ of the external voltage source changes slowly enough to satisfy $|d\tilde{v}/dt| < \omega$, the current envelope $\tilde{i}$, which is defined through $i = \tilde{i} e^{-i\omega t} + c.c.$, also varies slowly. In terms of $\tilde{i}$ and $\tilde{v}$, the first and second terms in the left-hand side of Eq. (5.12) and the term in the right-hand side of Eq. (5.12) are rewritten as

$$L \frac{d^2 \tilde{i}}{dt^2} = L \frac{d^2 \tilde{\tilde{i}}}{dt^2} e^{-i\omega t} - 2i \omega L \frac{d\tilde{i}}{dt} e^{-i\omega t} - \omega^2 L e^{-i\omega t} + c.c.,$$  (5.13)

$$R \frac{d\tilde{i}}{dt} = R \frac{d\tilde{\tilde{i}}}{dt} e^{-i\omega t} - i \omega R e^{-i\omega t} + c.c.,$$  (5.14)

$$\frac{d}{dt}(\tilde{v} \cos \omega t) = \frac{d\tilde{v}}{dt} e^{-i\omega t} - i \omega \tilde{v} e^{-i\omega t} + c.c. $$ (5.15)

By applying slow varying envelope approximation, we can ignore the first terms in each of Eqs. (5.13), (5.14), and (5.15). Then, for the factors with $e^{-i\omega t}$, Eq. (5.12) is reduced to

$$\frac{d\tilde{\tilde{i}}}{dt} + i(\omega^2 - \omega^2) \frac{\tilde{i}}{2\omega} + \frac{R}{2L} \tilde{i} = \frac{\tilde{v}}{2L}. $$ (5.16)

For near-resonance condition, $\omega_2 + \omega \sim 2\omega$ can be used for the second term, and we obtain

$$\frac{d\tilde{i}}{dt} = - \left( i\Delta + \frac{R}{2L} \right) \frac{\tilde{i}}{2L} + \frac{\tilde{v}}{2L}, $$ (5.17)
Table 5.1: Correspondence between two-level system in driving field and $LC$ resonator driven by external voltage source.

<table>
<thead>
<tr>
<th>Driven two-level system</th>
<th>Driven $LC$ resonator</th>
</tr>
</thead>
<tbody>
<tr>
<td>transition frequency : $\omega_2$</td>
<td>resonant frequency : $1/\sqrt{LC}$</td>
</tr>
<tr>
<td>external field : $E_p \cos \omega t$</td>
<td>external voltage source : $\tilde{v} \cos \omega t$</td>
</tr>
<tr>
<td>population for $</td>
<td>2\rangle$ : $C_2$ (coherence between $</td>
</tr>
<tr>
<td>decay rate for $</td>
<td>2\rangle$ : $\gamma_2$</td>
</tr>
<tr>
<td>absorption : $\text{Im}[\chi]$</td>
<td>dissipated power : $\text{Re}[P_c]$</td>
</tr>
</tbody>
</table>

where we use the same definition $\Delta = \omega_2 - \omega$ as introduced in the previous section. Comparing Eqs. (5.6) and (5.17), we can find that the $LC$ resonator is described by the same differential equation as the quantum two-level system, by assuming $\gamma_2 = R/L$ and $\Omega_p = -i\tilde{v}/L$. The current in steady state can be easily obtained as

$$\tilde{i} = \frac{1}{i\Delta + \gamma_2/2L}. \quad (5.18)$$

Here, we introduce a complex power, which is given by

$$P_c = \tilde{v}^* \tilde{i} = \frac{|\tilde{v}|^2}{2L} \frac{1}{i\Delta + \gamma_2/2}. \quad (5.19)$$

The real part and imaginary part of $P_c$ is

$$P_r \equiv \text{Re}[P_c] = \frac{|\tilde{v}|^2}{2L} \frac{\gamma_2/2}{\Delta^2 + \left(\frac{\gamma_2}{2}\right)^2}, \quad P_i \equiv \text{Im}[P_c] = -\frac{|\tilde{v}|^2}{2L} \frac{\Delta}{\Delta^2 + \left(\frac{\gamma_2}{2}\right)^2}. \quad (5.20)$$

The real (imaginary) part of $P_c$ corresponds to the imaginary (real) part of the complex susceptibility. It is natural because the real part of $P_c$ represents the energy dissipation in the resistor and shows a Lorentzian profile with the width of $\gamma_2 = R/L$.

The correspondences between the quantum system for driven two-level atoms and its circuit model are summarized in Table 5.1.
5.1.3 Metamaterial analogy of two-level system

The constituents of the metamaterial that resonates at a specific frequency can be regarded as artificial atoms (meta-atoms) analogous to the two-level atoms, because the circuit models of the meta-atoms are well described by $LC$ resonators. There are various kinds of resonant meta-atoms, such as dipole resonators, cut-wire structures, and split ring resonators as shown in Figs. 5.2 (a)(b)(c), respectively. Here, we take a cut-wire structure as a typical example of metamaterials with electric dipole oscillation. As shown in Fig. 5.2 (d), the metallic parts and the gaps between the cut-wires can be regarded as inductors and capacitors, respectively. In the presence of electric field $E$ aligned along the cut-wire structure, electric charges $\pm q$ accumulated at both ends of the bar structure form an electric dipole $p = qd$, where $d$ represents the effective dipole length determined by the charge distribution. For oscillating field with the complex amplitude $\tilde{E}$, the same relation can be assumed as $\tilde{p} = \tilde{q}d$, where $\tilde{p}$ and $\tilde{q}$ are the complex amplitude of the electric dipole and the charges, respectively. From $i = dq/dt$, the complex amplitude of the current, $\tilde{i}$, is represented as

$$
\tilde{i} = -i\omega \tilde{q}.
$$

(5.21)

![Figure 5.2: Various meta-atoms (a) Dipole resonator. (b) Cut-wire structure. (c) Split ring resonator. (d) Circuit model for cut-wire structure.](image)
The voltage applied to each unit cell with the length of \( l \) can be roughly estimated as \( \hat{v} = \hat{E} l \). Hence, Eq. (5.18) gives

\[
\hat{p} = i \frac{ld}{2\omega L} \frac{1}{i\Delta + \frac{\gamma_2}{2}} \hat{E}.
\]  \hspace{1cm} (5.22)

For the meta-atom density of \( N \), we can obtain the electric susceptibility of the metamaterial as follows:

\[
\chi = \hat{p} N = i \frac{ldN}{\epsilon_0 \epsilon_0} \frac{1}{i\Delta + \frac{\gamma_2}{2}}.
\]  \hspace{1cm} (5.23)

The susceptibilities of two-level atoms and the metamaterial are the same except the coefficients, and it is plausible to identify the metamaterial composed of artificial atoms like cut-wires with the medium composed of two-level atoms.

5.2 Classical model of EIT

5.2.1 EIT effect with three-level atoms

In this section, we consider EIT effects in three-level atoms with two ground states, \(|1\rangle\) and \(|3\rangle\), and a common excited state \(|2\rangle\) as shown in Fig. 5.3. The dipole moment for \(|1\rangle \rightarrow |2\rangle\) and \(|3\rangle \rightarrow |2\rangle\) are defined as \( \hat{p}_p = p_p|2\rangle\langle 1| + \text{H.c.} \) and \( \hat{p}_c = p_c|2\rangle\langle 3| + \text{H.c.} \), respectively. We suppose that a probe field, \( E_p \cos \omega t \), induces the transition from \(|1\rangle\) to \(|2\rangle\) with a detuning \( \Delta (= \omega_2 - \omega) \), and the other field \( E_c \cos \omega_c t \), called control field, connects the transition between \(|3\rangle\) and \(|2\rangle\) with no detuning, \( \omega_c = \omega_2 - \omega_3 \). The Hamiltonian of the system is given by

\[
\hat{H} = -\hat{p}_p E_p \cos \omega t - \hat{p}_c E_c \cos \omega_c t + \hbar \omega_2 |2\rangle\langle 2| + \hbar \omega_3 |3\rangle\langle 3|.
\]  \hspace{1cm} (5.24)

For near-resonance case, rotating-wave approximation can be applied, and we obtain

\[
\hat{H} = -\frac{\hbar \Omega_p}{2} e^{-i\omega t} |2\rangle\langle 1| - \frac{\hbar \Omega_p^*}{2} e^{i\omega t} |1\rangle\langle 2| - \frac{\hbar \Omega_c}{2} e^{-i\omega_c t} |2\rangle\langle 3| - \frac{\hbar \Omega_c^*}{2} e^{i\omega_c t} |3\rangle\langle 2|
\]

\[
+ \hbar \omega_2 |2\rangle\langle 2| + \hbar \omega_3 |3\rangle\langle 3|.
\]  \hspace{1cm} (5.25)
where Rabi frequencies are defined as $\Omega_p \equiv p_p E_p/\hbar$ and $\Omega_c \equiv p_c E_c/\hbar$. If the state is given by $|\psi\rangle = C_1(t)|1\rangle + C_2(t)|2\rangle + C_3(t)|3\rangle$, the Schrödinger equation yields

$$\frac{d}{dt} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \end{pmatrix} = -i \begin{pmatrix} 0 & -\frac{\Omega_p^*}{2} e^{i\omega t} & 0 \\ \frac{\Omega_p}{2} e^{-i\omega t} & \omega_2 & -\frac{\Omega_c}{2} e^{-i\omega_c t} \\ 0 & -\frac{\Omega_c^*}{2} e^{i\omega_c t} & \omega_3 \end{pmatrix} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \end{pmatrix}.$$  \hspace{1cm} (5.26)

The effects of the decay at $|2\rangle$ and $|3\rangle$ can be phenomenologically introduced as follows:

$$\frac{d}{dt} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \end{pmatrix} = -i \begin{pmatrix} 0 & -\frac{\Omega_p^*}{2} e^{i\omega t} & 0 \\ \frac{\Omega_p}{2} e^{-i\omega t} & \omega_2 - i\gamma_2/2 & -\frac{\Omega_c}{2} e^{-i\omega_c t} \\ 0 & -\frac{\Omega_c^*}{2} e^{i\omega_c t} & \omega_3 - i\gamma_3/2 \end{pmatrix} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \end{pmatrix}.$$  \hspace{1cm} (5.27)

We can suppose that the decay rate at the excited state $|2\rangle$ is much larger than that at the ground state $|3\rangle$, i.e. $\gamma_2 \gg \gamma_3$.

**Weak-field approximation** If the probe field is weak enough to satisfy $\Omega_p \ll \gamma_2$, $\Omega_c$, we can assume $C_1(t) = 1$. Under this condition, Eq. (5.27) becomes

$$\frac{d}{dt} \begin{pmatrix} C_2 \\ C_3 \end{pmatrix} = - \begin{pmatrix} i\omega_2 + \gamma_2/2 & -i\frac{\Omega_c}{2} e^{-i\omega_c t} \\ -i\frac{\Omega_p}{2} e^{i\omega t} & i\omega_3 + \gamma_3/2 \end{pmatrix} \begin{pmatrix} C_2 \\ C_3 \end{pmatrix} + \frac{i}{2} \begin{pmatrix} \Omega_p e^{-i\omega t} \\ 0 \end{pmatrix}.$$  \hspace{1cm} (5.28)
In a rotating frame defined as $\tilde{C}_2 = e^{i\omega t} C_2$ and $\tilde{C}_3 = e^{i\omega t} e^{-i\omega c t} C_3$, the above relation can be written as

$$\frac{d}{dt} \begin{pmatrix} \tilde{C}_2 \\ \tilde{C}_3 \end{pmatrix} = - \begin{pmatrix} i\Delta + \frac{\gamma_2}{2} & -i\frac{\Omega_c}{2} \\ -i\frac{\Omega_c}{2} & i\Delta + \frac{\gamma_3}{2} \end{pmatrix} \begin{pmatrix} \tilde{C}_2 \\ \tilde{C}_3 \end{pmatrix} + \frac{i}{2} \begin{pmatrix} \Omega_p \\ 0 \end{pmatrix}. \tag{5.29}$$

The steady-state solution can be easily derived from $d\tilde{C}_2/dt = d\tilde{C}_3/dt = 0$ as

$$\tilde{C}_2 = \frac{i\Omega_p}{2} \frac{i\Delta + \frac{\gamma_3}{2}}{(i\Delta + \frac{\gamma_2}{2}) (i\Delta + \frac{\gamma_3}{2}) + \frac{\Omega_c^2}{4}}. \tag{5.30}$$

**Susceptibility of EIT media** As the same in Sec. 5.1.1, the complex susceptibility for the probe light is derived as

$$\chi = \frac{|p_p|^2 N}{2\varepsilon_0 \hbar} \frac{i\Delta + \frac{\gamma_3}{2}}{(i\Delta + \frac{\gamma_2}{2}) (i\Delta + \frac{\gamma_3}{2}) + \frac{\Omega_c^2}{4}}. \tag{5.31}$$

### 5.2.2 Circuit analogy of EIT effects

In 2002, Alzar *et al.* proposed a method to mimic EIT effects using coupled harmonic oscillators [77]. In this section, we deal with weakly coupled $LC$ resonators with the resonant frequency of $\omega_2 = 1/\sqrt{LC}$ as shown in Figs. 5.4 (a) or (b), which represent a magnetically-coupled resonator and an electrically-coupled resonator, respectively. For the time being, we consider the magnetically coupled resonator, which is almost the same as the electrically-coupled resonator. We suppose that the resonator directly driven by the external voltage oscillating at $\omega$ has a low quality (low-Q) factor while the other has a high quality (high-Q) factor, i.e. $R \gg r$. The circuit equation is given by

$$L \frac{d^2 i_1}{dt^2} + R \frac{di_1}{dt} + \frac{i_1}{C} + M \frac{d^2 i_2}{dt^2} = \frac{d}{dt}(\dot{v} \cos \omega t), \tag{5.32}$$

$$L \frac{d^2 i_2}{dt^2} + r \frac{di_2}{dt} + \frac{i_2}{C} + M \frac{d^2 i_1}{dt^2} = 0, \tag{5.33}$$

where $i_1$ and $i_2$ are currents in the low-Q resonator and high-Q resonator, respectively. Through the same procedure to derive Eq. (5.17) in Sec. 5.1.2, we obtain
Figure 5.4: Circuit model of atomic EIT system. (a) Magnetically-coupled resonator. (b) Electrically-coupled resonator.

\[
\frac{d}{dt}\begin{pmatrix} \tilde{i}_1 \\ \tilde{i}_2 \end{pmatrix} = - \begin{pmatrix} i\Delta + \frac{R}{2L} & -i\frac{\kappa \omega}{2} \\ -i\frac{\kappa \omega}{2} & i\Delta + \frac{r}{2L} \end{pmatrix} \begin{pmatrix} \tilde{i}_1 \\ \tilde{i}_2 \end{pmatrix} + \frac{1}{2} \begin{pmatrix} \tilde{v} \\ 0 \end{pmatrix},
\]
(5.34)

where the coupling coefficient and the detuning are introduced as \( \kappa = M/L \) and \( \Delta = \omega_2 - \omega \), respectively. In the derivation, we assume weak coupling limit \( \kappa \ll 1 \).

By comparing Eq. (5.29) with Eq. (5.34), it is obvious that the currents in the circuit model are governed by the same differential equation as that for quantum states in the atomic three-level system. Then the steady-state solution is derived as

\[
\tilde{i}_1 = \frac{\tilde{v}}{2L} \frac{i\Delta + \gamma_3/2}{\left(i\Delta + \frac{\gamma_2}{2}\right)\left(i\Delta + \frac{\gamma_3}{2}\right) + \left|\Omega_c/2\right|^2},
\]
(5.35)

by using \( \gamma_2 = R/L, \gamma_3 = r/L, \Omega_c = \kappa \omega \), and \( \Omega_p = -i\tilde{v}/L \).

The complex power for the current in the low-Q resonator is given as

\[
P_c = \tilde{v}^* \tilde{i}_1 = \frac{\left|\tilde{v}\right|^2}{2L} \frac{i\Delta + \gamma_3/2}{\left(i\Delta + \frac{\gamma_2}{2}\right)\left(i\Delta + \frac{\gamma_3}{2}\right) + \left|\Omega_c/2\right|^2}.
\]
(5.36)

The real part of \( P_c \) represents the dissipation and corresponds to the imaginary part of the susceptibility \( \chi \) expressed by Eq. (5.31) for atomic EIT medium. As a result,
the dissipation in the circuit is suppressed in a narrow spectral region. The width of the low-dissipation region is proportional to $\Omega_c^2 = \kappa^2 \omega^2$, and smaller coupling $\kappa$ results in narrower low-dissipation region.†

In the case of the electrically-coupled resonator as shown in Fig. 5.4(b), the circuit equation is given by

$$L \frac{d^2 i_1}{dt^2} + R \frac{di_1}{dt} + \frac{i_1}{C} + \frac{i_2}{C_M} = \frac{d}{dt}(\tilde{v} \cos \omega t), \quad (5.37)$$

$$L \frac{d^2 i_2}{dt^2} + r \frac{di_2}{dt} + \frac{i_2}{C} + \frac{i_1}{C_M} = 0, \quad (5.38)$$

where $1/C = 1/C_0 + 1/C_M$. Equation (5.34) is replaced with

$$\frac{d}{dt} \begin{pmatrix} i_1 \\ i_2 \end{pmatrix} = - \begin{pmatrix} i \Delta + \frac{R}{2L} & i \\ i & 2\omega C_M L \end{pmatrix} \begin{pmatrix} i_1 \\ i_2 \end{pmatrix} + \frac{1}{2} \begin{pmatrix} \tilde{v} \\ 0 \end{pmatrix}. \quad (5.39)$$

This expression has the same form as Eq. (5.34) except the coupling term. Hence, we redefine $\Omega_c = -1/\omega C_M L$, and the electrically-coupled resonator can be regarded as identical to the magnetically-coupled resonator.

Table 5.2: Correspondence between atomic EIT system and its circuit model

<table>
<thead>
<tr>
<th>Atomic EIT system</th>
<th>Coupled-resonator model</th>
</tr>
</thead>
<tbody>
<tr>
<td>transition frequency : $\omega_2$</td>
<td>resonant frequency : $1/\sqrt{LC}$</td>
</tr>
<tr>
<td>external field : $E_p \cos \omega t$</td>
<td>external voltage source : $\tilde{v} \cos \omega t$</td>
</tr>
<tr>
<td>population for $</td>
<td>2\rangle$ : $C_2$</td>
</tr>
<tr>
<td>(coherence between $</td>
<td>1\rangle$ and $</td>
</tr>
<tr>
<td>population for $</td>
<td>3\rangle$ : $C_3$</td>
</tr>
<tr>
<td>(coherence between $</td>
<td>1\rangle$ and $</td>
</tr>
<tr>
<td>decay rate for $</td>
<td>2\rangle$ : $\gamma_2$</td>
</tr>
<tr>
<td>decay rate for $</td>
<td>3\rangle$ : $\gamma_3$</td>
</tr>
<tr>
<td>Rabi frequency by control light : $\Omega_c$</td>
<td>coupling of the resonators: $\kappa \omega$ or $1/\omega C_M L$</td>
</tr>
<tr>
<td>absorption of probe light : $\text{Im}[\chi]$</td>
<td>dissipated power: $\text{Re}[P_c]$</td>
</tr>
</tbody>
</table>

†$\Omega_c = \kappa \omega$ is obviously frequency dependent, though it can be considered nearly constant $\kappa \omega_2$ in the weak coupling limit $\kappa \ll 1$. 
The correspondences between the quantum EIT system and its circuit model are summarized in Table 5.2.

5.2.3 Metamaterial analogy of EIT effects

The EIT effects can be realized with metamaterials composed of meta-atoms that are described by the circuit model provided in the previous section. In the circuit model, two resonators with different quality factors are coupled and only the resonator with low-Q factor is excited. On the other hand, the metamaterial to realize the EIT effects, called an EIT metamaterial, consists of meta-atoms with two resonant structures, or two resonant modes, with different quality factors, and only the resonator with low-Q factor is excited by external electromagnetic waves. In the presence of the coupling between the two resonators, which we refer to as EIT coupling, the EIT effects including narrow-band transparency and slow-light propagation are realized.

Before showing realistic structures of the EIT metamaterials, we provide an overview of the EIT effects in metamaterials with a concept model shown in Fig. 5.5 (a). The left (right) circle corresponds to the a low-Q (high-Q) resonator, and the antenna symbolically represents the function of receiving external electromagnetic waves. It should be noted that the high-Q resonator cannot be directly excited by the external fields. The resonant mode with the low-Q factor is called “radiative

![Figure 5.5: (a) Concept model of EIT metamaterial. (b) Coupling is turned off. (c) Coupling is turned on.](image-url)
mode” and one with the high-Q factor is called “trapped mode.” Without the EIT coupling as shown in Fig. 5.5 (b), the energy in the radiative mode excited by the external fields is rapidly consumed due to high dissipation in the low-Q resonator, and, consequently, the propagating waves are absorbed in the metamaterial. On the other hand, in the presence of the EIT coupling as shown in Fig. 5.5 (c), the metamaterial is rendered transparent, because the energy received through the radiative mode is transferred into the trapped mode with low losses via the EIT coupling. In addition to the transparency, the propagation is slowed down in the metamaterial owing to the temporal storage in the trapped mode.

In actual EIT metamaterials, electric dipole resonance is often used as a radiative mode [28, 40, 78–97], because electric dipole oscillation effectively interacts with far field or propagating waves. In other words, the stored energy in the resonant mode is quickly released into propagating waves, and the quality factor as a resonator is relatively low due to the radiation dissipation. On the other hand, lower dissipative resonance such as magnetic dipole resonance and electric quadrupole resonance can be used for a trapped mode. As a typical example of the EIT metamaterials, the proposal by Zhang’s group [79] is shown in Fig. 5.6. Their EIT metamaterial is comprised of two elements: a dipole antenna shown in Fig. 5.6(a) and a pair of stripes shown in Fig. 5.6(b). The polarization of incident EM field is also shown at the left-hand side of Fig. 5.6(a). As shown in Fig. 5.6(a), electric dipole resonance in the dipole antenna is induced by oscillating electric fields, when the half of the wavelength is adjusted around the length of the antenna. Hence, this resonance

![Figure 5.6: (a) Dipole antenna. (b) Pair of strips. (c) Composite structure.](image-url)
serves as a radiative mode. On the other hand, the pair of stripes has an electric quadrupole resonance mode as shown in Fig. 5.6(b) and serves as a trapped mode. It should be noted that the incident EM field does not directly excite the quadrupole resonance in long wavelength limit. The resonance frequencies for the radiative mode and the trapped mode are tuned to be the same by adjusting the dimensions of the structure. In order to observe EIT effects, the radiative mode and the trapped mode are coupled with each other by placing two structures closely as shown in Fig. 5.6(c).

The circuit model of a “meta-atom” for the metamaterial is expressed by the electrically-coupled resonators as shown in Fig. 5.3(b), and the current \( \tilde{i}_1 \) in the dipole antenna can be expressed by Eq. (5.35). As described in Sec. 5.1.3, the dipole moment \( \tilde{p} \) is proportional to the current \( \tilde{i}_1 \) in the dipole antenna, and the resulting susceptibility of the metamaterial with the meta-atom density of \( N \) becomes

\[
\chi = \frac{i d N}{\epsilon_0 \omega} \frac{\tilde{i}_1}{\hat{v}} = \frac{i d N}{2 \epsilon_0 \omega L} \left( i \Delta + \frac{\gamma_2}{2} \right) \left( i \Delta + \frac{\gamma_3}{2} \right) + \left| \Omega_c \right|^2, \tag{5.40}
\]

where \( \gamma_2 \) and \( \gamma_3 \) can be interpreted as the dissipation in the radiative mode and the trapped mode, respectively. As a result, the above expression is written in the same form as the susceptibility of atomic EIT medium given by Eq. (5.31). This fact means that the EIT metamaterial responds to EM fields in completely the same way as the atomic EIT medium. It is possible to control the coupling strength \( \Omega_c \) by changing the distance \( w \) between the two structures instead of changing the intensity of the control light for the atomic EIT medium.
Chapter 6

Storage of electromagnetic waves in metamaterial

In the previous chapter, we have dealt with the metamaterial that mimics atomic EIT effects and shown that the metamaterial responds to classical EM waves in the same fashion as the atomic EIT medium. Various types of EIT metamaterials have been proposed, and the narrow-band transparency and slow propagation of EM waves have been experimentally demonstrated in microwave [78, 80, 86], terahertz [81, 89–91], and optical regions [28, 83, 87]. The sharp transparency can be used for accurate sensing [82] and selective excitation of highly-localized plasmonic modes [92]. However, storage of EM waves in EIT metamaterials has not been reported yet, though the storage of light in atomic EIT medium has been one of the most promising technologies as the applications of the EIT effects. In order to realize the storage of EM waves in the EIT metamaterials, it is necessary to dynamically switch the EIT effects in the same way as the case of the atomic EIT, which has been discussed in Sec. 4.1.1. In other words, the coupling strength between the radiative mode and the trapped mode of the EIT metamaterial has to be modulated instead of the intensity of the control light in atomic EIT system. Semi-static modulation of the EIT effects has been demonstrated [85, 93–95, 97], but the fast modulation, which is required for the storage of EM waves, has not been reported. In order to implement property-controllable metamaterials, which are referred to as tunable metamaterials [98], the constituents include tunable elements or material:
variable capacitors called varactor diodes [99–102] or transistors [103]; superconductor [104, 105]; photodiodes and light emitting diodes [106, 107]; photoexcitation in semiconductor [8, 95, 97, 108]; vanadium dioxide [109]; carbon nanotube [110] or graphen [111]; liquid crystal [112]; elastic material [113, 114]; plasma gas [115, 116]; micro electro mechanical systems (MEMS) [117–119] and so on. In this chapter, we propose an EIT metamaterial whose properties can be controlled by bias voltage applied to varactor diodes. We discuss the structure and the operating principle of the tunable EIT metamaterial, introducing its circuit model and numerical simulation. Then, we will show experimental demonstration of EM-wave storage in microwave region [120].

6.1 Tunable EIT metamaterial

6.1.1 Structure and operating principle

Figure 6.1(a) illustrates the unit cell of a tunable EIT metamaterial we propose. It is assumed that the capacitances of two capacitors denoted by $C_1$ and $C_2$ can be controlled and external fields have the polarization as denoted at the left-hand side of the diagram. For the case of $C_1 = C_2$, the currents in the structure form two eigenmodes as shown in Fig. 6.1(b) and (c), which are characterized by the relative phase of the currents flowing in the two capacitors as expressed by $i_1$ and $i_2$. The

![Figure 6.1: (a) Unit cell of tunable EIT metamaterial. (b) Radiative mode. (c) Trapped mode. (d) Circuit model.](image)
symmetric current as shown in Fig. 6.1(b) forms electric dipole oscillation, which is excited by the external field and is highly radiative. On the other hand, the anti-symmetric current as shown in Fig. 6.1(c) forms loop current, or magnetic dipole oscillation, which is less radiative and is uncoupled to the external field. The former mode could be a radiative mode and the latter mode could be a trapped mode. We suppose that the resonant frequencies for these two modes are adjusted to be identical. It should be noted that the case of $C_1 = C_2$ shows no EIT effect because the two modes are eigenmode and are decoupled. By destroying the symmetry, i.e. $C_1 \neq C_2$, these two modes are coupled and EIT effects can be expected. The degree of the asymmetry determines the coupling strength and the width of the transparency window. The design of our EIT metamaterial is based on the EIT metamaterials with broken structural symmetry [78, 88, 90], and dynamical control of the structural symmetry with variable capacitors contributes to dynamical modulation of the EIT effects.

### 6.1.2 Circuit model

In the previous section, qualitative explanation was provided. Here we introduce a circuit model as shown in Fig. 6.1(d) to analyze our EIT metamaterial more precisely. The inductance $L'$, $2L_0$, and the capacitance $C'$ correspond to the metal inductance except the loop, the loop inductance, and the capacitance between neighboring cells, respectively. It is easy to obtain the circuit equations for $i_1$ and $i_2$ as follows:

\[
L' \frac{d^2(i_1 + i_2)}{dt^2} + \frac{i_1 + i_2}{C'} + L_0 \frac{d^2i_1}{dt^2} + \frac{i_1}{C_1} = \frac{d}{dt}(\tilde{v} \cos \omega t), \tag{6.1}
\]

\[
L' \frac{d^2(i_1 + i_2)}{dt^2} + \frac{i_1 + i_2}{C'} + L_0 \frac{d^2i_2}{dt^2} + \frac{i_2}{C_2} = \frac{d}{dt}(\tilde{v} \cos \omega t). \tag{6.2}
\]

Here, we rewrite the above equations with another variables $i_\pm = i_1 \pm i_2$ as

\[
L \frac{d^2i_+}{dt^2} + \frac{i_+}{C_+} + \frac{i_-}{\Delta C} = \frac{d}{dt}(2\tilde{v} \cos \omega t), \tag{6.3}
\]

\[
L_0 \frac{d^2i_-}{dt^2} + \frac{i_-}{C_-} + \frac{i_+}{\Delta C} = 0, \tag{6.4}
\]
where we define $L = 2L' + L_0$ and

$$\frac{1}{C_+} = \frac{2}{C'} + \frac{1}{2C_1} + \frac{1}{2C_2}, \quad \frac{1}{C_-} = \frac{1}{2C_1} + \frac{1}{2C_2}, \quad \frac{1}{\Delta C} = \frac{1}{2C_1} - \frac{1}{2C_2}. \quad (6.5)$$

If $C_1 = C_2$, $i_+$ and $i_-$ form eigenmodes with resonant frequency of $\omega_+ = 1/\sqrt{C_+ L}$ and $\omega_- = 1/\sqrt{C_- L_0}$. The former forms electric dipole resonance with high radiation loss and the latter forms loop current or magnetic dipole resonance with lower loss. Taking the radiation losses into account, we modify Eqs. (6.3) and (6.4) as

$$L \frac{d^2i_+}{dt^2} + R \frac{di_+}{dt} + \frac{i_+}{C_+} + \frac{i_-}{\Delta C} = \frac{1}{dt} (2\tilde{v} \cos \omega t), \quad (6.6)$$

$$L_0 \frac{d^2i_-}{dt^2} + r \frac{di_-}{dt} + \frac{i_-}{C_-} + \frac{i_+}{\Delta C} = 0. \quad (6.7)$$

These equations are expressed in the same form as Eqs. (5.37) and (5.38). We suppose $\omega_+ = \omega_-$, which can be realized by tuning the dimensions of the structure and the value of the capacitances. By using the same procedure to obtain Eq. (5.35), we obtain the steady-state solution in the same form as Eq. (5.35) as follows:

$$\tilde{i}_+ = \frac{\tilde{v}}{L} \left( \frac{i\Delta + \gamma_3}{2} \right) \left( \frac{i\Delta + \frac{\gamma_2}{2}}{2} \right) \left( \frac{i\Delta + \frac{\gamma_3}{2}}{2} \right) + \left| \frac{\Omega_c}{2} \right|^2, \quad (6.8)$$

where $\gamma_2 = R/(2L)$, $\gamma_3 = r/(2L_0)$ and the coupling $\Omega_c$ is redefined as

$$\Omega_c^2 = \frac{1}{\omega^2 (\Delta C)^2 L L_0}. \quad (6.9)$$

We assume that the structures shown in Fig. 6.1(a) are homogeneously distributed in space with the density of $N$. Only the in-phase current $i_+$ creates the electric dipole moment, and the electrical susceptibility is

$$\chi = i \frac{ldN}{\epsilon_0 \omega L} \left( \frac{i\Delta + \frac{\gamma_2}{2}}{2} \right) \left( \frac{i\Delta + \frac{\gamma_3}{2}}{2} \right) + \left| \frac{\Omega_c}{2} \right|^2, \quad (6.10)$$

which can be obtained in the same way of the derivation of Eq. (5.40). For symmetric case $C_1 = C_2$, which means $1/(\Delta C) = 0$ from the definition (6.5), the coupling strength is $\Omega_c = 0$ and no EIT effect is observed. For asymmetric case $C_1 \neq C_2$, the coupling strength $\Omega_c$ becomes finite and the EIT effect can be expected. The larger the degree of the asymmetry, the wider the transparent window. These facts are consistent with the qualitative explanation discussed in the previous section.
6.2 Simulation of transmission spectra

Figure 6.2(a) shows a unit cell of our metamaterial, which is made of metal. Two variable capacitors, $C_1$ and $C_2$, are introduced at two gaps in the center loop to dynamically control the EIT properties. We calculate the transmission properties of the metamaterial using an electromagnetic simulator (CST MW STUDIO) for various pairs of values for $C_1$ and $C_2$. In the simulation, periodic boundary conditions are imposed for the unit cell with a size of 120 mm $\times$ 25 mm as shown in Figs 6.2(b) to simulate an infinite array of the unit structures. The incident waves are vertically polarized. The thickness and permittivity of the substrate is assumed to be 0.8 mm and 3.3.

The calculated transmission spectra are shown in Fig. 6.3(a) for $C_1 = C_2 = 2.1$ pF (bottom), $C_1 = 1.91$ pF, $C_2 = 2.33$ pF (middle), and $C_1 = 1.75$ pF, $C_2 = 2.63$ pF (top). For $C_1 = C_2$, the transmission is depressed over a broad spectrum. At the center of the depression, a resonant current is induced on the metal, as shown in Fig. 6.3(b). This mode forms an electric dipole oscillation, and can be regarded as a radiative mode. On the other hand, for $C_1 \neq C_2$, sharp transparent regions appear in the broad resonant line. At the transmission peak, a resonant loop current is induced, as shown in Fig. 6.3(c), and this can be regarded as a trapped mode, which has a much higher quality factor than the radiative mode and is decoupled from incident wave. (The structure is designed so that the resonant frequencies of the two modes coincide.) The electromagnetic energy received in the

![Figure 6.2](image)

Figure 6.2: (a) Unit structure and its dimensions. (b) Simulation setup.
radiative mode is transferred into the trapped mode through a coupling, which is provided by breaking the symmetry of the metamaterial. As a result, dissipation is suppressed and the metamaterial is rendered transparent. The increase in the degree of asymmetry results in the broadening of the transparent window, as is clearly shown in the middle and top panels of Fig. 6.3(a). It is possible to control the width of the transparent window $\Delta \omega$ without changing the center of the window. This is accomplished by keeping the composite capacitance in the loop, $C_L = C_1C_2/(C_1 + C_2)$, constant. The minimum of $\Delta \omega$ is limited by the linewidth of an isolated trapped mode, which is determined by the radiation loss of the loop current and Ohmic loss in the capacitors. The transparency peak is deteriorated by the loss in the trapped mode.

### 6.3 Experimental demonstration

In this section, we first describe the fabrication of the tunable EIT metamaterial and experimental setup. Next, the semi-static characteristics obtained from the
experiment is shown. Finally, we demonstrate the storage of EM waves in the EIT metamaterial by dynamically modulating the EIT properties.

### 6.3.1 Fabrication of metamaterial and experimental setup

#### Design of the metamaterial

To experimentally demonstrate the EIT effects in the microwave region, we fabricated the proposed structures using a copper film on a dielectric substrate with dimensions \((W \times H \times D) = (120 \text{ mm} \times 25 \text{ mm} \times 0.8 \text{ mm})\) and a permittivity of 3.3. The photographs are shown in Fig. 6.4(a) and (b). In one side of the loop, we introduced a varactor diode (Infineon BBY52-02W), whose capacitance \(C_1\) is a function of the applied bias voltage \(V\). The bias voltage was fed through 180-nH inductors, which were introduced to pass only the bias voltage and to isolate the structure from the bias circuitry for signals at the operating frequency of the metamaterial of over 1 GHz. Ohmic loss in the varactor diode, which is not negligible, degrades the quality factor of the trapped mode. Therefore, we used a normal capacitor \((C_2 = 1.2 \text{ pF})\) with low Ohmic loss at the other side. In this situation, unlike a simulation in which \(C_L\) is kept constant, the center and width of the transparent window are expected to change with \(C_1(V)\).

![Figure 6.4: Photographs of (a) the unit structure and (b) its enlarged view. (c) Waveguide structure and its dimensions.](image)
Waveguide

For measurements, we used a waveguide called a stripline TEM-cell as shown in Fig. 6.4(c) [121, 122]. The waveguide supports a TEM mode propagating. The tapered structures ensure that the wave impedance is maintained at 50Ω along the waveguide and the tips of the top plate are connected to the input and output ports, which have SMA connectors. Figure 6.5 shows the experimental results of the transmission spectrum with asterisks. The simulation results conducted with CST MW STUDIO are also displayed with a solid line. Around an operating frequency $\sim 1.5$ GHz, the waveguide exhibits high transmission around $-2$ dB. We also simulate electric fields at the center of the waveguide for three frequencies, 1.5 GHz, 3.0 GHz, and 6.0 GHz as shown in Figure 6.6. It is confirmed that the electric fields are almost uniformly distributed under the top plate in lower frequency region $< 3.0$ GHz. Thus we can expect that each element of the metamaterial interacts with nearly uniform TEM waves around the operating frequency.

Three layers of the metamaterial, each of which contained a single structure, were prepared. We placed these layers in the waveguide with a separation of 7 cm, which was sufficient to avoid undesired coupling between the layers.

![Figure 6.5: Transmission spectrum of waveguide.](image)


6.3 Experimental demonstration

Figure 6.6: Electric field distributions at the center of the waveguide for (a) 1.5 GHz, (b) 3.0 GHz, (c) 6.0 GHz

6.3.2 Semi-static characteristics

Transmission spectra

The results of these transmission measurements for various $V$ are shown in Fig. 6.7(a). For $V = -3.6$ V, a broad depression in the transmission is observed. This indicates that the elements of the metamaterial are symmetric, i.e., $C_1(V) \approx C_2 = 1.2$ pF, which agrees with the value in the varactor diode data sheet. By breaking the symmetry, we can observe transparent windows. When increasing $C_1(V)$ by reducing $|V|$, the asymmetry of the structure is enhanced, and the transparent window becomes wider. The transmission peaks shift to a lower frequency because they correspond to the resonant frequencies of the trapped modes,
Figure 6.7: (a) Transmission spectra of EIT metamaterial for $V = 0, -0.4, -0.8, -1.2, -2.0, -3.6$ V. (b) Experimental setup for measurement of group delay. (c) Group delays for $V = 0, -0.4, -0.8$ V. (d) Relations of group delays and transmission peaks.

which are determined by the loop capacitance $C_L$. This is the difference from the simulation results where both capacitances are changed with keeping $C_L$ constant.
6.3 Experimental demonstration

Group delays

We also estimate the group delay of the three-layered metamaterial by measuring the transit time of pulses. Figure 6.7(b) is the brief diagram of an experimental setup, which is also used for other experiments with some modifications. A signal generator (Agilent N5183A) and a RF switch (Mini circuit 2FSWA-2-46) controlled by a function generator were used to prepare a band-limited pulse. The carrier frequency of the pulse was tuned to a transparent peak for each bias voltage. The signal passing through a high pass filter (HPF) and an isolator was sent to the waveguide, in which the three-layered metamaterial was placed. The output signal passed through an attenuator and a HPF to reduce reflections, and was introduced to the envelope detection system composed of a RF amplifier (Mini circuit 2RL-2150+), a diode detector for rectification (Agilent 8474B), and a DC amplifier (FEMTO HVA-200M-40-B). The produced envelope signal was acquired by an oscilloscope. The bias voltage applied to each element of the metamaterial was fed by a DC voltage source.

Figure 6.7(c) shows observed envelope signals transmitted through the metamaterial with the bias voltages of $V = 0, -0.4\,\text{V}, -0.8\,\text{V}$. For comparison, the output signal in the absence of the metamaterial is also displayed. We can confirm that each signal passing through the metamaterial is delayed with maintaining the shape of the pulse depending on the bias voltage.

The graph in Fig. 6.7(d) represents the group delays and transmissions at the center of transparency windows. From $V = 0$ to $V = -0.9\,\text{V}$, the group delay increases with $|V|$. This is because the transparent window becomes sharper for larger $|V|$ and the group velocity in the metamaterial becomes slower. For $V < -0.9\,\text{V}$, transparent windows are corrupted, and the group delay is decreased.

6.3.3 Dynamic modulation of EIT property

Next, we demonstrate the modulation of continuous waves by varying $V$ with time to confirm the dynamic control of the EIT effect and to identify the timing and transient time of the modulation. The experimental setup is almost the same as Fig. 6.7(b) for the delay measurement discussed in the previous section. In this
experiment, we replaced the DC voltage source with a pulse generator (Stanford Research Systems DG645). By using the pulse generator, we applied negative rectangular pulses with an amplitude of 3.2 V, an offset of –0.4 V, and a width of \( \tau = 10 \text{ ns} \), at the same time for all of the varactors. With this setting, the transmission property of the metamaterial switches from the second lowest spectrum \( (V = –0.4 \text{ V}) \) to the top spectrum \( (V = –3.6 \text{ V}) \) in Fig. 6.7(a). The signal generator fed continuous waves at 1.440 GHz, which corresponds to the transmission peak for \( V = –0.4 \text{ V} \), into the waveguide containing the three-layered metamaterial.* We recorded the power of the waves transmitted through the waveguide by monitoring the envelope signals.

Figure 6.8 shows transmitted microwave power under the modulation of the metamaterial. The origin for time \( t \) is set to the moment when the signal starts to decrease. For \( t < 0 \), the bias is \( V = –0.4 \text{ V} \), and the incident waves can travel through the metamaterial because of the EIT effect. After some transient time of around 4 ns from \( t = 0 \), almost all of the energy is blocked by the metamaterial, because the EIT effect disappears for \( V = –3.6 \text{ V} \). At \( t = \tau + t_T \), where \( t_T (\sim 3 \text{ ns}) \) is the transient time for a transparent window to emerge through the discharge of the varactor diode, the transmission starts to recover. In Fig. 6.8, the state denoted “EIT on” (“EIT off”) corresponds to the state in which the trapped mode and the radiative mode are coupled (decoupled).

*In this experiment, the switch was kept turned on.
6.3.4 Storage of EM waves

Procedures

In the Sec. 4.1.1, we introduced the procedures for light storage in atomic EIT media using Fig. 4.2. Even in the EIT metamaterial, the dynamic switching between EIT on and EIT off states enables the storage of electromagnetic waves. We explain the procedures of EM storage in the EIT metamaterial, using the concept model of the EIT metamaterial as shown Fig. 6.9. First, the metamaterial is prepared in an EIT on state, in which the radiative and trapped modes are coupled. If the spectrum of the incident pulse is in the transparent window, the pulse transmits through the metamaterial with the transit time or group delay. The delay corresponds to

![Figure 6.9: Procedures for EM storage.](image)
the time period when the electromagnetic energy received in the radiative mode is transferred into the trapped mode and returns to the radiative mode through coupling. If during the propagation the metamaterial is changed into an EIT off state, where the two resonant modes are decoupled, some of the energy is captured in the trapped mode. Then, this energy is released by returning the metamaterial to an EIT on state to reintroduce the coupling.

**Experimental demonstration of EM storage**

Before the demonstration of pulse storage, we measured the transmission of a pulse through the metamaterial in an EIT on state to estimate the delay of the pulse due to slow propagation in the metamaterial. We prepared a 35-ns pulse with a carrier frequency of 1.440 GHz. The dotted line and the solid line in Fig. 6.10(a) represent the power of the pulse transmitted through the waveguide without and
with the metamaterial, respectively, for \( V = -0.4 \text{ V} \). Compared with the original pulse, a fraction of the transmitted pulse is delayed by 3 to 4 ns, which corresponds to the transit time for some components of the input pulse within the transparent window. (The component outside of the transparent window is blocked by the metamaterial.) In other words, the power in the gray region is temporally stored in the trapped modes. The energy in the gray region can be captured in the trapped modes by switching the metamaterial from the EIT on state to the EIT off state when the input pulse is turned off.

To demonstrate the storage and retrieval of EM waves, we modulated the bias voltage with a width of \( \tau = 10 \text{ ns} \) in the same way as in Fig. 6.8 for an input microwave pulse represented by the dotted line in Fig. 6.10(a), which is redisplayed as a dotted line in Fig. 6.10(b). In order to hold the energy corresponding to the gray region in Fig. 6.10(a), we adjusted the timing so that the original pulse is turned off at \( t = 0 \). Figure 6.10(b) shows the transmitted power as a solid line. In comparison with the unmodulated case shown in Fig. 6.10(a), the delayed component (the gray region) is not observed because the energy is captured in the trapped modes, which are decoupled from the radiative modes in the EIT off state. The stored energy starts to be radiated from the radiative mode, when the coupling

![Figure 6.11: (a) Retrieved pulses for various \( \tau \). (b) Pulse heights of the retrieved pulses as a function of storage time \( \tau \).](image)
between the trapped modes and the radiative modes is restored and the transparent window begins to open. By comparing the height of the retrieved pulse at $t = 15\text{ ns}$ with the height of the original pulse, the efficiency of retrieval is estimated to be about 10%.

Figure 6.11(a) shows the magnified waveforms of retrieved pulses for various $\tau$. The magnitudes of the retrieved pulses are reduced with increasing $\tau$, because the stored energy decays in the trapped mode during the EIT off state. Figure 6.11(b) shows the heights of the retrieved pulses as a function of the storage time $\tau$. The height of the retrieved pulses decays exponentially with a time constant of $6.3\text{ ns}$, which corresponds to the lifetime of the trapped mode.

**Coherence of retrieved waves**

We compare retrieved pulses propagating in the backward and forward directions for $n$-layered metamaterials ($n = 1, 2, 3$) by measuring the waveforms of the reflected and transmitted waves. Figure 6.12 shows retrieved pulses for forward (backward) waves on the left (right) side. For $n = 1$, we observe almost the same amplitudes of

![Figure 6.12: Retrieved pulses propagating forward (left) and backward (right) for various $n$.](image-url)

retrieved signals propagating in opposite directions because the energy is radiated from a single emitter. With increasing \( n \), the retrieved pulses become stronger for forward propagation but diminish for backward propagation. This indicates that the oscillation in each trapped mode during the storage process “inherits” the relative phase of the oscillating electric field of the incident waves at each location, and the retrieved pulse reproduces the phase distributions of the incident waves.

6.3.5 Discussions

In this chapter, we have presented a method of dynamically modulating the properties of a varactor-loaded EIT metamaterial, whose characteristics can be controlled by an external voltage source. We have achieved the storage and retrieval of electromagnetic waves. In our experiment, even though we used only three elements of the metamaterial to avoid technical problems such as transmission reduction caused by Ohmic loss in the varactor diodes, we still retrieved 10% of the original pulse height after a storage time of 10 ns. Decay in the trapped mode limits the storage time. The metamaterials with high-Q structures proposed recently using toroidal resonators [123] or low-loss dielectric resonators [124] would be candidates to extend the storage time. Loss compensation by an amplification process would be an alternative solution, which is discussed in Sec. 8.2 [82].

We introduced a varactor diode on one side of the element, and the resonant frequency of the trapped mode varied, depending on the bias voltage. Therefore, the oscillation frequency of the trapped mode during the storage period was different from that of the incident waves. The retrieved pulse is frequency chirped because energy is released from the frequency-shifting trapped mode through the radiative mode during the transition time \( t_T \). In order to avoid this frequency chirp, we must reduce \( t_T \) by improving the bias circuitry or change both capacitances simultaneously, as was done in the simulation.

We have also shown that the traveling pulses can be stored and recovered without losing their phase information. These results suggest that if we increase the number of layers, we could potentially store the whole of an input pulse with arbitrary temporal shape. It is also possible to store waves with arbitrary transverse modes
and any polarizations by appropriately distributing the elements. We believe that the present approach can be applied even to optical regions by replacing the varactor diodes by other nonlinear elements such as a nonlinear optical crystal substrate, whose refractive index can be changed by auxiliary light.
Chapter 7

Nonlinearity enhancement using doubly resonant metamaterial

Numerous studies on metamaterials have focused on the linear response characteristics of metamaterials. Recent studies have also reported the development of nonlinear media and the control of the nonlinear properties of the metamaterials through the introduction of nonlinear elements into the constituents of metamaterial [98, 125]. High nonlinearity can be achieved in resonant-type metamaterials such as split ring resonators (SRRs) by placing nonlinear elements at locations where the electric (or magnetic) field is concentrated due to the resonance effect [5]. Nonlinear metamaterials have been studied for property tuning, frequency mixing [126–128], imaging beyond diffraction limit [129], modulation instability [130], and developing bistable media [101, 131–133]. Several kinds of nonlinear metamaterials for generating second harmonic (SH) waves have been reported. Most of the metamaterials are designed such that they resonate with the incident waves or the fundamental waves [100, 134–138]. These are called singly resonant metamaterials. If the structure has resonant modes not only for the fundamental frequency but also for the SH frequency, SH radiation could be enhanced [139, 140]. In this chapter, we propose a method to implement metamaterials satisfying the doubly resonant condition, or a doubly resonant metamaterial, using coupled split ring resonators (CSRRs) loaded with two varactor diodes, which generate SH waves due to nonlinearity [141]. There are two resonant modes in the CSRR structure: one for the fundamental waves; the
other for the SH waves. They are coupled owing to the nonlinearity of the diodes. The SH oscillation excited in the varactors directly excites the SH resonance mode through the nonlinearity-assisted coupling. Second harmonic generation (SHG) through the CSRRs is more efficient than that through the previously proposed metamaterial with two resonant modes, where SH oscillation indirectly excites the resonant mode designed for the SH waves through magnetic coupling. [140] We demonstrate experiments in the microwave region to estimate the SHG efficiency of the CSRRs, comparing the singly resonant metamaterial.

7.1 Structure and circuit model

7.1.1 Singly resonant metamaterial

The varactor-loaded split ring resonator (SRR) shown in Fig. 7.1(a) is a typical example of singly resonant nonlinear metamaterials. It can be modeled as a series resonant circuit composed of an inductor, varactor, and resistor, as shown in Fig. 7.1(b). The electromotive force induced by the external magnetic field $B$ is represented by the voltage source $V(t) = V_0 \cos \omega t$ in the circuit model. If we consider the varactor as a normal capacitor without nonlinearity, the circuit is a simple harmonic oscillator driven by the external force, and the voltage across the capacitor, $v_C$, reaches a maximum at the resonant angular frequency $\omega_0 = 1/\sqrt{LC}$. However, the varactor has nonlinearity in the capacitance and its voltage $v_C$ with respect to the charge $q$ can be represented as $v_C = q/C(q) = q/C + \alpha q^2$. The equation of motion for $q$ is written as

$$L \frac{d^2q}{dt^2} + R \frac{dq}{dt} + \frac{q}{C} + \alpha q^2 = V_0 \cos \omega t. \quad (7.1)$$

An anharmonic term $\alpha q^2$ contributes to the generation of second- or higher-order harmonic waves. Using the perturbation method under a weak nonlinearity condition [122], the complex amplitude of the SH oscillation is obtained as

$$\tilde{q}(2\omega) = \frac{\alpha V_0^2}{\omega^3 Z(2\omega)Z(\omega)^2}, \quad (7.2)$$
where \( Z(\omega) = R - i[\omega L - 1/(\omega C)] \) is the impedance of the circuit. When the circuit resonates at \( \omega = \omega_0 \), \(|Z(\omega)|\) takes a minimum value and \( |\ddot{q}(2\omega)| \) is maximized. As a result, the enhanced SH signal is radiated from the singly resonant metamaterial. Here, we can expect that \( |\ddot{q}(2\omega)| \) is further enhanced by also reducing the impedance at \( 2\omega \), i.e. \( |Z(2\omega)| \). This implies that more efficient SHG can be achieved when the metamaterial resonates for both the fundamental and SH frequencies.
Doubly resonant metamaterial

For further enhancement of the SH radiation, we introduce the CSRR shown in Fig. 7.1(c). Two ring structures share a gap with a capacitance $C'$ at the center of the structure. Figure 7.1(d) represents the circuit model of the CSRR. It should be noted that there are two diodes oppositely directed on the outer ring. We denote the charges of the varactors as $q_1$ and $q_2$. The equations of motions are expressed as

\[ L \frac{d^2 q_1}{dt^2} + R \frac{dq_1}{dt} + \frac{q_1}{C} + \frac{q_1 - q_2}{C'} + \alpha q_1^2 = V \cos \omega t, \tag{7.3} \]

\[ L \frac{d^2 q_2}{dt^2} + R \frac{dq_2}{dt} + \frac{q_2}{C} + \frac{q_2 - q_1}{C'} - \alpha q_2^2 = V \cos \omega t. \tag{7.4} \]

These equations are rewritten in different variables, $q_s = q_1 + q_2$ and $q_a = q_1 - q_2$, as follows:

\[ L \frac{d^2 q_s}{dt^2} + R \frac{dq_s}{dt} + \frac{q_s}{C} + \alpha q_s q_a = 2V_s \cos \omega t, \tag{7.5} \]

\[ L \frac{d^2 q_a}{dt^2} + R \frac{dq_a}{dt} + \frac{q_a}{C_a} + \frac{\alpha}{2} q_s^2 + \frac{\alpha}{2} q_a^2 = 2V_a \cos \omega t, \tag{7.6} \]

where $1/C_a = 1/C + 2/C'$. The excitation voltage $V_s$ is induced by the magnetic flux through the rings and voltage $V_a$ is induced by the electric field at the central gap of the structure. Equations (7.5) and (7.6) represent that the symmetric current (solid line) and anti-symmetric current (dashed line) form two resonant modes with resonant angular frequencies of $\omega_s = 1/\sqrt{LC}$ and $\omega_a = 1/\sqrt{LC_a}$, respectively; these modes are coupled through the nonlinearity $\alpha$. We set the gap capacitance $C' = 2C/3$, so that the doubly resonant condition $\omega_a = 2\omega_s$ is satisfied.

We will solve $q_s$ and $q_a$ in the presence of a small nonlinearity $\alpha$, using a perturbative approach. We assume that the solution for $\alpha = 0$ is given by $q_i^{(0)} = \hat{q}_i^{(0)}(\omega) e^{-i\omega t} + c.c. (i = s, a)$. From Eqs. (7.5) and (7.6), the amplitudes of $q_s^{(0)}$ and $q_a^{(0)}$ oscillating at $\omega$ are written as $\hat{q}_i^{(0)}(\omega) = \frac{V_i}{\omega Z_i(\omega)} (i = s, a)$, where $Z_s(\omega) = R - i[\omega L - 1/(\omega C)]$ and $Z_a(\omega) = R - i[\omega L - 1/(\omega C_a)]$ are the impedances for the symmetric and anti-symmetric modes, respectively. When the excitation angular frequency $\omega$ is tuned close to $\omega_s$, $|\hat{q}_s^{(0)}|$ becomes large due to resonance. On the other hand, the anti-symmetric mode is hardly excited; $\hat{q}_a^{(0)} \sim 0$. 

The first-order solution of $q_a$ with respect to $\alpha$ satisfies

$$L\frac{d^2q_a^{(1)}}{dt^2} + R\frac{dq_a^{(1)}}{dt} + \frac{q_a^{(1)}}{C_a} + \frac{\alpha}{2}(q_s^{(0)})^2 = 0.$$  \hspace{1cm} (7.7)

It is found that the resonant oscillation $q_s^{(0)}$ in the symmetric mode induces the SH current in the anti-symmetric mode through the last term $\frac{\alpha}{2}(q_s^{(0)})^2$. The nonlinearity of the varactor results in a coupling between the two resonant modes. It should be noted that if the diodes are arranged in the same direction on the outer ring, the fundamental current and the induced SH current flow in the symmetric mode, which resonates only for the fundamental wave. From Eq. (7.7), the amplitude of the SH oscillation is obtained as

$$\tilde{q}_a(2\omega) = \frac{\alpha V_s^2}{2\omega^3 Z_a(2\omega) Z_s(\omega)^2}.$$  \hspace{1cm} (7.8)

It is easily deduced from Eq. (7.5) that there are no SH waves in the symmetric mode. This is because the induced SH electromotive voltages in the two diodes cancel each other due to the anti-symmetric arrangements of the diodes for the symmetric mode. The SH oscillation excited only in the anti-symmetric mode forms an electric dipole with magnitude $\tilde{p} = \tilde{q}_a(2\omega)\tilde{g}$, where $\tilde{g}$ is an effective dipole length and is determined by the current or charge distributions. The electric dipole oscillation contributes to efficient SH radiation. Both $|Z_s(\omega)|$ and $|Z_a(2\omega)|$ in Eq. (7.8) are small, because of the doubly resonant condition, $\omega = \omega_s = \omega_a/2$. Consequently, the amplitude of the SH oscillation can be significantly enhanced in comparison to the singly resonant metamaterial, where the SH current has to flow through the high impedance $|Z(2\omega)|$ in Eq. (7.2).

## 7.2 Quantum-system interpretation

In this section, we consider quantum system as shown in Fig. 7.2, which corresponds to the nonlinear metamaterial discussed in the previous section. A ladder transition, $|1\rangle \rightarrow |2\rangle \rightarrow |3\rangle$, with the separation of $\omega_1$ is driven at the rate of $\Omega$ by two photons with the frequency of $\omega$, which gives the detuning $\Delta_1 = \omega_1 - \omega$. We assume that the ground state $|1\rangle$ is not coupled with the excited state $|3\rangle$, but
with another excited state $|4\rangle$, which is coupled to $|3\rangle$ with the coupling strength $\Omega_c$. In other words, the non-radiative state $|3\rangle$ is converted into the radiative state $|4\rangle$ through the coupling $\Omega_c$, and the quantum system radiates second harmonics into free space. The detuning between the $|4\rangle \rightarrow |1\rangle$ transition and the second harmonics is defined as $\Delta_2 = \omega_2 - 2\omega$. The Hamiltonian of the interacting quantum system is given as

$$
\hat{H} = -\frac{\hbar \Omega}{2} e^{-i\omega t} |2\rangle \langle 1| - \frac{\hbar \gamma_1}{2} |3\rangle \langle 2| - \frac{\hbar \Omega_c}{2} |4\rangle \langle 3| + \text{H.c.}
$$

$$
+ \hbar \omega_1 |2\rangle \langle 2| + 2\hbar \omega_1 |3\rangle \langle 3| + \hbar \omega_2 |4\rangle \langle 4|.
$$

(7.9)

If the state is given by $|\psi\rangle = C_1(t)|1\rangle + C_2(t)|2\rangle + C_3(t)|3\rangle + C_4(t)|4\rangle$, quantum states evolve as follows:

$$
\frac{d}{dt} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} = -i \begin{pmatrix} 0 & -\frac{\Omega^*}{2} e^{i\omega t} & 0 & 0 \\ -\frac{\Omega}{2} e^{-i\omega t} & \omega_1 - i\frac{\gamma_1}{2} & -\frac{\Omega^*}{2} e^{i\omega t} & 0 \\ 0 & -\frac{\Omega}{2} e^{-i\omega t} & 2 \left( \omega_1 - i\frac{\gamma_1}{2} \right) & -\frac{\Omega^*}{2} \\ 0 & 0 & -\frac{\Omega_c}{2} & \omega_2 - i\frac{\gamma_2}{2} \end{pmatrix} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix}.
$$

(7.10)

In the derivation, we have already considered the relaxation effects by assuming that the decay rates of the states $|2\rangle$, $|3\rangle$, and $|4\rangle$ are given by $\gamma_1$, $2\gamma_1$, and $\gamma_2$, respectively.
In weak-coupling limit, we fairly assume $|C_1| (∼ 1) \gg |C_2| \gg |C_3| \gg |C_4|$, and the perturbative approach is applicable [142].

With the solution $C_1 = 1$ derived from 0-th order approximation, the motion of $C_2$ is written as

$$\frac{dC_2^{(1)}}{dt} = -i \left( \omega_1 - i \frac{\gamma_1}{2} \right) C_2^{(1)} + \frac{i \Omega^*}{2} e^{-i\omega t},$$

(7.11)

where the superscript of $C_2$ represents the order of the approximation. The steady state solution can be easily obtained as

$$C_2^{(1)} = \frac{i \Omega}{2} \frac{1}{i \Delta_1 + \frac{\gamma_1}{2}} e^{-i\omega t}.$$  

(7.12)

Using this solution, the next-order approximation yields,

$$\frac{dC_3^{(2)}}{dt} = -2i \left( \omega_1 - i \frac{\gamma_1}{2} \right) C_3^{(2)} - \left( \frac{\Omega}{2} \right)^2 \frac{1}{i \Delta_1 + \frac{\gamma_1}{2}} e^{-2i\omega t},$$

(7.13)

and the steady-state solution becomes

$$C_3^{(2)} = - \left( \frac{\Omega}{2} \right)^2 \frac{1}{2 \left( i \Delta_1 + \frac{\gamma_1}{2} \right)} e^{-2i\omega t}.$$  

(7.14)

With this solution, we finally obtain

$$\frac{dC_4^{(3)}}{dt} = -i \left( \omega_2 - i \frac{\gamma_2}{2} \right) C_4^{(3)} + \frac{\Omega_2}{2} \left( \frac{\Omega}{2} \right)^2 \frac{i}{2 \left( i \Delta_1 + \frac{\gamma_1}{2} \right)} e^{-2i\omega t},$$

(7.15)

and its steady state as

$$C_4^{(3)} = \frac{\Omega_2}{2} \left( \frac{\Omega}{2} \right)^2 \frac{i}{2 \left( i \Delta_1 + \frac{\gamma_1}{2} \right) \left( i \Delta_2 + \frac{\gamma_2}{2} \right)} e^{-2i\omega t}.$$  

(7.16)

Consequently, the dipole moment $d_{\text{SHG}}$ for SH radiation is proportional to the coherent oscillation between $|4\rangle$ and $|1\rangle$ as follows:

$$d_{\text{SHG}} \propto \frac{1}{2 \left( i \Delta_1 + \frac{\gamma_1}{2} \right) \left( i \Delta_2 + \frac{\gamma_2}{2} \right)}.$$  

(7.17)

It is quite reasonable that the SH intensity is maximized for $\omega_1 = 2\omega_2$ and $\omega = \omega_1$ ($\omega_2 = 2\omega$), i.e. $\Delta_1 = \Delta_2 = 0$, owing to double resonance.
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Figure 7.3: Quantum-system counterparts (a) for singly resonant metamaterial and (d) doubly resonant metamaterial.

**Comparison between circuit models and quantum system**  In the circuit models discussed in the previous section, Eq. (7.2) under the near-resonant condition $\omega_0 \sim \omega$ for fundamental waves becomes

$$
\tilde{q}(2\omega) = \frac{\alpha V_0^2}{6\omega^3L^3} \left\{ i(\omega_0 - \omega) + \frac{R}{2L} \right\} \frac{1}{\left\{ i(\omega_0 - 2\omega) + \frac{2R}{3L} \right\}^2}, \quad (7.18)
$$

and Eq. (7.8) under doubly resonant condition $\omega_s \sim \omega$ and $\omega_a \sim 2\omega$ becomes

$$
\tilde{q}_a(2\omega) = \frac{\alpha V_0^2}{8\omega^3L^3} \left\{ i(\omega_s - \omega) + \frac{R}{2L} \right\} \frac{1}{\left\{ i(\omega_a - 2\omega) + \frac{R}{2L} \right\}^2}. \quad (7.19)
$$

It is obvious that Eq. (7.17) derived from the quantum system is written in the same form as Eq. (7.18) or Eq. (7.19) derived from the circuit models of the singly or doubly resonant metamaterials.

From Eq. (7.18), the circuit model for the singly resonant metamaterial can be identified with a quantum system as shown in Fig. 7.3(a) by assuming $\omega_2 = \omega_1 = \omega_0$, $\gamma_1 = R/(2L)$, and $\gamma_2 = 2R/(3L)$. In this case, the SH wave is emitted from a virtual level (dashed line), which is far off-resonance from the actual level $|4\rangle$, the radiation is relatively small. On the other hand, the doubly resonant metamaterial described
by Eq. (7.19) can be regarded as an analogy to another quantum system as shown in Fig. 7.3(b) for \( \omega_s = \omega_1, \omega_a(= 2\omega_s) = \omega_2, \) and \( \gamma_1 = \gamma_2 = R/(2L) \). The SH radiation is enhanced owing to the resonant emission from the actual level \( |4\rangle \).

It is difficult or impossible to find natural atoms with doubly resonant configuration as shown in Fig. 7.3(b), while we can freely design the doubly resonant metamaterial at any frequencies due to the scalability of the metamaterial.

### 7.3 Linear response

We fabricated the CSRR illustrated in Fig. 7.1(c) with 35 \( \mu \)m-thick copper film on a polyphenylene ether (PPE) substrate with a thickness of 0.8 mm. The dimensions are \( a = 14 \) mm, \( b = 24 \) mm, \( c = 4 \) mm, \( g = 0.5 \) mm, and \( w = 1 \) mm.

![Figure 7.4](image_url)

**Figure 7.4:** (a) Photograph of waveguide and metamaterial. (b) Transmission spectra of SRRs and CSRRs.
For comparison, we also prepared a reference metamaterial shown in Fig. 7.1(e), which has the same structure, except for the absence of the central structure and the direction of the diodes. The loop current in this structure also resonates at the same fundamental frequency as that of the CSRR, and the SH electromotive voltages generated in the two varactors contribute to the loop current, which does not resonate. Therefore, the ratio of SHG efficiency between CSRRs and SRRs can be interpreted as the enhancement factor owing to the resonance effect for the SH waves.

Before SHG demonstration, we conducted transmission measurements by a network analyzer (Advantest, R3765BG) to identify the resonant modes and resonant frequency of the metamaterials. We used the waveguide we introduced in the previous chapter as shown in Fig. 6.4(c). We placed three SRRs or CSRRs inside the waveguide at intervals of 5 cm, which is long enough to avoid the layer-to-layer coupling. Each sample was aligned as shown in Fig. 7.4(a) so that the magnetic field threads the loop and the central gap coincides with the direction of electric field. With the network analyzer, we measured the transmission amplitude $S_{21}$ for $-3$ dBm input power, which is low enough to avoid resonant frequency shift induced by nonlinearity in the varactor diodes. The transmission spectra are shown in Fig. 7.4(b). There are two resonant dips at 1.36 GHz and 2.72 GHz for the CSRRs and a dip at 1.36 GHz for the SRRs. Thus, it is found that the common dips at 1.36 GHz correspond to resonance in the symmetric (or loop-current) mode and the higher resonant mode at 2.72 GHz for the CSRRs is the anti-symmetric mode. This CSRR structure satisfies the doubly resonant condition, $2\omega_s = \omega_a$. 

### 7.4 Enhancement of second harmonic generation

Figure 7.5 shows the experimental setup to measure the SH power generated in the metamaterials. The arrangement of samples in the waveguide was same as that for the transmission measurement. A low pass filter (LPF) was used to suppress residual harmonics from the signal generator (Agilent N5183A). Two isolators were inserted at the input and output of the waveguide to suppress multiple reflections in the waveguide. The output signal containing the SH wave passes through a
high pass filter (HPF) to reject the fundamental wave and is sent to the spectrum analyzer (ADVANTEST U3751). In order to supplement the incompleteness of the isolator at the output port, we used a 10 dB attenuator, which suppresses the reflected fundamental wave from the HPF. The power spectrum of the signal after the HPF was acquired by the spectrum analyzer. While sweeping the frequency of the input signal, the power density at the SH frequency, or SHG power, was observed. Figure 7.6(a) shows the SHG power obtained for the CSRR (open circles) and SRR (filled circles) metamaterials for an input power of $-3\,\text{dBm}$. The peaks are found around 2.7 GHz for both cases, and the peak value for the CSRRs is higher than that of the SRRs by about 20 dB. This is clear evidence that SHG in the CSRR metamaterial is significantly enhanced by the resonance at the SH frequency. As shown in Fig. 7.6(a), we fit experimental data with theoretical curves (a solid line for the CSRR and dashed line for the SRR), which can be derived from the fact that the SHG power is quadratically proportional to Eq. (7.2) for the SRR and Eq. (7.8) for the CSRR. The fitting curves reproduce the experimental results well.

Figure 7.6(b) shows the peak values of the SHG spectra for various input power levels. The open circles and filled circles correspond to the data for the CSRR and SRR, respectively. For weak input power, both SHG spectra exhibit quadratic dependence, which is represented by the solid line for the CSRRs and the dashed line for the SRRs. In this region, the second order perturbation is valid, whereas for greater input power, third-order nonlinearity should be taken into consideration. In fact, in the higher input power region, where the SHG spectra are below the solid
or dashed lines, the resonance linewidth broadens and a small resonant frequency shift is observed due to the self-phase modulation. From the above reasons, it is appropriate to estimate the SHG enhancement of the CSRR for weak input power without third- or higher-order nonlinearities. The difference between the solid line and dashed line is 19.6 dB, which corresponds to the enhancement factor owing to the resonance effect for the SH wave.

As for other types of doubly resonant metamaterials, magnetically coupled split ring resonators have been theoretically analyzed [139]. Magnetically coupled cut-wire resonators has been studied and 6.6 dB enhancement of SHG has been achieved [140]. Both of the metamaterials are composite metamaterial composed of two resonant structures, a primary resonator and secondary resonator, which are magnetically coupled. The SH waves generated in the primary resonator indirectly excite the secondary resonator through magnetic coupling. Roughly speaking, the efficiency of the SHG for these metamaterials in the strong coupling limit could approach that of the CSRR metamaterial, where the SH oscillation directly excites the resonant mode owing to the arrangement of the nonlinear elements. However, it is actually difficult to attain strong magnetic coupling with finite element dimen-
sions and also difficult to optimize the parameters of the metamaterials, considering
the resonant frequency shifts induced by strong coupling. The CSRR metamater-
rial attains a much higher enhancement factor, just by designing the structures to
satisfy $\omega_a = 2\omega_s$.

7.5 Summary and discussion

In this chapter, we proposed a method to enhance SHG with CSRR metamater-
rial. The arrangement of the nonlinear elements induces coupling between the two
resonant modes, which satisfy the doubly resonant condition. Owing to the direct
excitation in the resonant mode for SH waves, we attained significant enhancement
of up to two orders of magnitude.

We have not considered the phase matching condition for the SHG process
because the thickness of the metamaterial is much smaller than the wavelength.
We could control the linear dispersion for the fundamental wave and SH wave
independently by designing the dimension of the CSRR structures and the phase
matching condition would be satisfied.
Chapter 8

Summary and discussion

8.1 Summary

In this thesis, we have introduced various types of coupled-resonator-based metamaterials. All the subjects have been intensively investigated in the field of quantum or atomic physics.

In Chap. 2, we have dealt with closed quantum system, where total population is conserved, and we introduced the circuit model composed of resonators arranged in a chain as a classical model of the Schrödinger equation. It is also possible to simulate the motion of a charged particle in the presence of vector potential by using nonreciprocal elements called gyrators. There are definite relations between the quantum system and the circuit model, and quantum effects such as tunneling effect and Aharonov-Bohm effect have been demonstrated by the help of the circuit simulator.

The subject of Chaps. 3 and 4 are the control of the group velocity, i.e. superluminal and subluminal propagations, which are originally investigated in atomic systems using anomalous dispersion in a gain doublet and extremely high dispersion in an EIT window, respectively. We have proposed circuit models for baseband signals, shifting the operating frequency to zero. In Chap. 3, we have demonstrated negative delays by using the circuit model with negative slope in phase response, which corresponds to the anomalously dispersive medium. In Chap. 4, we have used cascaded all-pass filters as a normal dispersive medium, and demonstrated
slow propagation and storage of baseband signals. In both cases, the circuit models precisely reproduce the same effects as the corresponding atomic media, and conditions for superluminal propagation or the storage of the signals are also the same.

In Chaps. 5 and 6, we have focused on metamaterials that mimic EIT effects in three-level atomic system. In Chap. 5, we have introduced the metamaterial implementations from the circuit models for emulating a two-level atom with an absorption line and a three-level atom with EIT property. We have confirmed that the metamaterials respond to EM waves in exactly the same way as the corresponding atomic media, showing that electric susceptibilities are identical to each other. In Chap. 6, we have proposed a novel EIT metamaterial whose property can be dynamically controlled in order to realize the storage of EM waves. The experiment has shown that the metamaterial coherently stores and retrieves the EM waves.

Chapter 7 has introduced the doubly resonant metamaterial for the enhancement of SHG process. From the analysis of the circuit models, the doubly resonant metamaterial can be regarded as artificial four-level atoms that are designed so as to resonate for both of fundamental and second harmonic waves. The fabricated doubly resonant metamaterial loaded with varactor diodes has shown 19.6 dB enhancement in the SHG signal compared with the conventional metamaterial with a single resonant mode.

8.2 Discussion and future works

Recently more attentions have been focused on electromagnetic-wave analogy with motion of a charged particle in magnetic fields. Effective magnetic field or effective vector potential induces Lorentz force, Aharonov-Bohm effect, and one-way edge mode for electromagnetic waves with no charge [143]. In Chap. 2, we have also demonstrated Aharonov-Bohm effect in coupled \( LC \) resonators arranged in one dimension. If the network is extended to two dimensions, circular motions of a wavepacket by the effective Lorentz force could be realized. In the circuit model, the effective vector potential is represented by the gyrators, which induce unusual coupling among the resonators. The straightforward way to implement the gyrators
is to use active elements, or transistors, but operation at high frequency is difficult or impossible. Recent studies have proposed that gyrator-like coupling can be realized by magneto-optical effect [144] or three-wave mixing [143, 145], which could be realized in much higher frequency regions including optical regions. Especially the method using three-wave mixing is interesting and promising because it does not require magnetic field.\footnote{Aharonov-Bohm effect for electromagnetic waves has been demonstrated in wide spectral regions from microwave [146] to optical regions [147, 148].}

We have illustrated two examples of metamaterials in analogy with multi-level atomic systems: the EIT metamaterial and doubly resonant metamaterial. The EIT metamaterial shows completely the same response to EM waves as the atomic EIT system, but they still have the advantage of scalability against the atomic EIT system whose operating frequency is uniquely determined by the atomic species. This is why various types of EIT metamaterials have been proposed and demonstrated in various frequency regions. On the other hand, the doubly resonant conditions can be hardly realized in actual four-level systems, because the transition frequency of the natural atoms cannot be freely adjusted. In that sense, the doubly resonant metamaterial can be regarded as truly artificial four-level atoms.

Finally, we consider the combination of the EIT metamaterial and doubly resonant metamaterial. Parametric amplification is one of the applications utilizing second order nonlinearity enhanced by the double resonance. In our experiment for EM storage, the storage time is limited by the decay rate in the trapped mode. Our latest study has shown that the storage time can be freely extended by parametric amplification in the presence of intense second harmonic waves, incorporating doubly resonant structures into the EIT metamaterial [149]. In addition, the parametric process, where three frequencies are mixed, implies the possibility to realize the control of EIT effects by alternating EM waves, not by applying DC bias to each element.\footnote{In fact, it can be shown from the circuit model introduced in Fig. 6.1}
(d) that the radiative mode and the trapped mode for our EIT metamaterial are coupled through parametric process by modulating the capacitances. We assume that it is beyond the scope of this thesis, because further investigation is required. We however believe that it would open as new way to implement *truly artificial* EIT *atoms*, whose properties can be controlled by auxiliary EM waves, as a complete analogy of atomic EIT effects.
Appendix A

Spice simulation for circuit models for Schrödinger equation

![Figure A.1: Element names and node names (in boxes).](image-url)

Here we present some practical tips for circuit simulation with SPICE. SPICE is the most popular circuit simulator, developed at the University of California at Berkeley. We performed all the simulations with the help of Ngspice, which is an open source software package based on Berkeley’s SPICE. The code we show here can work in other SPICE-based simulators with slight modifications.

In the SPICE simulation, each node should be labeled with a unique number or letters and the ground node must be numbered zero. Each element should have a unique name, whose initial letter indicates the type of element; for example, R1,
Ri, and Rout are valid for a resistor name. The circuit element beginning with letter B is a versatile voltage source whose output can be expressed as any function of voltages and currents in the circuit. Figure A.1 shows the circuit model with element names and node numbers (in boxes) for the simulation for free propagation of quantum wavepackets, which is described in section 2.4.2. The model contains a voltage source \( B_0 \) for excitation of the waves, 200 lossless resonators, and 10 damped resonators, where each element is connected with a coupling inductor. We insert a dummy voltage source \( V_n \) (\( n = 1, 2, \cdots, 200 \)) into the inductor in each resonator to detect the current flowing through the inductor. The SPICE code for the simulation is shown in Fig. A.2. We give a description of SPICE usage we use in the simulation, some tricks to generate a Gaussian wavepacket, and how to print out the stored energy in each resonator as below.

In the parameter setting part, we determine six parameters: the delay time of the Gaussian pulse, \( \tau = 0.02 \) s; excitation frequency, \( \omega = 11000 \, \text{Hz} \); bandwidth of the pulse, \( \Delta \omega = 100 \, \text{Hz} \); capacitance and inductance in each resonator, \( C = 10^{-6} \, \mu \text{F} \) and \( L = 10 \times 10^{-3} \, \text{H} \); and coupling inductance, \( K = 25 \times 10^{-3} \, \text{H} \).

In the excitation part, tricks are used to generate a Gaussian wavepacket. The voltage source \( V_0 \) provides a ramp signal increasing with time \( t \) between the ground (node 0) and node \( T \), and the voltage at node \( T \), \( V(T) \), can be regarded as the time. The nonlinear voltage source \( B_0 \) generates the pulse with a Gaussian function of \( V(T) \), or time \( t \).

The circuit description part expresses the elements of the Schrödinger circuit. The first five lines correspond to the circuit elements in the first resonator. For example, the first line represents the coupling inductor \( L_{K1} \) connecting node 1 and node 2 with a value of \( K = 25 \, \text{mH} \) with no initial current (\( I_C = 0 \)). The voltage source \( V_1 \) connecting node \( c_2 \) and the ground with no voltage is placed to monitor the current flowing through the inductor \( L_1 \) as \( I(V_1) \). The nonlinear voltage source \( B_1 \) produces a voltage at node \( P_1 \) expressed as \( C \cdot V(2)^2/2 + L \cdot I(V_1)^2/2 \). Thus, we can estimate the energy stored in the first \( LC \) resonator by monitoring the output of voltage source \( B_1 \) at node \( P_1 \). It is easy to duplicate the same element with different numbering with the help of a scripting language like Perl.

In the analysis, we calculate the transient behaviour until 150 ms and record
* Schrödinger circuit / Free propagation + absorption boundary

*** parameter setting part
.TPARAM tau=0.02 omega=11000 Domega=100 C=1e-6 L=10e-6 K=25e-3

*** excitation part (generation of Gaussian wavepacket)
V0 T 0 PULSE(0 1 0 1s 0 0 1) B0 1 0 V=exp(-((V(T)-(tau))**Domega)**2))*sin(omega*V(T))

*** circuit description part
* propagation domain
LK1 1 2 {K} IC=0 L1 2 c2 {L} IC=0 V1 c2 0 CC1 2 0 {C} IC=0 B1 P1 0 V=(C)/2*V(2)**2 + {L}/2*I(V1)**2

LK2 2 3 {K} IC=0 L2 3 c3 {L} IC=0 V2 c3 0 0 C2 3 0 {C} IC=0 B2 P2 0 V=(C)/2*V(3)**2 + {L}/2*I(V2)**2

... (lines for n=3 ... 200 are omitted) ...

* absorption boundary
LK201 201 202 {K} IC=0 L201 202 0 {L} IC=0 C201 202 0 {C} IC=0 R201 202 0 5000

LK202 202 203 {K} IC=0 L202 203 0 {L} IC=0 C202 203 0 {C} IC=0 R202 203 0 2500

... (lines for n=202 ... 210 are omitted) ...

*** analysis part
.TRAN 10u 150m UIC .Print tran V(P1), V(P2) ... , V(P200) .END

Figure A.2: Spice code for simulation of free propagation.
the voltages at $P_1$, $P_2$, $\cdots$, $P_{200}$, which can be interpreted as the probability distribution $|u_n|^2$. We take averages of the raw data $|u_n|^2$ over a period much longer than the carrier period $2\pi/\omega_0$ as post-process to suppress the rapid oscillations.
Appendix B

Polarization in a linear dispersive medium

In this appendix we derive the relation (3.9) between the envelopes $\mathcal{E}(t)$ and $\mathcal{P}(t)$. For brevity, we omit the explicit dependence on $x$. For linear media, the polarization $P(t)$ induced by the electric field $E(t)$ is given by

$$P(t) = \varepsilon_0 \int_{-\infty}^{\infty} \hat{\chi}(t - \tau)E(\tau) d\tau,$$  \hspace{1cm} (B.1)

where $\hat{\chi}(t)$ is a response function. The dielectric susceptibility $\chi(\omega)$ and response function $\hat{\chi}(t)$ are related through a Fourier transform:

$$\hat{\chi}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \chi(\omega)e^{i\omega t} d\omega.$$  \hspace{1cm} (B.2)

The realness of $\hat{\chi}(t)$ implies $\chi(-\omega) = \chi^*(\omega)$. Equation (B.1) can be Fourier-transformed as

$$\hat{P}(\omega) = \varepsilon_0 \chi(\omega) \hat{E}(\omega).$$  \hspace{1cm} (B.3)

The Fourier transform of $E(t) = \mathcal{E}(t) e^{i\omega_0 t} + \text{c.c.}$ can be expressed as

$$\hat{E}(\omega) = \int_{-\infty}^{\infty} \mathcal{E}(t) e^{i\omega_0 t} e^{-i\omega t} dt + \int_{-\infty}^{\infty} \mathcal{E}^*(t) e^{-i\omega_0 t} e^{-i\omega t} dt = \hat{\mathcal{E}}(\omega - \omega_0) + \hat{\mathcal{E}}^*(-\omega - \omega_0),$$  \hspace{1cm} (B.4)
in terms of the Fourier transform of the envelope:

\[
\hat{E}(\Omega) = \int_{-\infty}^{\infty} E(t) e^{-i\Omega t} dt. \tag{B.5}
\]

Assuming that the spectrum of the electric field is restricted around \(\pm \omega_0\), we can use the Taylor expansion of the susceptibility \(\chi(\omega)\):

\[
\chi(\omega) \simeq \chi_0 + \chi_1(|\omega| - \omega_0), \tag{B.6}
\]

where \(\chi_0 \equiv \chi(\omega_0), \chi_1 \equiv d\chi/d\omega(\omega_0)\). When the losses in the medium are negligible, the susceptibility is real and must be symmetric; \(\chi(-\omega) = \chi(\omega)\). From Eqs. (B.3), (B.4), and (B.6), we have

\[
\hat{P}(\omega) \simeq \epsilon_0 \chi_0 \hat{E}(\omega - \omega_0) + \epsilon_0 \chi_1 (\omega - \omega_0) \hat{E}(\omega - \omega_0) + \epsilon_0 \chi_0 \hat{E}^*(\omega - \omega_0) + \epsilon_0 \chi_1 (\omega - \omega_0) \hat{E}^*(\omega - \omega_0). \tag{B.7}
\]

The inverse Fourier transform yields

\[
P(t) = \epsilon_0 \left( \chi_0 \mathcal{E}(t) e^{i\omega_0 t} - i \chi_1 \frac{d\mathcal{E}}{dt} e^{i\omega_0 t} \right) + \text{c.c.}
\]

\[
= \mathcal{P}(t) e^{i\omega_0 t} + \text{c.c.,} \tag{B.8}
\]

where we used,

\[
\mathcal{E}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{E}(\Omega) e^{it\Omega} d\Omega, \quad \frac{d}{dt} \mathcal{E}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} (i\Omega) \hat{E}(\Omega) e^{it\Omega} d\Omega. \tag{B.9}
\]

Now we have Eq. (3.9):

\[
\mathcal{P}(t) = \epsilon_0 \left( \chi_0 - i \chi_1 \frac{d}{dt} \right) \mathcal{E}(t). \tag{B.10}
\]

Note that only the second term contributes to the group velocity in the derivation of Eq. (3.12).
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