
ECS Journal of Solid State Science and Technology, 4 (6) N5077-N5083 (2015) N5077

JSS FOCUS ISSUE ON ATOMIC LAYER ETCHING AND CLEANING

Characterization of Plasma Process-Induced Latent Defects
in Surface and Interface Layer of Si Substrate
Yoshinori Nakakubo,a,b Koji Eriguchi,a,z and Kouichi Onoa

aGraduate School of Engineering, Kyoto University, Kyoto 615-8540, Japan
bSemiconductor & Storage Products Company, Toshiba Corporation, Mie 512-8550, Japan

Characterization of plasma-induced Si substrate damage is demonstrated using an electrical capacitance–voltage (C–V) technique
customized for the nano-scale analysis. Low resistive Si wafers are exposed to an inductively coupled plasma (ICP) or a capacitively
coupled plasma (CCP). We focus on the effects of plasma parameters and wet-etching processes on plasma-induced physical damage
(PPD) analyses. The optical thicknesses of surface and interfacial layers (dSL and dIL) were characterized using spectroscopic
ellipsometry (SE) and compared with the electrical oxide thicknesses (EOT) obtained by the C–V technique. In the case of as-
damaged samples, the optical thickness dSL by SE is found to be smaller than the EOT by the C–V technique, while the sum of
dSL and dIL was approximately equal to the EOT. A diluted hydrofluoric acid (DHF) wet-etch step is employed to address depth
profile of defect density in damaged samples. We identify the latent defect density, dSL, and dIL after the DHF wet-etch, which
are indispensible for practical device performance designs. It is found that, although the average energy of incident ions (Ēion) is
larger for the case of CCP, the latent defect density of CCP-damaged samples is smaller than that of ICP even after the wet-etching.
This finding is in sharp contrast to previous pictures—the larger Ēion leads to the thicker damaged layer and the larger latent defect
density. We propose a model for these conflicting results, where the profiles of defect density and the sensitivities of each analysis
technique are taken into account. The present work highlights the importance of the nano-scale damage characterization using the
C–V technique, allowing to understand the influence of latent defects and to enable better design of future electronic devices.
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Plasma processing plays an important role in manufacturing
present-day microelectronics. Over the last two decades, plasma
process-induced damage (PID) has been one of the crucial prob-
lems in fabricating metal–oxide–semiconductor field-effect transistors
(MOSFETs)1–3 in LSI (Large Scale Integration) circuits. PID consists
of four major mechanisms.2 The first mechanism is damage induced
by conduction current from plasma flowing into MOSFETs, resulting
in degradation of the performance and increase in the parameter vari-
ability owing to plasma-induced electrical stress.1,4,5 This electrical
interaction has been discussed and is called plasma-induced charging
damage.2 The second mechanism is damage induced by incident pho-
tons on material surface. Photons with high energy can interact with
materials such as photoresist masks and low-k dielectrics, leading to
bond breaking in the materials exposed to plasma, or in some cases,
create an interface state between SiO2 and Si substrate.6–8 The third
mechanism is surface and bulk chemical reaction with fast diffusion
reactions causing material modification such as surface defects and
roughness. The fourth mechanism is damage induced by high-energy
ion bombardment on Si substrates or other materials.9–14 In this paper,
we focus on the fourth mechanism in Si substrates, which we denote
as “plasma-induced physical damage (PPD)” for simplicity. PPD usu-
ally creates “defects”,10,14,15 such as Si-Si broken or strained bonds,
displaced Si atoms, vacancies, and interstitial atoms in crystalline
Si substrates. The PPD on Si substrate surfaces has been extensively
studied recently, because the mechanism of PPD is naturally governed
by basic plasma parameters such as sheath structure, plasma density,
and so on. For example, a Si recess11,12,16 formed on the source/drain
extension region in a MOSFET is considered to have a negative impact
on device performance such as threshold voltage shift.16 Moreover, the
latent defects remaining after a wet-etch step following plasma etching
degrades drain saturation current (Ion), which means device operation
slow down.15,17 This damage creation mechanism was clarified us-
ing the modified range theory.18 Eriguchi et al. recently modeled18
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the dependence of the surface damaged-layer thickness on the inci-
dent average ion energy Ēion and rf-bias frequency applied to a wafer
stage. The thickness of the damaged layer showed a power-law de-
pendence on the average ion energy Ēion.18–20 Since the thickness of
the damaged layer may be equivalent to the Si recess depth (dR), dR is
considered to be governed significantly by Ēion. Thus, controlling the
Ēion is the principal approach for suppressing the PPD. For example, a
low ion energy process such as atomic layer etching (ALEt) has been
extensively studied for this purpose.21

Various damage characterization techniques have been introduced
so far. Among them, spectroscopic ellipsometry (SE) is widely used
as in-line monitoring for PPD measurement. One usually observes
an increase in the thicknesses of surface (SL) and/or interfacial (IL)
layers in sub-nm scale. In the analysis, the sensitivity relies on the
observed changes in dielectric constants and other optical parame-
ters such as an extinction coefficient. Using SE, several reports dis-
cussed depth profiles of dielectric constant change.22–26 For example,
H-plasma damaged samples were found to have relatively thick IL
∼10 nm,14,27 which was difficult to remove by wet-etching.14 These
findings related to SL and IL are of great importance to device designs
under process constraints, because the final topological structure of
MOSFETs with a Si recess defines the performance. Regarding de-
fect sites created by PPD, electrical measurements have been widely
performed.28–33 Among them, a C–V technique has been primarily
proposed34 to probe the density (ndam) in damaged structures. His-
torically, there have been many studies conducted so far using C–V
techniques in ion-implantation or other processes35–37 for the purpose
of quantifying dopant density. Preliminary exploring of the C–V tech-
nique to PPD34,38 led to the conclusion that, under typical plasma
etching processes, ndam ranges from 1018 to 1019 cm−3. In addition to
ndam of as-damaged samples, addressing the residual ndam after a wet-
etching step is indispensible to design drain current of a MOSFET,
because ndam directly affects the resistance change in the source/drain
extension region. However there have been only few discussions re-
garding the residual ndam after a wet-etching. A methodology to evalu-
ate quantitatively the ndam profile is requisite to design a device of the
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final structure in ultimately scaled regime as well as to understand the
damage creation for the low ion energy case such as ALEt process.
In this study, we demonstrate a comprehensive evaluation of the PPD
profile using SE and a customized 1/C2–V method capable to quantify
ndam in the nano-scale regime. After briefly reviewing a PPD model,
surface structures of plasma-exposed Si substrates are investigated in
detail by focusing on the profiles of ndam by using wet-etching. By
comparing the obtained data for inductively coupled plasma (ICP)
or capacitively coupled plasma (CCP) exposures, we discuss the im-
pacts of the ion flux on the damage characterization. Key issues in the
nano-scale damage characterization are presented.

PPD Model—PPD Range Theory

Si substrate damage in a MOSFET was modeled by means of the
so-called range theory,39 as follows. The distribution range of injected
ions can be determined from the stopping power.39 The total distance
that an ion travels before coming to rest is simply called its range R,
and the projection of this distance along the axis of incidence, the
projected range Rp. In typical plasma processes, the energy of ions is
much lower than that in ion implantation processes.40,41 Thus, one can
focus solely on the nuclear stopping process.39,42 From the modified
range theory for PPD,18 the spatial distribution of impinging ions in
the Si substrate is expressed by a characteristic profile, where both Rp

and the straggling σp
2 are defined.19,40,42,43 Rp is expressed as

Rp = APPD · (
Ēion

)α
[1]

where APPD and α are material-specific constants. The recess depth dR

is also a function of Ēion and wet-etch time twet.44 For a given twet, dR

is generally expressed by

dR = BPPD · (
Ēion

)β
[2]

where BPPD and β are material- and process-specific constants. The
spatial distribution of injected ions around the depth Rp is usually
approximated as a Gaussian distribution with a standard deviation σp.

In the modern manufacturing processes, a subsequent wet-etch is
performed after a plasma step in order to remove contaminants from
the plasma-exposed surface.45 Sometimes residual defects remain af-
ter the wet-etch step, however, a longer wet etch time leads to a larger
dR. Since the areal density of residual defects Ndam is determined from
the original profile of defects in an as-damaged sample (n0

dam) and
the wet-etch depth (= dR), the relationship between Ndam and dR is
expressed as

Ndam =
∫ ∞

dR

n0
dam(x)dx . [3]

Note that Ndam decreases with an increase in dR under a given n0
dam.

The conclusions derived from the discussion above have been
verified from the measurement of damaged thickness by SE24 or
damage profiles of incident species by SIMS (Secondary Ion Mass
Spectroscopy).18 As shown below, we demonstrate a comprehensive
evaluation of the defect density for as-damaged and wet-etched
samples.

Experimental

Plasma reactors and sample treatment.— 4-inch n-type (100) Si
wafers with resistivity of 0.02 � cm were exposed to Ar-based ICP and
CCP discharges as shown in Figs. 1 for 30 s. The unexposed sample
is denoted as “Ref” in this study. The processing time of 30 s was
chosen as a saturation value in terms of the damaged-layer formation
process according to the previous results.46,47 Table I shows process
conditions employed in this study. RF biasing at 13.56 MHz was
applied to the wafer stage 120 mm in diameter with powers ranging
from 50 to 200 W in the ICP or with a power of 10 W in the CCP,
respectively. The ICP source power was 100 W. Plasma diagnostics
using a Langmuir probe and an oscilloscope determined the plasma
density and the average self dc bias (Vdc < 0). Ion fluxes (�ion) to
the Si substrate were estimated from saturation ion current monitored

Table I. Process conditions and plasma parameters in this study.
(Ar gas, 2.7 Pa, 30 s, ICP source power: 100 W).

Bias power Electron Ion flux
Source (W) Vdc (V) density (cm−3) (cm−2s−1)

ICP 25 − 34
50 − 70
75 − 90 1.0 × 1011 3.1 × 1014

100 − 130
200 − 240

CCP 10 − 260 4.0 × 109 1.2 × 1013

by an oscilloscope as listed in Table I. The average ion energy Ēion is
defined as q(Vp − Vdc) (q is the elementary charge) from the estimated
plasma potential.

In order to study the effects of wet clean, damaged samples were
immersed in ∼=0.1% diluted hydrofluoric acid (DHF) for 60 s, followed
by SE and C–V measurements (as mentioned below) immediately,
and then immersed again in DHF for additional 300 s. Finally SE and
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Figure 1. (a) Inductively coupled plasma system used in this study. The source
power applied through a 3-turn coil was 100 W. Space gap between the quartz
plate and the stage is 100 mm. (b) Capacitively coupled plasma system used
in this study. Space gap between the top electrode and the stage is 47 mm.
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Figure 2. MD simulation results for (a) a starting SiO2/Si structure and (b) a
damaged structure after Ar-impact (Eion = 100 eV). In addition to the damaged
layer near the reaction surface, local defects are observable beneath the IL
region. (c) Typical defect structures, i.e., interstitials and dumbbell structures.

C–V measurements were performed to assign the final thickness and
residual defect densities for all samples, respectively.

Optical characterizations.— To clarify the structure of damaged
layers and the thickness, spectroscopic ellipsometry (SE) was used.
In this study, measurements were carried out in the photon energy
range of 1.60–5.50 eV at 0.05 eV intervals. As analyzed by high-
resolution TEM (HR-TEM), Rutherford backscattering spectroscopy
(HR-RBS),24 and molecular dynamic (MD) simulations,48 the dam-
aged layer consists of two regions, i.e., the surface and interfacial
layers (abbreviated SL and IL, respectively). Figure 2 shows one of
typical damaged structures including local defects, predicted by MD
simulation. The MD code used here was originally developed by Ohta
and Hamaguchi.49 Further details of the MD procedure are described
elsewhere.49,50 This simulation was performed for Ar-atom impacts
using an SiO2/Si substrate as a staring structure (Fig. 2a). We em-
ployed the potential model presented by Wilson et al.51 for the Si–Ar
system. The periodic boundary condition was employed along the hor-
izontal direction. An atom regarded as an ion was injected from ran-
domly selected horizontal locations above the surface at normal inci-
dence. One thousand ions impinged into this structure. As indicated in
Fig. 2b, the SL is primarily composed of SiO2, as a result of oxidation
of heavily damaged regions by exposure to air and the presence of
knock-on oxygen from the native oxide layer. The IL is a partially oxi-
dized or disordered Si layer, i.e., a mixed layer consisting of crystalline
Si and SiO2 phases. Based on the previous report,26 in SE analysis,
an optical model assuming four layers (air / SL / IL / Si substrate)
was employed. We applied effective medium approximation (EMA)
to define the IL. To obtain the surface (SL: dSL) and interfacial [IL
(SiO2 + crystalline-Si): dIL] layer thicknesses and the composition,
the spectrum was fitted with the optical model by regression analysis
to minimize the unbiased estimator. The thickness of the damaged
layers defined as dSL + dIL is the principal outcome of the SE mea-
surement. Note that localized structures as indicated in Fig. 2c cannot
be detected by SE. These defect structures can be identified by the
C–V method.

Electrical characterization technique.— We performed an electri-
cal characterization using a mercury (Hg) probe system. An LCR-

meter (HP-4284) was used to measure C–V characteristics of dam-
aged structures (Hg/SiO2/Si). The frequency of voltage modulation
superimposed on the DC bias was 100 kHz. The electrical oxide
thickness (EOT)45 was estimated from the maximum capacitance in
accumulation.37 We measured the capacitance in inversion for deter-
mining the defect density (ndam) of damaged samples. In accumulation,
the measured differential capacitance corresponds to that of SiO2 layer
(∼SL, CSL) because the wafer resistivity is low enough (0.02 � cm).
In inversion, the measured capacitance corresponds to the sum of CSL

and the inversion layer capacitance. In this configuration, the slope of
1/C2–V is a function of the density of doping (ND) of the bulk substrate
(in the present case, ND ∼ 1018 cm−3). The low resistivity of our wafers
allows to measure the differential capacitance in the inversion layer
close to the surface (approximately 5 nm thick). When a Si substrate
is exposed to a plasma, defects with various structures are formed in
the SL and IL. As shown in Fig. 2c, after thorough inspection of the
local defect structures in the MD simulation snapshots, typical struc-
tures commonly observed were interstitial atoms52,53 and a dumbbell
type.38,54,55 Note that the surface amorphized56 and interlayer regions
in Fig. 2b do correspond respectively to the SL and IL measured by
SE. Since the local defects observable in MD simulation are stable
structures that act as traps for carriers,52–55 the change in the inversion
capacitance corresponds to the change in “effective” doping concen-
tration. By introducing the density of defects ndam, one can describe
the differential capacitance as

d

dV b

(
1

Cm
2

)
= − 2

qε0εSi(ND + ndam)
[4]

where Cm is a measured capacitance, εSi is the relative dielectric
constant of substrate, ε0 is the permittivity in vacuum, and Vb is
applied bias voltage. The slope of 1/C2–V defines ND + ndam. Dam-
age causes the slope to decrease in the Vb range from −1.0 to
1.0 V, indicating the presence of defect sites (ND + ndam > ND).
For typical plasma conditions, we estimate ndam to be in the range
∼ 1018–1019 cm−3, consistent to other evaluation techniques.10,57 This
is consistent with defect density found by MD simulation. Therefore,
ndam measured by the 1/C2–V technique corresponds to those local
defect structures beneath the IL region.

Results and Discussion

Thicknesses of damaged structures.— Figure 3a shows C–V curves
of typical as-damaged samples including the Ref. For the damaged
sample, the value of the capacitances in the accumulation region (Vb >
0) is significantly increased. EOT is thus determined, and the results
are compared with (dSL + dIL) and dSL only in Fig. 3b. Two key
features are confirmed: 1 dSL is smaller than the EOT for all damaged
samples. 2 (dSL + dIL) is approximately equivalent to the EOT. This
suggests that, in the C–V measurements, (dSL + dIL) is identified as
a surface oxide layer having the capacitance Cox usually extracted
from MOS structures.37 Therefore, as discussed in the following, the
“effective” doping concentration derived from 1/C2–V measurement
is related to ND + ndam beneath the IL by SE. This methodology
enables us to quantify ndam in the Si substrate created by PPD.

Figure 4 shows an example for the thickness determined by SE
for various samples exposed to plasmas before and after DHF wet-
etching. One can see decrease in (dSL + dIL) after the wet-etching.
Figures 5 compare the dependence of dSL and dIL on the average ion
energy Ēion in the case of various ICP exposures. As seen in Fig. 5a,
with an increase in Ēion, dIL monotonically increases, whereas dSL

exhibits no clear dependence on Ēion. This is owing to the fact that a
surface damaged layer is reconstructed by air exposure (oxidation) or
surface sputtering. Thus, while dSL is independent of it, dIL should be
used as a measure of PPD. Moreover, DHF wet-etch changes dSL and
dIL in the course of time as shown Figs. 5b and 5c. dIL is significantly
decreased by the 300-s-DHF wet-etch in the lowest Ēion case, implying
the removal of the damaged layer.
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Figure 3. (a) Typical C–V curves of plasma-damaged structures. The C–V
curve of Ref is also shown. (b) Relationship between the optical thickness by
SE and the electrical thickness by C–V for various damaged structures.

Characterization of defect density by 1/C2–V technique.— As dis-
cussed above, dIL rather than dSL should be used as a measure of PPD
in SE analysis. However, no quantification of defect density can be re-
alized only by SE. Figures 6 displays various 1/C2–V curves obtained
before and after DHF treatments. One can see a “plateau”—gentler
slope region—in damaged samples clearly. Even after the DHF treat-
ments, the plateau remains in most cases, implying the presence of
defects.
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Figure 7 illustrates the mechanism explaining the presence of the
plateau in the 1/C2–V. When Vb is swept in inversion, a depletion
layer is formed and extends toward deeper region of the Si substrate
in accordance with Vb. The intersection between the Fermi level and
the defects determines the depth of defects that contribute the dif-
ferential capacitance measured (Cm) at the Vb. In the extent config-
uration such as strong inversion as shown in (C), only the dopants
(ND) can contribute to Cm because no more defects may be present
in the deep substrate region. Therefore 1/Cm becomes close to (1/Cox

+ 1/Cinv) where Cinv is defined by ND. This configuration corresponds
to the 1/C2–V curves in the inversion region. In other words, the slope
becomes close to that of Ref in the strong inversion. In the interme-
diate Vb range as shown in (B), both dopants and defects contribute
to 1/Cm, i.e., the slope becomes gentler than that of Ref as Eq. 4
suggested. Moreover, the range of Vb in the plateau becomes nar-
rower as DHF time increases, indicating a decrease in ndam close to
the IL by the wet-etch, i.e., removal of the damaged layer and ox-
idation of a part of the remaining damaged layer. Figure 8 shows
typical trends in ndam for damaged samples with DHF treatments and
Figure 9, ndam as a function of Ēion for ICP damaged samples
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before and after DHF treatments. The ndam is estimated from the
slope of the plateau. Note that the ndam estimated by the 1/C2–V mea-
surement is the volume density of residual defects in the damaged
layer. The areal density Ndam in Eq. 3 is obtained by integration of the
n0

dam. From Figs. 9a and 9b, the Ēion dependence of ndam is expressed
as

ndam = C · (
Ēion

) γ
[5]

where C and γ are material-specific constants. In these cases, γ is
determined as 1.3 and 1.2 for the cases of Fig. 9a and 9b, respectively.

From the presence of plateaus in the 1/C2–V curves in Figs. 6, even
after 300-s-DHF wet-etch, it is confirmed that the residual defects are
still present in the Si substrate. However, no clear Ēion dependence
of ndam is seen for Fig. 9c. This feature may be attributed to the
fact that residual defects are small in number (close to the dopant
concentration), i.e., below the detection limit. These results imply
that most of the damaged region has been oxidized and is stripped
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off by 300-s-DHF wet-etch. (See the similar trend of dIL in Figure 5.)
Based on the 1/C2–V methodology, one can quantify the evolution of
ndam with various processing steps such as wet-etch stripping.

Impacts of defect profile on PPD characterization methodology.—
Based on the PPD range theory, the defects distributed in the Si

substrate have a profile defined primarily by the energy and the flux
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Figure 9. Dependences of (dSL + dIL) (on the left axis) and ndam (on the right
axis) on the average incident ion energy in various DHF steps. (a) Before DHF
treatment. (b) After 60-s-DHF. (c) After 300-s-DHF.

of incident ions. As seen in Fig. 8 and Fig. 9a, a larger Ēion result
in thicker dIL (dSL + dIL) and larger ndam. Compared to ICP, CCP
has larger Ēion as deduced from Table I. However, dIL by SE and
ndam by 1/C2–V technique for the CCP case are smaller than those
for ICP even after 60-s-DHF wet etch. The mechanism explaining
this counter-intuitive result is illustrated in Figs. 10. Figures 10 show
comparisons of the profiles of ndam deduced from the energy (ICP:
−130 V and CCP: −240 V) and the flux of incident ions by the PPD
range theory. In the range theory, the series of ion impacts is assumed
to be the “cumulative” events, which is independent of the ion flux.
(In Fig. 10, the value in the parenthesis is derived from the PPD
range theory for the case of Ar plasma damage.) Compared to the
ICP sample (Table I), the CCP sample has a wider ndam distribution
due to the higher Ēion and straggling but lower in the ndam due to the
lower ion flux. Moreover, one should consider UV radiation as a cause
of damage creation mechanism. As listed in Table I, the ICP has the
density higher than the CCP. This results in heavier damage for the
case of the ICP. Although we do not have detailed optical emission
spectra for the series of the present experiments, the ICP exposure
created higher ndam as illustrated in Fig. 10. Note that the SE and
1/C2–V techniques have the detection limits as indicated in Figs. 10.
The intersections with each detection limit define the measured values
such as dSL, dIL, and, the areas as highlighted. Due to the lower defect
density, dCCP (= dSL + dIL) for CCP becomes thinner than dICP by
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Figure 10. Schematic illustrations for the profiles of ndam in the present ICP-
and CCP-damaged samples; (a) as-damaged and (b) wet-etched structures.
Highlighted areas correspond to the ndam identified by the 1/C2–V technique.
The labels “as-damaged ellipsometry criterion” and “CV criterion” mean the
detection limits by SE and C–V method, respectively.

SE with the detection limit as indicated in Fig. 10. Moreover, nCCP
0

assigned by the 1/C2–V is smaller than nICP
0 . A lower ion flux results in

a lower ndam in the deep substrate region—below the detection limit.
Therefore, when comparing the PPD, one should pay careful attention
to the fact that not only incident energy, but also the ion flux strongly
affects the measured defect density. Figure 11 schematically illustrates
how the defects distribute and the PPD values are measured. The
present Vb-sweeping range in the C–V test corresponds to the depth
of 3−5 nm in the substrate, deduced from the wafer resistivity—
lower resistive wafer is indispensible to address PPD distributed in
a few nanometers. The changes of ndam occur in the surface region
within a few nanometers. It is concluded that the 1/C2–V technique
is a powerful tool for PPD quantification, but one should pay careful
attention to the profiles of defects in the nano-scale regime as well as
the detection limits of analysis techniques employed.

Device performance degradation by residual PPD.— Finally, we
investigate the effect of residual defects on MOSFET performance.
The defects are considered to create additional energy levels in the
bandgap (“band-gap states”),58,59 which plays the role of a carrier
trap site. Thus, the defects induce drain current decrease15 due to the
latent defects. With the present methodology, we can speculate that
the residual density after DHF wet-etch widely employed in mass
productions is determined around 5 × 1018 cm−3. From Technology-
Computer Aided Design (TCAD) simulations, a residual defect
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Figure 11. Schematic illustrations for the distributions of defects in the
present ICP- and CCP-damaged samples. (|V ICP

dc | < |V CCP
dc |) Owing to the

higher incident ion energy in the CCP, the defects are distributed deeply in the
Si substrate. However, the lower ion flux results in smaller ndam, in particular,
in the deeper Si substrate region.

density of ∼5 × 1018 cm−3 leads to ∼3% decrease of drain cur-
rent for the 45-nm-technology node.45 This amount is significant for
LSI circuit designers. Thus, both a precise and quantitative identifi-
cation of ndam and an optimization of damaged layer removal process
are necessary for future low damage process designs.

Conclusions

A quantitative nano-scale characterization of PPD was demon-
strated for ICP and CCP sources using a C–V technique combined
with SE. A DHF wet-etch step was carried out to address the residual
defect density in damaged samples, which is key to MOSFET perfor-
mance design. The optical thickness by SE was compared with the
electrical oxide thicknesses by the C–V technique. The defect density
(ndam) assigned by the C–V technique under various process treatments
suggests that one should pay careful attention to the nature of PPD
such as the profiles of defects as well as the sensitivity of each anal-
ysis techniques in the nano-scale regime. The present methodology
should be implemented for designing low-damage process such as
ALEt and addressing the residual defect impacts on the performance
of ultimately-scaled devices.
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