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Abstract

Nucleosomes, basic units of chromatin, are known to show spontaneous DNA unwrapping dynamics that are crucial for transcriptional activation, but its structural details are yet to be elucidated. Here, employing a coarse-grained molecular model that captures residue-level structural details up to histone tails, we simulated equilibrium fluctuations and forced unwrapping of single nucleosomes at various conditions. The equilibrium simulations showed spontaneous unwrapping from outer DNA and subsequent rewrapping dynamics, which are in good agreement with experiments. We found several distinct partially unwrapped states of nucleosomes, as well as reversible transitions among these states. At a low salt concentration, histone tails tend to sit in the concave cleft between the histone octamer and DNA, tightening the nucleosome. At a higher salt concentration, the tails tend to bound to the outer side of DNA or be expanded outwards, which led to higher degree of unwrapping. Of the four types of histone tails, H3 and H2B tail dynamics are markedly correlated with partial unwrapping of DNA, and, moreover, their contributions were distinct. Acetylation in histone tails was simply mimicked by changing their charges, which enhanced the unwrapping, especially markedly for H3 and H2B tails.

Author Summary

Nucleosomes, folding units of chromatin, wrap DNA about 1.75 turns and provide bottlenecks for transcription. Recent experiments showed that nucleosomes are not rigid but dynamic, showing spontaneous and partial unwrapping which is thus important for transcriptional activation. Experimentally, however, one cannot directly watch DNA unwrapping at high resolution. On the other hand, molecular dynamics simulations have high spatio-temporal resolution and thus can be powerful and complementary to experiments. Here, we put forward coarse-grained modeling of protein-DNA interactions at residue-level resolution, which is rather generic and thus can be applied to any protein-DNA complexes. By this method, we could reveal spontaneous and salt-concentration dependent
partial unwrapping of DNA from nucleosomes. In addition to consistency with single molecule experiments, the simulation showed multiple and distinct intermediate states of unwrapping. Interestingly, partial unwrapping of DNA is correlated with certain parts of histone tail dynamics. Deleting positive charges in histone tails that mimics histone acetylation facilitated partial unwrapping, most significantly for H3 and H2B.

Introduction

Nucleosomes, basic units of chromatin, are made of about 147 base pair (bp) double strand (ds) DNA wrapped 1.75 turns around a histone octamer [1]. Many available X-ray crystal structures provide atomic structural information on nucleosomes [2–7]. Yet, nucleosomes are not static, but dynamic complexes changing their structures, positions along genome, and component during cell cycles. Upon DNA replication, for example, nucleosomes must globally disassemble and, after replication, re-assemble, which also involves nucleosome repositioning [8,9]. In addition to these global changes, nucleosomes regularly show partial unwrapping dynamics, which could control higher-order chromatin folding and transcriptional activity [10,11]. These dynamic aspects of nucleosomes are much less clear.

Recently, partial and global unwrapping of single nucleosomes have been intensively investigated by single-molecule FRET experiments, mechanical pulling experiments with optical traps, and so forth [12–24]. Notably, single-molecule FRET experiments were used to characterize spontaneous and intermittent partial unwrapping dynamics of nucleosome. DNA unwrapping occurs from outer stretches and the rate constants for unwrapping depends on the distance inside the nucleosome [17]. The dissociation constant for unwrapping also depends on salt concentration; as expected, higher salt concentration enhances unwrapping. Due to the spontaneous site-exposure, DNA-binding proteins can access to nucleosomal DNA. Mechanical unwrapping experiments clarified site-dependent interaction between DNA and histone cores [20]. In addition to the central dyad region where the strongest interaction has been identified, the off-dyad region which is 1/2 turn from the dyad offers another strong interaction sites [20,25].

These experiments give, albeit un-ambiguous, structurally limited information for, at most, a few FRET pair distances. For example, how unwrapping dynamics is correlated with flexible histone tail dynamics is not directly observed. As a complementary approach, higher resolution structural dynamics analysis is desired. In this sense, molecular dynamics (MD) simulations are potentially powerful because they provide full of time-dependent structural information. Yet, conventional atomistic MD simulations reach, usually, microsecond time scales as of today, which is shorter than typical time scale of intermittent DNA unwrapping from nucleosomes. To speed up MD simulations drastically, one way is to coarse grain the molecule model. These coarse-grained (CG) MD simulations are getting more and more popular for large-scale biomolecular simulations [26,27].

For single nucleosome and nucleosome-arrays, various levels of CG models have been developed and used [28–37]. For the latter, mesoscopic modeling is particularly successful where a nucleosome or a histone octamer is treated as rigid object and linker DNA is represented by continuous string or chain of beads [28,30,33]. At single-nucleosome level, unwrapping of ends of nucleosomal DNA was investigated with a higher resolution CG model [35]. Their CG model was primarily developed to approximate near-native conformations so that larger-scale unwrapping of DNA was not treated. Related to this point, this CG model does not directly treat electrostatic interactions and thus salt-dependence of unwrapping was not investigated.
To address partial unwrapping of single nucleosome from small to large scales and in comparison with single molecule experiments, we need CG models that directly capture mechanical property of histones and DNA as well as electrostatic interactions with a higher resolution than the mesoscopic level. DNA models are desired to represent major and minor grooves, while protein models need to represent residues that are inserted into these grooves. Histone tails play crucial roles and thus need to be modeled as flexible and charged polymers. Thus, to address long-time partial unwrapping dynamics of single nucleosomes, in this paper we put forward CG MD simulations in which each amino acid in proteins is represented by one CG particle and one nucleotide in DNA is represented by three CG particles. Specifically, proteins, i.e., histone octamer, are modeled by a structure-based Go-model [38,39] and dsDNA is modeled by 3SPN.1 of de Pablo group [40,41]. The structure-based Go model is known to well approximate near-native fluctuations as well as global folding [42]. Interactions between histone octamer and dsDNA are approximated by electrostatic interactions and a structure-based contact potential. The explicit treatment of electrostatics enables us to address salt-concentration dependent unwrapping dynamics.

In this paper, brief description of computational methods is followed by simulation results of spontaneous fluctuation dynamics of single nucleosome. We observed multiple and salt-dependent intermediate states of unwrapping. Then, we investigate histone tail conformations in these dynamics. Moreover, we mimic histone tail acetylation by deleting charges in tails and investigate their effects on partial unwrapping. Finally, we investigate mechanical unwrapping of single nucleosome.

**Methods**

**Coarse-grained protein and DNA models**

We employed coarse-grained (CG) models for proteins and DNA. For the protein, we used a simple CG Go model [38,39] in which one amino acid is represented by one CG particle located at \( \mathbf{C}_\alpha \) position. For DNA we took a CG DNA model 3SPN.1 developed in de Pablo’s group [40,41], where each nucleotide is represented by three CG particles, base, sugar, and phosphate.

The total potential energy function is divided into that for proteins, \( V_{\text{pro}} \), that for DNAs, \( V_{\text{dna}} \), and that for the interactions between proteins and DNAs, \( V_{\text{pro-dna}} \)

\[
V_{\text{total}} = V_{\text{pro}} + V_{\text{dna}} + V_{\text{pro-dna}}
\]

The energy function for proteins is that of Clementi et al [38],

\[
V_{\text{pro}} = \sum_i k_{\text{bd}_{i+1}} (r_{i,i+1} - \bar{r}_{i,i+1})^2 + \sum_i k_{\text{ba}} (\theta_i - \theta_i)^2 + \sum_i \{k_{\text{dih}}^{\text{natcont}}[1 - \cos(\phi_i - \phi_i)] + k_{\text{dih}}^{\text{non-native}}[1 - \cos^3(\phi_i - \phi_i)]\} + \sum_{i,j=3}^{\text{natcontact}} \epsilon_{\text{pro}}^{\text{natcont}} \left[ \frac{r_{ij}}{r_{ij}^6} - 6 \frac{r_{ij}^{10}}{r_{ij}^{12}} \right] - 6 \sum_{i,j=3}^{\text{non-native}} \epsilon_{\text{pro}}^{\text{non-native}} \left[ \frac{r_{ij}^{12}}{r_{ij}} \right]
\]

where the first, second, and third terms represent restraint potentials for virtual bond lengths, virtual bond angles, and virtual dihedral angles, respectively. The fourth term is the non-local contact potential that stabilizes amino acids pairs that are in proximity at the native (reference) structure. The last term represents a generic excluded volume effect. \( r_{i,i+1} \) stands for the distance of a virtual bond between \( i \)-th and \( i+1 \)-th amino acids, \( \theta_i \) is the \( i \)-th virtual angle made by two consecutive virtual bonds, \( \phi_i \) is the \( i \)-th dihedral angle defined by three consecutive virtual bonds.
bonds. \( r_{ij} \) is the distance between \( i \)-th and \( j \)-th amino acids. Those with superscripts 0 are parameters that take the values of the corresponding variables at the native (reference) structure. The coefficients \( k \)'s and \( \varepsilon \)'s are parameters that modulate relative balance among the terms. We used a default set of these parameter values in CafeMol [42].

The energy function for DNA is 3SPN.1 developed in de Pablo’s group and can be written as

\[
V_{dna} = \sum_i k_{dna}^{bind}(r_{i,i+1} - r_{i,i+1}^0)^2 + k_{dna}^{vdw}(r_{i,i+1}^0 - r_{i,i+1})^4 + \sum_i \frac{k_{dna}^{vdw}(\theta_i - \theta_i^0)^2}{2}
\]

\[
+ \sum_i k_{dna}^{hyp}[1 - \cos(\phi_i - \phi_i^0)] + \sum_{i<j} 4\varepsilon_{dna}^{hyp} \left[ \left( \frac{\sigma_{hyp}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{hyp}}{r_{ij}} \right)^6 \right]
\]

\[
+ \sum_{i<j} \varepsilon_{dna}^{hyp} \left[ 5 \left( \frac{\sigma_{hyp}}{r_{ij}} \right)^{12} - 6 \left( \frac{\sigma_{hyp}}{r_{ij}} \right)^{10} \right]
\]

\[
+ \sum_{i<j} \left[ 4\varepsilon_{ev}^{dna} \left[ \left( \frac{\sigma_{ev}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ev}}{r_{ij}} \right)^6 + \frac{1}{4} \right] \right], \text{ if } r_{ij} < 2\sigma_{ev}
\]

\[
0, \text{ otherwise}
\]

\[
+ \sum_{i<j} \frac{q_i q_j e}{4\pi\varepsilon_0\varepsilon_{ij}} + \sum_{i<j} \varepsilon_{solv} \left[ \left( 1 - e^{-\lambda_D r_{ij}} \right)^2 - 1 \right]
\]

Here, the first, second, and third terms are restraint potentials for virtual bond lengths, virtual bond angles, and virtual dihedral angles. The fourth and fifth terms are non-local contact potentials, in which the fourth one is for the stacking energy and the fifth one represents base-pairing. The sixth term is for excluded volume effect. The seventh term is a regular Coulomb energy with the Debye-Huckel screening. In the Debye-Huckel formula, \( \lambda_D \) depends on ionic strength, and thus salt concentration of the solution. The last term represents empirical solvation energy to facilitate base-pairing. Parameters with superscript 0 take values of the corresponding variables at B-type dsDNA. The rest of parameters were tuned to approximate general properties of dsDNA. We used the default parameter values of 3SPN.1, except for the dielectric constant of water \( \varepsilon \) that was simplified as the constant value 78. See the original article for other details [41]. We note that the Debye-Huckel model is a computationally efficient, but crude approximation for such a highly charged molecule as DNA and the explicit treatment of counter ions provides higher resolution and probably more accurate estimates of electrostatics in DNA [36,43].

Modeling interactions between the histone octamer and dsDNA is not straightforward. If the interaction was very specific and many of side-chains of histones perfectly fit with DNA, using the structure-based potential, i.e., Go-potential would be reasonable. If, on the other hand, the interaction was purely non-specific, the generic electrostatic interaction alone would be reasonable, as in our earlier work of p53 [44]. We note that the single-molecule experiments often use the so-called Widom 601 DNA sequence, a selected high-affinity nucleosome positioning sequence, of which specificity is clearly non-negligible, but incomplete as well. The current DNA model does not account for detailed sequence dependent property of DNA. To this end, we decided to include a weakened Go-potential, in which the scaling parameter is tuned so that the resulting dynamics matches some of experiments.
The interactions between proteins and DNA include the electrostatic interaction in the same way as in DNA, the general excluded volume interactions in the same form as in the protein model, and structure-based pairwise contact potential that stabilize protein-DNA complex in a reference structure, which in the current case, a crystal structure of nucleosome,  

\[ V_{\text{pro-dna}} = \sum_{i<j}^\text{nat contact} \varepsilon \frac{q_i q_j}{r_{ij}} - 6 \left( \frac{1}{r_{ij}} \right)^{10} \]  

\[ + \sum_{i<j}^\text{non-native} \varepsilon \frac{q_i q_j e^{r_{ij}}}{r_{ij}} \]  

The first term is the structure-based contact term, in which the parameter \( \varepsilon \) controls specific attraction between histone proteins and DNA, while the last term provides sequence-non-specific attraction between positively charged histone amino acids and DNA. In the structure-based contact term, we used sugar and base sites in DNA, but not including phosphate sites because the phosphate is a charged group and is primarily represented by its charge. For charges \( q_i \), we assigned the standard ionization states; namely, all phosphates group in DNA, all the Glu, and Asp residues have -1, and Lys, Arg, and His possess +1 charges. We tested the case that all His charges equal to zero finding that the difference in DNA unwrapping between protonated (charged) and deprotonated (uncharged) His is rather minor (S3 Fig). The difference appears only in free energy depths of high energy meta-stable states.

For a quick test of the model, we calculated the root mean square fluctuations (RMSFs) and compared them with the experimental B-factors (S1 Fig). For histones and DNAs, the RMSFs as a function of residues reproduced major features of the experimental B-factors. Quantitatively, the overall correlation coefficient was 0.80.

In summary, our protein and DNA models are identical to those that have been used in literature, while the specific interaction between the histone octamer and DNA contains, in addition to standard terms, one new parameter \( \varepsilon \) of which value needs to be calibrated.

Nucleosome

The nucleosome we simulated is the same molecular complex as the X-ray crystal structure with the pdb code 1KX5 [2,4] (Fig 1). The complex contains dsDNA of 147-bp and a histone octamer. The DNA sequence is palindromic taken from one-half of a human a-satellite sequence repeat. The histone octamer is from Xenopus laevis. Histone tails are explicitly included except the first three residues (PEP) of H2B that are missing in the pdb data. The crystal structure is pseudo-symmetric for 180 degree rotation around an axis that goes through the dyad, the central part of dsDNA. The same pdb structure was used as the reference structure in the structure-based model.

Molecular dynamics (MD) simulations

The equation of motion that drives the system is the standard Langevin equation,  

\[ m_i \frac{d^2 \mathbf{r}_i}{dt^2} = -\frac{\partial V_{\text{total}}}{\partial \mathbf{r}_i} + m_i \gamma_i \frac{d \mathbf{r}_i}{dt} + m_i \xi_i \]
in which the random noise $\xi_i$ is the Gaussian white noise with the mean and variance,

$$\langle \xi_i(t) \rangle = 0, \langle \xi_i(t) \xi_j(t') \rangle = \frac{2\gamma_k T}{m_i} \delta(t - t') \delta_{ij}$$

respectively. Here, $m_i$ is the mass, for which we used CafeMol default value. $k_B$ is the Boltzmann
constant, and $T$ is the temperature set as 300K. $\gamma_i$ is the friction coefficient and we used very low value (0.02 in CafeMol unit) to speed up the dynamics. The unit of time is denoted as $t_0$. An apparent mapping leads to $t_0 \approx 0.2$ ps although the dynamics realized is known to be accelerated by many factors associated with coarse graining; the absence of side chain atoms, the absence of explicit water molecules, ignorance of hydrodynamic effects, the low friction coefficient, and so on. A time step of $0.1t_0$ was used for time integration. Each MD simulation contains $10^8$ time steps up to $10^7 t_0$ time, unless otherwise denoted. In each case, we repeated MD 20 times with different random noises to obtain the structural ensembles. To define which part of dsDNA is unwrapped from the histone octamer, we calculated the deviation $d_{DX}$ of every base pairs in dsDNA from those in the reference X-ray structure in each snapshot. We define the n-bp unwrapped state by that the deviations $d_{DX}$ of 1 to n-th bp from each end of dsDNA are larger than 10 Å and that of n+1-th bp is smaller than 10 Å. We did not impose a box boundary so that, once the histone octamer and DNA dissociates, they do not re-assemble in general. In the forced unwrapping simulation of DNA from nucleosome, in each of two ends of dsDNA, we introduced a virtual particle that is linked to terminal particles by harmonic bonds. Here, terminal particles in each end of dsDNA include 5’ end of one strand and 3’ end of the other strand. We pulled the virtual particles with a constant velocity in opposite directions. The pulling velocity was $10^{-4} Å t_0^{-1}$. In this forced unwrapping simulations, we needed slightly different parameters in MD: time step was reduced to 0.05$t_0$ due to a large pulling force. Each MD simulation contains $10^8$ time steps up to 0.5$t_0$ time. In each salt concentration case, we repeated MD runs 20 times with different random noises. The force was measured from the lengths of the harmonic bonds attached to the virtual particles. We note that, unavoidably, the pulling speed is orders of magnitude faster than that in referred experiments.

All the MD simulations were performed by CafeMol [42].

Results/Discussions

Partial unwrapping

The degree of DNA unwrapping is expected to depend on the strength of interaction between the histone octamer and DNA, in which, as described in Methods, an appropriate value of the interaction parameter $\varepsilon_{pro-dna}$ is unknown beforehand. Thus, we conducted preliminary simulations of thermal fluctuations of single nucleosome with various values of $\varepsilon_{pro-dna}$ in the range $0 \leq \varepsilon_{pro-dna} \leq 1.0 \varepsilon_{pro}$. Here, we mostly present the results with $\varepsilon_{pro-dna} = 0.8 \varepsilon_{pro}$, which turned out to be a representative value comparing with experimental data [17]. In [17], Widom and his collaborators performed the FRET experiments to monitor spontaneous DNA unwrapping and subsequent rewrapping. The Cy3 donor was introduced in one of several DNA positions, while the Cy5 acceptor was connected to histones so that its distance from the donor was small enough in the wrapped state. Measuring the FRET efficiency for a range of salt concentration, they obtained both kinetic and thermodynamic parameters for partial unwrapping of different levels. In equilibrium, the end of DNA, on average, started unwrapping at the salt concentration ~250 mM, while global unwrapping was observed at and above ~750 mM. As described below, we confirmed that these overall feature can be reproduced with $\varepsilon_{pro-dna} = 0.8 \varepsilon_{pro}$. (Later, to see the dependence of the parameter $\varepsilon_{pro-dna}$, we show some results of $\varepsilon_{pro-dna} = 0.5 \varepsilon_{pro}$, and 1.0 $\varepsilon_{pro}$).

MD simulations of nucleosome at NaCl 300 mM showed repeated partial unwrapping in both the left and right ends of dsDNA (Fig 2). Note that the definition of “left” and “right” is arbitrary and that the bp number runs from 1 in the left end to 147 in the right end. We use them merely to distinguish two ends of dsDNA throughout this paper. In each of snapshots, a central consecutive segment of dsDNA was bound to histone octamer, while the left and/or
right ends of dsDNA may be transiently unwrapped. We thus can define, in each snapshot, the first bp of the right unwrapped dsDNA segment and the last bp of the left unwrapped dsDNA segment, of which base pair numbers are illustrated in Fig 2A and 2B, respectively, for a typical trajectory. In preliminary investigation, we explored some other measures, such as distances between chromophore attaching sites in FRET experiments, and angles between two ends of DNA, to quantify the degree of partial unwrapping of DNA. These parameters showed a clear peak when DNA is fully wrapped and a broad distribution when DNA is partially unwrapped due to fluctuation of unwrapped DNA segments. Seeking a better measure that is not subject to such fluctuations of unwrapped DNA and thus is more sensitive, we reached the order parameter defined above.
Clearly, in Fig 2, partial unwrapping occurred repeatedly and transiently. Patterns of unwrapping in the left and right ends were not significantly different, probably due to its pseudo-symmetry in the crystal structure. The figure also suggests that partial unwrapping in each end takes some distinct states. One obvious state assigned is the zero-bp unwrapped state. Among snapshot structures depicted in Fig 2, those in (i) and (ii) have their left ends in the zero-bp unwrapped state. Another clear state observed has about 20-bp unwrapped, which is illustrated in the snapshot (ii) for its right end and the left end of the snapshot (iii). Rather rarely, we observed the third state where about 30-bp are unwrapped as in the snapshot (iv) for its left end. Moreover, we notice that there seem a marginal state with about 10-bp unwrapped.

Partial unwrapping in the left and right ends seems to occur independently. A statistical analysis failed to find any noticeable correlation between unwrapping of two ends (S2 Fig). The degree of correlation, if any, is expected to depend on the salt concentration of the solution because, with a low salt concentration, we expect to have relatively long-range electrostatic interactions. Yet, even at the lowest salt concentration studied here (see below), we did not find any crucial correlation of partial unwrapping in two ends (S2 Fig).

To quantify partially unwrapped states, we obtained probabilities $P(bp)$ of the left and right ends of the unwrapped DNA segment from 20 trajectories, which are shown in Fig 3A (the left end) and Fig 3B (the right end). Equivalently, we also plotted free energy profiles, which are...
defined as $-\ln(sample\_number \times p(bp) + 1)$ in Fig 3C (the left end) and Fig 3D (the right end). At 300 mM NaCl condition (orange), we see two dominant minima in free energy profile, one at zero-bp and the other at 17-bp unwrapped states. We also find shallower minima at 5-bp and 12-bp unwrapped states, as well as a marginal state at ~30-bp unwrapped state. We note that, from the crystal structure, one would expect to have 5-bp periodicity. The histogram shows rather close, albeit not identical, 5-bp periodicity. We note that high free energy part of the profile that was not sampled in the current simulations can be better estimated by use of some enhanced sampling techniques.

In the same way as above, we obtained free energy profiles of the left and right ends of unwrapped bp for various different salt concentrations between 50 mM and 400 mM NaCl (Fig 3C and 3D). At salt concentrations equal to and higher than 500 mM, dsDNA progressively unwrapped and finally dissociated from the histone octamer. We note that the simulation did not account for the re-assembly process. At these conditions, we cannot well-define the free energy profiles and thus we did not plot them. Between 50 mM and 400 mM, as expected, at a higher salt concentration dsDNA tends to be unwrapped more. At 50 mM and 100 mM, we see three distinct states; zero-bp unwrapped as the dominant state, 5-bp, and 12-bp unwrapped states as minor states. At 200 mM, on top of the above three states, we also see the fourth state with ~17-bp unwrapped. At 300 mM and 400 mM, the state with 17-bp unwrapped became the major state, still retaining the above mentioned unwrapped states as metastable states. Thus, as the salt concentration changes, the positions of local minima are mostly kept fixed, while their relative stabilities vary.

DNA unwrapping involves large energy-entropy compensation, somewhat similar to that in protein folding [45]. In comparison with protein folding processes, DNA unwrapping seems less cooperative producing a series of partially unwrapped sub-states. This could be attributed to less flexibility of unwrapped dsDNA than unfolded proteins.

Weaker and stronger specific interactions between DNA and histone octamer

Next, we investigate how unwrapping is affected by the change in the interaction strength between DNA and histone octamer. All the above simulations used the coefficient

![Figure 4](https://example.com/figure4.png)

**Fig 4. Sensitivity test of the structure-based interaction parameter.** Free energy profiles for the left end of unwrapped DNA are plotted for a weakened interaction, $\epsilon_{\text{pro-dna}}^{\text{go}} = 0.5\epsilon_{\text{pro}}^{\text{go}}$ (A) and a strengthened interaction $\epsilon_{\text{pro-dna}}^{\text{go}} = 1.0\epsilon_{\text{pro}}^{\text{go}}$ (B). The default parameter used for all the other simulations is $0.8\epsilon_{\text{pro}}^{\text{go}}$. With the parameter $\epsilon_{\text{pro-dna}}^{\text{go}} = 0.5\epsilon_{\text{pro}}^{\text{go}}$, DNA is completely unwrapped and dissociated from histone octamer at and above 300 mM NaCl. With the parameter $\epsilon_{\text{pro-dna}}^{\text{go}} = 1.0\epsilon_{\text{pro}}^{\text{go}}$, DNA did not dissociate from histone octamer within the computing time even at a sufficiently high salt concentration such as 1 M.

doi:10.1371/journal.pcbi.1004443.g004
$\varepsilon^{\text{go-dna}} = 0.8 \varepsilon^{\text{go}}$. Here, we tested a weaker interaction $\varepsilon^{\text{go-dna}} = 0.5 \varepsilon^{\text{go}}$ and a stronger interaction $\varepsilon^{\text{go-dna}} = 1.0 \varepsilon^{\text{go}}$.

Fig 4A shows the free energy profile of the left end of wrapped DNA for the weakened case, $\varepsilon^{\text{go-dna}} = 0.5 \varepsilon^{\text{go}}$ for salt concentration NaCl 50 mM, 100 mM, and 200 mM. While the overall shapes of the free energy profiles look similar to the default one, the zero-bp unwrapping state was less stable while 5-bp, 12-bp, and 17-bp unwrapped states were more stable. Furthermore, at salt concentration higher than 200 mM, after partial unwrapping, dsDNA was completely dissociated from the histone octamer. These data suggest that $\varepsilon^{\text{go-dna}} = 0.5 \varepsilon^{\text{go}}$ lead to less stable nucleosome than the stability experimentally suggested for high affinity sequences, such as Widom’s 601 sequence [17], where the average structure showed no partial unwrapping below 250 mM.

Next, we plotted the free energy profile for the left end of wrapped segment in the case of the stronger interaction $\varepsilon^{\text{go-dna}} = 1.0 \varepsilon^{\text{go}}$. As expected, we observed partial unwrapping less frequently than the default case (Fig 4B). Yet, at the salt concentration NaCl 400 mM, we observed partial unwrapping up to 17-bp. Even at the salt concentration of NaCl 1 M, we did not observe any complete unwrapping/dissociation from DNA. This suggests that, with the strong interaction parameter, the structure-based Go potential alone can stabilize nucleosome no matter how the salt concentration is high within the simulation time scale. This is inconsistent with experimental results since experimentally most nucleosomes are disassembled at the salt concentration as high as 1 M [17].

These surveys of interaction parameter led us to use $\varepsilon^{\text{go-dna}} = 0.8 \varepsilon^{\text{go}}$ as the default value in the current work. We note that the affinity of nucleosomal DNA with the histone octamer has a broad range that is more than a thousand, and thus it is not very important to fine tune the interaction parameter. $\varepsilon^{\text{go-dna}} = 0.5 \varepsilon^{\text{go}}$ may correspond to a weak affinity sequence, while $\varepsilon^{\text{go-dna}} = 1.0 \varepsilon^{\text{go}}$ is for a high affinity sequence. Hereafter, we solely use the default value.

Conformations of histone tails

It is interesting to look into conformations of histone tails, which can be correlated with partial unwrapping of DNA. We first plotted the distances $r_{\text{HTO}}$ of the histone tail terminal residues from the center of mass of histone octamer core (Fig 5A), averaged over trajectories. We clearly see that, for all histone tails, the tail termini become more distant from the center as the salt concentration increases. This is an expected result because highly basic histone tails are attracted to DNA, and the attraction is stronger at lower salt concentration. At a higher salt concentration, these attractions are weaker and disordered tails take entropically extended conformations. These results are in good agreement with recent simulation results [36]. In Fig 5A, we see that the salt concentration dependence of the distance is markedly stronger for H3 tails than the other three tails.

To understand conformations and interactions of histone tails further, we plotted the probability distribution of the distance $r_{\text{HTO}}$ for some salt concentrations (Fig 5B–5D). At 50 mM, $r_{\text{HTO}}$ for H3 tails exhibited a bimodal distribution with two peaks at ~35 Å and at ~50 Å. Even for H4 and H2B, we marginally recognize two states, a major state centered at ~60 Å and a minor one around 35 Å. On the other hand, $r_{\text{HTO}}$ for H2A has only one peak centered at ~60 Å. Looking at snapshot structures, we identified that 35 Å from the center of histone core corresponds to the boundary between the histone octamer core and the wrapped DNA, which makes concave surface. At 50 mM, many of histone tail terminals were located at the concave surface. We illustrated one snapshot in the left cartoon of Fig 5E where the left H3 tail and the left H2B tail terminals are located in the boundary between histone octamer and DNA. On the other hand, the distance $r_{\text{HTO}} = 50$–60 Å corresponds to the case that histone tails are located
near the outer surface of wrapped DNA, which can be seen in the left and right H3 tails and the right H4 tail in the left cartoon of Fig 5E. At higher salt concentration, the $r_{HTO}$ distributions generally moved to the larger distance (Fig 5C and 5D). In particular, at the salt concentration 200 mM all the histone tail terminals show single peak near ~60 Å. Interestingly, the H3 tail has broader distribution than the others perhaps because of its length. In these long distances, the histone tail terminal is not in contact with histone cores or DNA. Instead, at 200 mM, histone tails fluctuate apparently randomly. We note that the use of the Go model in the local potential energy function for disordered tails might have made the tails somewhat more rigid than they are. Yet, we confirmed that, with use of the flexible loop modeling [46], the results are not significantly different (S4 Fig).

Fig 5. Conformation of histone tails. (A) Average distances $r_{HTO}$ between histone N-terminus residues and the center of histone octamer core at various salt concentrations. (B,C,D) The distribution of $r_{HTO}$ for four histone tails at NaCl 50 mM (B), at 100 mM (C), and at 200 mM (D). (E) Representative snapshots of histone tails. The terminal residues are represented by spheres. The color assignments are the same as Fig 1.

doi:10.1371/journal.pcbi.1004443.g005
Correlation between DNA unwrapping and histone tail dynamics

Next, we investigate correlation between DNA partial unwrapping and histone protein fluctuations. First, we calculated the deviation $d_{HX}$ of every amino acids in histone octamer from those in the reference X-ray structure in each snapshot. The average of $d_{HX}$ over 20 trajectories is plotted in Fig 6A. As expected, relatively large deviation/fluctuation is localized to N-terminals. Then, we obtained the correlation coefficients between $d_{HX}$ and the left end of the unwrapped DNA bp in the left end, which is shown in Fig 6B. We find that the correlation coefficient is relatively
large for one of H3 and H2B tails that interact with left end of DNA. These relevant parts were magnified and re-plotted in Fig 6C and 6D. It is reasonable that H3 and H2B tails have larger effects to DNA unwrapping because these two tails have their roots at the side of nucleosome and between two turns of dsDNA. In H3, high correlation appears around 25–45 residues, which is near a root of the tail (the H3 tail corresponds to residues 1–44). In H2B, high correlation is seen around 15–35 residues, which is also close to the root of the tail (the H2B tail is assigned as 4–36 residues). These clearly indicate that the root regions of H3 and H2B tails contribute to stabilize the wrapped DNA. On the other hands, both tail terminals have less correlation to the DNA unwrapping because they are already far from the wrapped DNA and highly fluctuating.

To further clarify the coupling of root regions of H3 and H2B tails with DNA unwrapping, we plotted the distribution (and the average) of deviations $d_{iHX}$’s for H3K36 and H2B K24 as a function of unwrapped DNA bp in Fig 6E and 6F, respectively. For H3K36, the $d_{iHX}$ is distributed around 7 Å in the completely wrapped end, while the distribution becomes wider and the average increases to about 10Å when about 5-bp unwrapped. Yet, further unwrapping does not change the $d_{iHX}$ distribution significantly. Thus, the H3 tail contributes to stabilize the last ~5-bp of unwrapped DNA. On the other hand, for H2B K24, the $d_{iHX}$ distribution shifted to the large displacement when the unwrapped DNA bp reaches to ~20. Thus, H2B tail is suggested to stabilize wrapping of ~20-bp from the end, and thus is important for large-scale partial unwrapping. These results are all consistent with the X-ray crystal structure.

**Effect of histone tail modification**

Here, we address effects of modification in individual histone tails on the unwrapping dynamics of nucleosome. As is well-known, N-terminal tails of histones contains quite many positively charged amino acids (K and R), which is expected to have major impact on the nucleosome stability. Acetylations of K and R reduce the positive charges in histone tails. How such reduction in tail charges affects the unwrapping dynamics are, thus, of great interest. We conducted a series of CG MD simulations where one of tails has no charge in its N-terminal tail and compare its unwrapping dynamics with that of the intact one. We note that, in each case, we deleted all the N-terminal tail charge of two molecules of each type of histone.

Fig 7 shows the free energy profiles of individual cases, each of which has zero charge in one of the four histone tails, together with the case of the intact interaction as control (denoted as "canonical"). Overall the unwrapping was more or less enhanced by deleting charge in the tails, but the extent of enhancement depended on the cases.

The most marked effect was observed for the case that we deleted charges in the H3 tails (purple dashed curves in Fig 7). The completely wrapped state became less stable rather significantly and, instead, intermediate states with < 20-bp unwrapped became more stable than the case of the intact interaction for all the salt concentration cases tested in Fig 7. This result suggests that electrostatic interactions between H3 tail and nucleosome core contribute to stabilization of the completely wrapped state. This is reasonable because in the crystal structure (Fig 1), we see that H3 tails are located near the left and right ends of wrapped DNA.

Another tail that affects the unwrapping dynamics markedly was H2B in Fig 7 (red). In this case, the deletion of the charge did not alter stabilities of states with < 20-bp unwrapping, whereas we see dramatic increase in frequency of larger-scale unwrapping with > 20-bp unwrapped. For example, at the salt concentration 300 mM, we see partial unwrapping up to 60-bp only in the case of H2B charge deletion (Fig 7C). This suggests that the charge in H2B tails contributes to stabilize the nucleosome at around 20-bp from the ends of wrapped DNA.
Again, this result is perfectly in harmony with the crystal structure where H2B tails (red in Fig 1) interact with the corresponding region of DNA.

Effects of the other two tails, H2A and H4, turned out to be weaker, as in Fig 7. These tails are extended to the side of nucleosome (Fig 1) and thus seem to little contribute to the stability of nucleosomal DNA.

Mechanical unwrapping

Finally, we performed mechanical unwrapping simulations where we attached virtual particles to both ends of DNA and pulled these virtual particles to the opposing directions with a constant velocity while monitoring the pulling force.

At the salt concentration 200 mM, DNA smoothly started unwrapped, and then exhibited a major barrier in the pulling force profile once 20 trajectories were averaged (Fig 8A). This result is qualitatively in good agreement with recent single molecule experiments of mechanical unwrapping [20,22,47,48]. The peak in force profile corresponds to the unbinding at the so-called off-dyad region of DNA, where histone-DNA interactions are supposed to be strong. The peak force (at $d = 280 \text{ Å}$) is $\sim 20$ pN. At smaller distances, there can be one or more peaks although we cannot rule out the possibility that they are simply noise.

When we decreased the salt concentration up to 100 mM, a stronger histone-DNA interaction made the force profile slightly more structured (Fig 8B). In addition to the large peak,
albeit rather faint, we see at least one small peak in the force profile when DNA started unwrapping around $d = 220$ Å. The peak force is $\sim 30$ pN.

Experimentally, the force associated with the major peak was 27 pN at the salt concentration 50 mM in one experiment [22]. Another measurement reported 8–9 pN for a slightly different system [47]. If we directly compare the peak forces of at the same salt concentration, the force from our simulations is somewhat larger than the experimental one. The difference may be attributed to the difference in pulling speed between the simulation and the experiment, which was previously found and argued [34]. In addition, mapping between experimental salt concentration and ionic strength in our simulations may not be quantitative.
Conclusion

We investigated partial unwrapping dynamics of nucleosome by coarse-grained molecular dynamics simulations. Depending on the parameter for protein-DNA interaction strength, partial unwrapping dynamics is altered quite significantly. Of the three parameter values tested, we conclude that the parameter $0.8\varepsilon_{\text{pro}}$ is among the most reasonable value. With this parameter, we obtained results that are in agreement with experiments such as single molecule FRET experiment. The simulations showed spontaneous unwrapping from the outer DNA and subsequent rewrapping dynamics. We found several distinct partially unwrapped states of nucleosomes. At a low salt concentration, histone tails mostly sit in the concave cleft between the histone octamer and DNA, tightening the nucleosomal DNA. At a higher salt concentration, the tails tend to be expanded outwards, which led to higher degree of unwrapping. H3 and H2B tail dynamics are markedly correlated with partial unwrapping of DNA, and, moreover, their contributions were distinct. Acetylation in histone tails was mimicked by changing their charges, which enhanced the unwrapping, especially markedly for H3 and H2B tails.

Recently, it has been suggested that histone tail acetylation alters chromatin folding, which may be biologically more relevant effect of acetylation. The method developed here can be straightforwardly extended to poly-nucleosomes, where we can address effects of histone acetylation on the chromatin folding, which will be an interesting future direction.

Although the simulation method used here is general and can be applied to many protein-DNA complexes, the method has many limitations as well and thus there is much room for improvement. First, accurate modeling dsDNA, especially its bending flexibility, is of particular importance for accurate account of DNA unwrapping in nucleosome. Recently, de Pablo group developed a new and refined version of CG DNA model that seems to approximate sequence dependent DNA flexibility rather accurately [49]. Thus, the use of this or other refined methods may be an important extension to the current work. Second, non-specific protein-DNA interactions are dominated by electrostatic interactions, where we used a simple Debye-Huckel screening model. This model is legitimate only for dilute ionic solution of monovalent ions. However, protein-DNA interactions generally involve strong electric field that leads to locally high ion concentration. Small amount of divalent ions is known to alter chromatin folding markedly, which is clearly beyond the range of Debye-Huckel model. More refined treatment of counter ions around the molecules, such as explicit treatment of them, may be a promising direction of improvement [36].

Supporting Information

S1 Table. Parameters in coarse-grained protein and DNA models. All but $\varepsilon_{\text{pro}}/C_{\text{0 dna}}$ values used are the standard (default) values in CafeMol.

S1 Fig. Comparison between experimental and calculated fluctuations. B-factor of the X-ray crystallography (black) and that calculated from simulations (red) for (A) DNA and histones (B). For DNA, B-factor is plotted for O5' atom in the X-ray crystallographic data and for the sugar bead in the coarse-grained model. For histones, Cα atom is used for B-factor, except for disordered regions of histone tails in the X-ray crystal structure. For simulation, salt concentration is NaCl 100 mM and $\varepsilon_{\text{pro}}/C_{\text{0 dna}} = 0.8\varepsilon_{\text{pro}}$. The root-mean-square fluctuations of DNA are about 3–5 Å and those of histone core are about 1–2 Å; DNA beads have larger fluctuations in the simulations. (C) The correlation plot between experimental and calculated B-factors. The correlation coefficient was 0.80 for the entire system when the calculated B-factor larger than 300 were excluded. We note that the agreement for DNA is lower due to many possible...
reasons. The experimental B-factor is affected by crystallographic environment and global rotation, while the computation B-factor here does not take into account the crystallographic environment. Even among experimental data, B-factors in nucleosomes are largely different: Comparison of B-factors in several nucleosome crystallographic data revealed that they are little conserved overall and only the conserved feature is the periodicity of 10 bp. Importantly, the simulated B-factor reproduced this feature.

(TIF)

S2 Fig. Correlation between partial unwrapping of the left and right ends of DNA. Firstly, for a given snapshot, i-th base pair from terminus was assigned as either wrapped or unwrapped. The probability that i-th base pairs in both ends are in the unwrapped states were calculated (red curve designated as uu(simulations)). Under the assumption of independence of unwrapping of two ends, we estimated the expectation value that both ends are unwrapped, i.e., the product of probabilities of unwrapping of each ends (green curve designated as uu (expectation)). Results with the salt concentrations, NaCl 50 mM (A), 100 mM (B), 200 mM (C), and 400 mM (D). The correlation between partial unwrapping of the left and right end of DNA is insignificant.

(TIF)

S3 Fig. Effect of histidine charge for partial unwrapping. Free energy profiles for the left end unwrapped state with histidine charge equal to +1 (blue) and zero (red) at NaCl 100 mM (A), at 200 mM (B), at 300 mM (C), and at 400 mM (D). Histidine residues in histone proteins are relatively few; histone octamer contains 18 histidine residues, whereas 106 arginine residues and 114 lysine residues.

(TIF)

S4 Fig. Effect of the force field of disordered region in the histone tails. Histone tails are largely disordered; residues 1–32 of chain H3, 1–30 of H3’, 1–23 of H4, 1–15 of H4’, 1–14 and 121–128 of H2A, 1–12 and 122–128 of H2A’, 4–24 of H2B, and 4–26 of H2B’ are disordered. We tested different modeling for these disordered regions. “Go” (blue) means that we used the Go interaction based on the modeled structure in 1KX5.pdb (one that was used in the main text). “Del” (green) means that the Go interaction was deleted except for bond length term. “FLP” (orange) is the case that we deleted Go interaction and applied the statistical potential. Results with the salt concentrations, NaCl 100 mM (A), 200 mM (B), 300 mM (C), and 400 mM (D).

(TIF)
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