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Chapter 1

Introduction

1.1 Theory of equilibrium systems

When we consider the flow of air, there is no need to consider the motion of atoms of which air consists. Different methods for describing physical phenomena are employed depending on space-time scales, which means that there are hierarchies in nature. Statistical mechanics aims at establishing relations between different hierarchies. As a typical example where the connection between microscopic structure and macroscopic properties is well understood, there is known to be equilibrium statistical mechanics which relates macroscopic thermodynamics to microscopic mechanical laws in equilibrium. In this section, we first review thermodynamics and equilibrium statistical mechanics.

1.1.1 Thermodynamics

In equilibrium systems, macroscopic behavior is systematically described by a universal framework—thermodynamics [1]. In thermodynamics, characteristic quantities to be measured are heat capacity at constant volume \( C_V \) and pressure \( P \) as a function of temperature \( T \) and volume \( V \). The heat capacity \( C_V(T, V) \) and the pressure \( P(T, V) \) represent heat and mechanical properties of equilibrium systems, respectively. The relation \( P = P(T, V) \) is called the equation of state. The heat capacity and the equation of state fully characterize thermodynamic properties of a single-component system in equilibrium. For instance, we can obtain internal energy \( U \) as a function of temperature \( T \) and volume \( V \) by using them. The temperature dependence of the internal energy \( U(T, V) \) is determined by the heat capacity \( C_V(T, V) \) using

\[
\frac{\partial U(T, V)}{\partial T} = C_V(T, V),
\]

and the volume dependence of the internal energy \( U(T, V) \) is determined by the equation of state using

\[
\frac{\partial U(T, V)}{\partial V} = T \frac{\partial P(T, V)}{\partial T} - P(T, V).
\]
Note that the heat capacity $C_V(T, V)$ and the equation of state are not independent because (1.1) and (1.2) lead to

$$\frac{\partial C_V(T, V)}{\partial V} = T \frac{\partial^2 P(T, V)}{\partial T^2},$$

which means that the volume dependence of the heat capacity $C_V(T, V)$ is determined using only the equation of state, or the mechanical property.

In thermodynamics, the most fundamental and useful quantity is the thermodynamic entropy $S$. The entropy is defined as the unique extensive quantity, up to an affine transformation of scale, characterizing feasibility of adiabatic processes, which is called the entropy principle [2]. Thus, the entropy describes a measure of the irreversibility of thermodynamics. By introducing the entropy, we can formalize the framework of thermodynamics and derive thermodynamic properties in an elegant manner. When the entropy $S$ is expressed as a function of internal energy $U$ and volume $V$, the functional form of the entropy $S(U, V)$ determines all of the thermodynamic properties, which means that we can obtain the heat capacity and the equation of state from the entropy $S(U, V)$. The entropy is also directly related to the second law of thermodynamics:

$$\Delta S \geq 0,$$

where $\Delta S$ is the change of entropy in an adiabatic process. We can operationally determine the entropy $S(U, V)$ through the use of the fundamental thermodynamic relation:

$$dU = TdS - PdV,$$

and the measurement of the heat capacity and the equation of state. If we want to determine the entropy $S(U, V)$ without the measurement starting from a microscopic description of an equilibrium system, we have to employ equilibrium statistical mechanics.

### 1.1.2 Equilibrium statistical mechanics

On the basis of a microscopic description of equilibrium systems, the principle of equal a priori probabilities reproduces the results obtained in the framework of thermodynamics. This is established as equilibrium statistical mechanics [3]. Explicitly, by considering the law of large numbers, we obtain the thermal equilibrium values of macroscopic mechanical quantities in isolated systems using the microcanonical distribution. In the framework of equilibrium statistical mechanics, the thermodynamic entropy $S(U, V)$ is given by Boltzmann’s formula

$$S(U, V) = k_B \log W(U, V),$$

where $k_B$ is the Boltzmann constant and $W(U, V)$ is the number of microstates consistent with the given macrostate $(U, V)$. The important thing here is that this entropy
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is found to satisfy the fundamental thermodynamic relation (1.5), and as the result all of the thermodynamic properties are obtained from \( S(U,V) \). Note that (1.6) asymptotically holds in the thermodynamic limit.

What is the significance of equilibrium statistical mechanics beyond thermodynamics? First, when we choose a microscopic Hamiltonian, we can predict thermodynamic properties of the system without measurements. In other words, we can explore the microscopic origin of macroscopic phenomena in equilibrium systems. Second, we can discuss fluctuations of thermodynamic and mechanical quantities. For example, by using equilibrium statistical mechanics, the heat capacity can be expressed in terms of the fluctuation of the internal energy of a system interacting with a heat bath. Third, we have the possibility of calculating universal quantities of different materials such as critical exponents in critical phenomena. We can neither obtain theoretically scaling exponents nor verify the Widom scaling hypothesis without equilibrium statistical mechanics where the renormalization group is a powerful tool for critical phenomena. Due to the above reasons, equilibrium statistical mechanics is indispensable for understanding macroscopic behavior in equilibrium systems.

1.1.3 Einstein theory

Between macroscopic thermodynamics and microscopic mechanics, there is the mesoscopic Einstein theory which describes rare fluctuations of thermodynamic variables in equilibrium systems. By considering that \( W(U,V) \) is directly related to the probability density of \( U \) and \( V \), (1.6) leads to

\[
\lim_{V \to \infty \atop N/V \text{ fixed}} \frac{1}{V} \log P(u) = s(u), \tag{1.7}
\]

where \( s \) is the thermodynamic entropy density per unit volume, \( u \) is the internal energy density per unit volume, and \( P(u) \) is the probability density of \( u \). This equation (1.7) means that the rare fluctuations of \( u \) are expressed in terms of the thermodynamic entropy in an isolated system. In general thermodynamic systems, the large deviation function of thermodynamic variables is expressed in terms of the thermodynamic function. Thus, by using the Einstein theory, we know the rare fluctuations of thermodynamic variables in equilibrium systems without microscopic mechanics.

1.2 Theory of non-equilibrium systems

In contrast to equilibrium systems, there is still no theory describing the general behavior of non-equilibrium systems although much effort has been devoted to the investigation of steady-state thermodynamics and non-equilibrium statistical mechanics [4-6]. When fluids are out of equilibrium but still remain in local equilibrium, their macroscopic dynamical behavior is universally described by the hydrodynamic equations [7]. A microscopic understanding of the hydrodynamic equations for the case of dilute gases was established through the Boltzmann equation [8], whereas it remains
1.2.1 Fluid mechanics

In this subsection, in order to understand the hydrodynamic equations which universally describe the time evolution of macroscopic density fields in local equilibrium, we consider the Navier–Stokes equations on the basis of the description of a Hamiltonian particle system. We study a system consisting of $N$ particles of mass $m$ in a cube of side length $L$. For simplicity, periodic boundary conditions are assumed. Let $(r_i, p_i)$ $(1 \leq i \leq N)$ be the position and momentum of the $i$th particle. A collection of the positions and momenta of all particles is denoted by $\Gamma = (r_1, p_1, \ldots, r_N, p_N)$, which represents the microscopic state of the system. The Hamiltonian of the system is given by

$$H(\Gamma) = \sum_{i=1}^{N} \left[ \frac{|p_i|^2}{2m} + \frac{1}{2} \sum_{j(\neq i)} \Phi(|r_i - r_j|) \right],$$

(1.8)

where $\Phi$ is a short-range interaction potential between two particles. $\Gamma_t$ denotes the solution of the Hamiltonian equations at time $t$ for any state $\Gamma$ at $t = 0$. Then, the equation of motion for the $i$th particle is written as

$$\frac{dp_i^a}{dt} = - \sum_{j(\neq i)} \frac{\partial \Phi(|r_i - r_j|)}{\partial r_i^a}.$$  

(1.9)

Throughout this subsection, the superscripts $a$ and $b$ take values $x$, $y$, or $z$, which represents the index of the Cartesian coordinates, and we employ Einstein’s summation convention for repeated indices appearing in one term. For convenience, we abbreviate $\partial/\partial t$ and $\partial/\partial r^a$ as $\partial_t$ and $\partial^a$, respectively.

Let $\xi_{\text{micro}}$ be the largest length scale appearing in the molecular description, and $\xi_{\text{macro}}$ be the minimum length characterizing macroscopic behavior. We assume that there exists a cut-off length $\Lambda$ that satisfies $\xi_{\text{micro}} \ll \Lambda \ll \xi_{\text{macro}}$. The total mass, the total momentum, and the total energy are conserved quantities in this system.
Corresponding to the conserved quantities, mass, momentum, and energy density fields are defined by

\[ \rho(r; \Gamma) \equiv \sum_i m D(r - r_i), \] (1.10)

\[ \pi^a(r; \Gamma) \equiv \sum_i p_i^a D(r - r_i), \] (1.11)

\[ h(r; \Gamma) \equiv \sum_i \left[ \frac{|p_i|^2}{2m} + \frac{1}{2} \sum_j (|r_i - r_j|) D(r - r_i) \right] \] (1.12)

respectively, with

\[ D(r - r_i) \equiv \begin{cases} 3/(4\pi\Lambda^3), & |r - r_i| \leq \Lambda, \\ 0, & |r - r_i| > \Lambda. \end{cases} \] (1.13)

Because \( \xi_{\text{micro}} \ll \Lambda \), it is expected from the law of large numbers that these density fields take typical values with respect to a probability density. On the other hand, the condition \( \Lambda \ll \xi_{\text{macro}} \) leads to the result that the typical value of each density field is independent of the cut-off length \( \Lambda \). Thus, these density fields are regarded as macroscopic density fields without ambiguity. Here, we define the local velocity field by \( u^a(r; \Gamma) \equiv \pi^a(r; \Gamma)/\rho(r; \Gamma) \). For any physical quantity \( A \), we abbreviate \( A(r; t) \) as \( A_t \). The density fields satisfy the following continuity equations:

\[ \partial_t \rho_t + \partial^a (\rho_t u^a_t) = 0, \] (1.14)

\[ \partial_t \pi^a_t + \partial^b (\pi^a_t u^b_t) = \partial^b \sigma_t^{ab}, \] (1.15)

\[ \partial_t h_t + \partial^a (h_t u^a_t) = \partial^a (\sigma_t^{ba} u^b_t - q_t^a), \] (1.16)

with

\[ \sigma^{ab}(r; \Gamma) = -\sum_{i=1}^N \frac{[p_i^a - mu^a(r; \Gamma)][p_i^b - mu^b(r; \Gamma)]}{m} D(r - r_i) \]

\[ -\sum_{i<j} \left[ -\frac{\partial \Phi(|r_i - r_j|)}{\partial |r_i - r_j|} \right] \frac{(r_i^a - r_j^a)(r_i^b - r_j^b)}{|r_i - r_j|} S(r; r_i, r_j), \] (1.17)

\[ q^a(r; \Gamma) = \sum_{i=1}^N \left[ \frac{|p_i - mu(r; \Gamma)|^2}{2m} + \frac{1}{2} \sum_j (|r_i - r_j|) \right] \frac{p_i^a - mu^a(r; \Gamma)}{m} D(r - r_i) \]

\[ +\sum_{i<j} \frac{[p_i^b - mu^b(r; \Gamma)] + [p_j^b - mu^b(r; \Gamma)]}{2m} \]

\[ \times \left[ -\frac{\partial \Phi(|r_i - r_j|)}{\partial |r_i - r_j|} \right] \frac{(r_i^a - r_j^a)(r_i^b - r_j^b)}{|r_i - r_j|} S(r; r_i, r_j), \] (1.18)
where $\sigma^{ab}$ is the microscopic expression of the $ab$ component of the stress tensor that is the $a$-component of the force on the unit area perpendicular to the $b$-axis, $q^a$ is the microscopic expression of the heat flux, and

$$S(r; r_i, r_j) \equiv \int_0^1 d\xi \, D(r - r_i - (r_j - r_i)\xi), \quad (1.19)$$

which satisfies

$$(r_j^a - r_i^a) \partial^a S(r; r_i, r_j) = D(r - r_i) - D(r - r_j). \quad (1.20)$$

It can be directly confirmed that

$$\sigma^{ab}(r; \Gamma) = \sigma^{ba}(r; \Gamma). \quad (1.21)$$

Note that, when there are interactions between particles across the periodic boundary, the right-hand sides of (1.17) and (1.18) must be modified to take a non-zero value on the shortest line connecting two interacting particles across the periodic boundary.

In order to obtain the hydrodynamic equations from (1.14), (1.15), and (1.16), what we have to do is to express $\sigma^{ab}$ and $q^a$ in terms of $\rho$, $\pi^a$, and $h$. However, by using only the microscopic expressions, we cannot do that.

Here, we phenomenologically derive the hydrodynamic equations based on the second law of thermodynamics [9, 10]. We define the internal energy density by

$$\varepsilon(r; \Gamma) \equiv h(r; \Gamma) - \frac{1}{2} \rho(r; \Gamma)|u(r; \Gamma)|^2$$

$$= \sum_i \left[ \frac{|p_i - m u(r; \Gamma)|^2}{2m} + \frac{1}{2} \sum_{j(\neq i)} \Phi(|r_i - r_j|) \right] D(r - r_i). \quad (1.22)$$

Then, using (1.14), (1.23), and (1.10), we obtain

$$\partial_t \varepsilon_t + \partial^a (\varepsilon_t u_t^a) = \sigma_t^{ba} \partial^a u_t^b - \partial^a q_t^a. \quad (1.23)$$

Denoting the material derivative as

$$D_t = \partial_t + u_t^a \partial^a, \quad (1.24)$$

and using (1.14), (1.23) is rewritten as

$$\rho_t D_t \left( \frac{\varepsilon_t}{\rho_t} \right) = \sigma_t^{ba} \partial^a u_t^b - \partial^a q_t^a. \quad (1.25)$$

In fluid mechanics, it is assumed that thermodynamic quantities and thermodynamic relations are valid for all time at each macroscopic position, which is called the assumption of local equilibrium thermodynamics. Then, by recalling (1.5), we obtain

$$T_i D_t \left( \frac{s_t}{\rho_t} \right) = D_t \left( \frac{\varepsilon_t}{\rho_t} \right) + p_t D_t \left( \frac{1}{\rho_t} \right), \quad (1.26)$$
where \( s \) is the entropy density which is determined as a function of \( \varepsilon \) and \( \rho \), \( T \) is the temperature, and \( p \) is the thermodynamic pressure. Note that \( T \) and \( p \) are determined from \( s \). Using (1.25) and (1.26), we have

\[
\rho T D \left( \frac{s_t}{\rho_t} \right) = (\sigma_t^{ba} + p_t \delta^{ba}) \partial^a u_t^b - \partial^a q_t^a. \tag{1.27}
\]

By recalling (1.24), (1.27) is rewritten as

\[
\partial_t s_t + \partial^a \left( s_t u_t^a + q_t^a \right) = \Sigma_t \tag{1.28}
\]

with

\[
\Sigma_t = \frac{1}{2T_t} (\sigma_t^{ab} + p_t \delta^{ab})(\partial^a u_t^b + \partial^b u_t^a) - \frac{q_t^a}{T_t^2} \partial^a T_t. \tag{1.29}
\]

Note that because of the periodic boundary conditions, the second term in the left-hand side of (1.28) does not contribute to the increment of the total entropy defined by

\[
S_{\text{tot}} = \int d^3r \ s(\varepsilon(r), \rho(r)). \tag{1.30}
\]

By recalling the assumption of local equilibrium thermodynamics, the second law of thermodynamics implies \( \Sigma_t \geq 0 \) for any \( \partial^a u_t^b \) and \( \partial^a T_t \). Here, we further assume that \( \sigma_t^{ab} + p_t \delta^{ab} \) and \( q_t^a \) depend linearly on \( \partial^a u_t^b \) and \( \partial^a T_t \). Then, the second law of thermodynamics leads to

\[
\sigma_t^{ab} + p_t \delta^{ab} = \eta (\partial^a u_t^b + \partial^b u_t^a) + \left( \zeta - \frac{2}{3} \eta \right) \partial^c u_t^c \delta^{ab}, \tag{1.31}
\]

\[
q_t^a = -\kappa \partial^a T_t, \tag{1.32}
\]

where \( \eta, \zeta, \) and \( \kappa \) are the viscosity, the bulk viscosity, and the thermal conductivity, respectively. The transport coefficients \( \eta, \zeta, \) and \( \kappa \) are non-negative and may depend on thermodynamic variables. Substituting (1.31) and (1.32) into (1.14), (1.15), and (1.16), we obtain the Navier–Stokes equations.

### 1.2.2 Onsager theory

In the framework of fluid mechanics, the transport coefficients are the quantities to be measured. In general, it is difficult to obtain some properties of transport coefficients when we give a microscopic description of systems. In this subsection, we review Onsager theory which universally describes the relaxation process of thermodynamic variables and elucidate important properties of transport coefficients \([11]–[16]\).

Let \( X = (X^i)_{i=1}^N \) be a complete set of unconstrained thermodynamic extensive variables of an isolated system. The Onsager theory formulates the deterministic
dynamics of thermodynamic variables in relaxation processes to the equilibrium state. The time evolution is simply expressed as

\[ \frac{dX^i}{dt} = L^{ij} \frac{\partial S(X)}{\partial X^j}, \]  

(1.33)

where we employ Einstein’s summation convention for repeated indices appearing in one term, \( S(X) \) is the thermodynamic entropy of the system, \( \frac{\partial S(X)}{\partial X^j} \) corresponds to the thermodynamic force, and \( L^{ij} \) is called the Onsager coefficient. The important consequence of Onsager theory is the Onsager reciprocal relations

\[ L^{ij} = L^{ji}. \]  

(1.34)

This non-trivial result was derived by studying fluctuation at equilibrium. Onsager assumed that the most probable regression process from a given non-equilibrium state produced by a spontaneous fluctuation is equivalent to the relaxation dynamics, which is called the regression hypothesis. Concretely, the regression process is assumed to be described by a Langevin equation

\[ \frac{dX^i}{dt} = L^{ij} \frac{\partial S(X)}{\partial X^j} + l^{ij} \xi^j, \]  

(1.35)

where \( \xi^j \) is a Gaussian white noise with zero mean and covariance \( \langle \xi^i(t)\xi^j(t') \rangle = \delta(t - t') \). According to equilibrium statistical mechanics, the stationary probability density of \( X \) is determined as

\[ P_{eq}(X) = \frac{1}{Z} \exp \left[ S(X) \right], \]  

(1.36)

where \( Z \) is the normalization constant. Then, the time-reversibility of microscopic systems provides a non-trivial relation

\[ \sum_k l^{ik}l^{jk} = 2L^{ij}, \]  

(1.37)

which leads to (1.34). The relation (1.37) is referred to as the fluctuation-dissipation relation of the second kind.

The Onsager theory was extended to a complete set of macroscopic slow variables in Ref. [17], which includes (fluctuating) hydrodynamics. The fluctuation-dissipation relation (1.37) gives the Green–Kubo formula for the transport coefficients as shown in Ref. [18]. Note that the Onsager reciprocal relations are not useful for fluid mechanics because there are no non-diagonal transport coefficients in the hydrodynamic equations.
1.2.3 Non-equilibrium statistical mechanics

We here consider the derivation of the Navier–Stokes equations from the viewpoint of statistical mechanics. Explicitly, by taking the average of \((1.17)\) and \((1.18)\) using some distribution, we want to derive \((1.31)\) and \((1.32)\). By recalling the equilibrium theories, we may assume that a local equilibrium distribution is valid for all time at each macroscopic position. However, in Ref. [19], it is shown that this assumption leads to

\[
\langle \sigma^{ab}(r) \rangle_{\text{leq}} = -p(r) \delta^{ab}, \tag{1.38}
\]

\[
\langle q^a(r) \rangle_{\text{leq}} = 0, \tag{1.39}
\]

where \(\langle \cdot \rangle_{\text{leq}}\) denotes the expectation value with respect to the local equilibrium distribution. In other words, local equilibrium statistical mechanics gives only the Euler equations. Thus, we have to study the statistical distribution more carefully.

Key relations for deriving the Navier–Stokes equations from the viewpoint of statistical mechanics were developed in non-equilibrium statistical mechanics. We explain the recent developments in non-equilibrium statistical mechanics. We explain the recent developments in non-equilibrium statistical mechanics. Although it had been difficult to obtain useful relations for fluctuations beyond the linear response regime, non-trivial relations that are generally valid far from equilibrium, including the fluctuation theorem [20–28] and the Jarzynski equality [29], were developed for the last two decades as a result of the time-reversal symmetry of microscopic mechanics. Thanks to such universal relations, we can easily derive the well-known relations, such as the second law of thermodynamics, the McLennan ensembles, the Green–Kubo relations, and the Kawasaki nonlinear response relation [30, 31]. Moreover, the newly discovered universal relations were confirmed by the laboratory experiments using small systems which are strongly influenced by fluctuations in their environment [32–34]. It should be noted that the universal relations were also utilized to estimate the rotary torque of \(F_1\)-ATPase [35].

Recently, by using a non-equilibrium identity similar to the fluctuation theorems and assuming a local Gibbs distribution at the initial time, the Navier–Stokes equations with the Green–Kubo formula for the transport coefficients were derived for an isolated Hamiltonian system [36]. Then, can we perfectly understand fluid mechanics from the microscopic point of view? There are many unsolved problems. In general, by using the Green–Kubo formula, we cannot know how transport coefficients depend on physical quantities. We cannot determine macroscopic boundary conditions starting from a microscopic mechanical description. We also cannot derive Kolmogorov’s power law for turbulence on the basis of the microscopic mechanical description.
1.3 Statistical mechanics for fluid mechanics: Stokes’ law

Among many problems of statistical mechanics for fluid mechanics, we consider the relation between phenomena described by the solution of hydrodynamic equations and the results of non-equilibrium statistical mechanics in Chapter 2. Concretely, we study the friction coefficient of a macroscopic sphere in a viscous fluid at low Reynolds number because this is one of the most fundamental problems when we study the dynamics of matter in fluids. In general, the linear response formulas are valid for all fluids in the linear response regime, whereas the transport coefficients take different forms depending on the nature of fluids. Thus, the connection between the linear response formula for the friction coefficient and the expressions of the friction coefficient obtained by the hydrodynamic equations has been unclear.

By solving the hydrodynamic equations, we obtain that the friction coefficient is proportional to the viscosity and the radius of the sphere, which is known as Stokes’ law. In addition, using non-equilibrium identities, we obtain the linear response formulas for the friction coefficient and the viscosity. The former is expressed in terms of the stress correlation on the surface of the sphere, whereas the latter is expressed in terms of the stress correlation in the bulk of the fluid. Thus, in order to derive Stokes’ law from the linear response formulas, what we have to do is to relate the surface stress correlation to the bulk stress correlation. This is not an easy task. If we assume that the surface correlation length is of the same order as the bulk correlation length, we cannot obtain the proper dependence of the Stokes friction coefficient on the size of the sphere. Furthermore, there has been no research in which a surface correlation is related to a bulk correlation in a viscous fluid.

In Chapter 2, we relate the surface stress correlation to the bulk stress correlation with the aid of large deviation theory, especially the contraction principle, and then derive Stokes’ law without explicitly employing the hydrodynamic equations.

1.4 Limitations of fluid mechanics: adiabatic piston problem

Macroscopic non-equilibrium phenomena are described by evolution equations for slow modes associated with conservation laws and symmetry breaking [9]. As explained above, the equations for standard liquids and gases are well established as the hydrodynamic equations of mass, momentum, and energy density fields, and heat conduction and sound propagation in solids are also well established [2]. The validity of the description was carefully investigated in small-scale experiments [3], which suggested that the behavior near a solid wall shows deviations from calculation results based on the standard hydrodynamic equations. Furthermore, a stimulating prediction that a liquid droplet is nucleated in a sheared solid may be another example that
is not described by the established continuum equations [38].

As another typical example, we focus on the following adiabatic piston problem [11, 39, 42]. A freely movable wall of mass $M$ with one degree of freedom separates a long tube into two regions, each of which is filled with rarefied gas particles of mass $m$. The wall is assumed to be thermally insulating and frictionless. It is also assumed that $\sqrt{\epsilon} = m/M$ is a small parameter, which controls the amount of energy transferred through the wall. It should be noted that we need to work with a very small system for observing the motion of the wall in a laboratory experiment because $\epsilon$ in macroscopic systems is too small (less than $10^{-10}$). If the wall were fixed, the energy could not be transferred through the wall. Such a wall is referred to as “adiabatic” in the thermodynamic sense. However, we note that the wall is not strictly adiabatic because the energy is transferred from the hot side to the cold side through the fluctuation of the wall, which is sometimes pointed out in the previous papers. Thus, the wall can be regarded as a “Brownian” wall. The gases in the left and right regions are initially prepared at the same pressure $p$ but different temperatures $T_L$ and $T_R$, respectively. Each gas is well approximated by an ideal gas, and it is also assumed that the pressure and temperature of gas particles before colliding with the wall are kept constant over time in each region. In this case, the standard hydrodynamic equations suggest that the wall does not move due to the equal pressure. However, perturbation methods for kinetic equations and molecular dynamics simulations reveal that the wall moves towards the hot side owing to the energy transfer from the hot side to the cold side through the fluctuation of the wall. Recently, a phenomenological mechanism for the emergence of the motion from the cross-coupling between momentum and heat flux has been proposed in Refs. [43, 44].

In order to study the adiabatic piston problem, the local detailed balance condition is useful. The local detailed balance condition states that when the system in contact with a single heat bath obeys the canonical distribution at the temperature of the heat bath, the ratio of probability density of the forward path and of the backward path is quantitatively related to the entropy production in the heat baths. The condition holds in many systems including Hamiltonian systems [27] and Langevin systems [28]. The condition can be helpful in defining heat in small systems where heat is not identified yet. By using a model with the local detailed balance condition, we can define heat in the model. Furthermore, since the local detailed balance condition immediately leads to most of the non-trivial relations that are generally valid far from equilibrium [29, 31], it plays a fundamental role in analyzing non-equilibrium systems. Nevertheless, it should be noted that the local detailed balance condition is not obviously valid because the entropy production depends on a level of description [45].

In Chapter 3, we provide a model for the adiabatic piston problem by using a continuous-time Markov jump process. Then, we elucidate the energetics of the model on the basis of the local detailed balance condition, and then derive the expression for the heat transferred from each gas to the wall. Furthermore, by using the condition, we obtain the linear response formula for the steady velocity of the wall and steady energy flux through the wall. By using perturbation expansion in a small parameter
in Chapter 4, we focus on the wall consisting of many atoms instead of the wall with one degree of freedom. Then, we show that temperature gaps appearing on the solid surface generate a force. We provide a quantitative estimation of the force, which turns out to be large enough to be observed by a macroscopic measurement.

1.5 Organization

The remainder of this thesis is organized as follows. In Chapter 2, we derive Stokes’ law from Kirkwood’s formula and the Green–Kubo formula with the aid of large deviation theory. This chapter corresponds to the paper [M. Itami and S. Sasa, J. Stat. Phys. 161, 532–552 (2015)]. In Chapter 3, we elucidate the energetics of the adiabatic piston problem on the basis of the local detailed balance condition, and then derive the linear response formula. This chapter corresponds to the paper [M. Itami and S. Sasa, J. Stat. Phys. 158, 37–56 (2015)]. In Chapter 4, we show that temperature gaps appearing on the solid-gas surfaces generate a force, and provide a quantitative estimation of the force. This chapter corresponds to the paper [M. Itami and S. Sasa, Phys. Rev. E 89, 052106 (2014)]. Finally, Chapter 5 is devoted to the summary and conclusions. Note that we use different notations in each section.
Chapter 2

Derivation of Stokes’ law from Kirkwood’s formula and the Green–Kubo formula via large deviation theory

2.1 Introduction

When liquids and gases are out of equilibrium but still remain in local equilibrium, their macroscopic dynamical behavior is precisely described by the hydrodynamic equations \[(7)\]. A microscopic understanding of the hydrodynamic equations for the case of dilute gases was established through the Boltzmann equation \[(8)\], whereas it remains unclear for a general fluid. Non-trivial relations that are generally valid far from equilibrium, including the fluctuation theorems \[(20, 27)\] and the Jarzynski equality \[(25)\], have been developed over the past two decades as a result of the time-reversal symmetry of microscopic mechanics. Thanks to such universal relations, we can easily re-derive certain well-known relations, such as the McLennan ensembles, the Green–Kubo formula, and the Kawasaki nonlinear response relation \[(30, 31)\]. Furthermore, by using a non-equilibrium identity similar to the fluctuation theorems and assuming a local Gibbs distribution at the initial time, the Navier–Stokes equation was derived for an isolated Hamiltonian system \[(36)\]. Based on these achievements, we believe this is an opportune moment to reconsider fluid dynamics from the viewpoint of statistical mechanics.

In this chapter, we study the friction coefficient of a macroscopic sphere in a fluid. Starting from microscopic mechanics, Kirkwood first derived the linear response formula for the friction coefficient, \(\gamma_K\), in the form \[(46)\]

\[
\gamma_K = \frac{1}{3k_B T} \int_0^\tau dt \langle F_t \cdot F_0 \rangle_{eq},
\]  

(2.1)
where $k_B$ is the Boltzmann constant, $T$ is the temperature of the fluid, $\langle \cdot \rangle_{eq}$ denotes a canonical ensemble average at temperature $T$, and $F_t$ is the total force exerted on the sphere by the fluid at time $t$. The upper limit of the integral $\tau$ should be much larger than the correlation time of the force $F_t$ and much smaller than the relaxation time of the momentum of the sphere. This will be discussed in detail in Sect. 2.3.

Note that $\tau$ could go to infinity if we take the heavy mass limit for the sphere \[47\]. The theoretical results were confirmed by numerical experiments \[50\]–\[54\].

By focusing on a special class of fluids, we can obtain a more explicit expression for the friction coefficient. For instance, the friction coefficient for a dilute gas, $\gamma_{dg}$, has the form \[53, 56\]

$$\gamma_{dg} = \frac{8}{3} \rho R^2 \sqrt{2\pi mk_B T}, \quad (2.2)$$

where $\rho$ is the number density of gas particles, $R$ is the radius of the sphere, and $m$ is the mass of a gas particle. As another typical example, the friction coefficient for a viscous fluid at low Reynolds number, $\gamma_S$, is given by \[7\]

$$\gamma_S = C \eta R, \quad (2.3)$$

where $\eta$ is the viscosity of the fluid. The numerical coefficient $C$ is equal to $4\pi$ for the slip boundary condition where the velocity of the fluid normal to the sphere at the boundary is equal to that of the sphere in this direction and the shear stresses on the sphere are equal to zero, and $6\pi$ for the stick boundary condition where the velocity of the fluid at the boundary is equal to that of the sphere. The expression (2.3) is known as Stokes’ law.

Kirkwood’s formula can be derived on the basis of a mechanical system, meaning that the validity of the formula is generally independent of the nature of the fluid within the linear response regime. Thus, Kirkwood’s formula (2.1) corresponds to (2.2) for a dilute gas, which was confirmed by Green \[56\]. Furthermore, (2.1) corresponds to (2.3) for a viscous incompressible fluid at low Reynolds number, as confirmed by Zwanzig \[57\] on the basis of fluctuating hydrodynamics \[7, 58\] and Faxén’s law \[59\] in the case of the stick boundary condition. Note that the linear response formula (2.1) is effective because the Reynolds number is low.

We now consider the derivation of Stokes’ law (2.3) from Kirkwood’s formula (2.1) without explicitly employing the hydrodynamic equations. According to the Green–Kubo formula \[18\], the viscosity of the fluid, $\eta$, can be expressed in terms of the stress correlation in the bulk of the fluid as

$$\eta = \frac{1}{k_B T} \int_0^\tau dt \int d^3 r \langle \sigma^{xy}(r_0, 0)\sigma^{xy}(r, t) \rangle_{eq}, \quad (2.4)$$

where $\sigma^{xy}(r, t)$ is the $x$-component of the force on the unit area perpendicular to the $y$-axis at position $r$ and time $t$ (this is the $xy$ component of the stress tensor $\sigma$), and $r_0$ is an arbitrary position in the bulk of the fluid. Note that $\tau$ is much larger than the correlation time of $\sigma^{xy}$, and much smaller than the relaxation time of the momentum density field of the fluid. Precisely speaking, the condition of this $\tau$ is
different from that of $\tau$ in Kirkwood’s formula, but we assume that there exists some $\tau$ that satisfies both conditions. Because the right-hand side of (2.1) can be expressed in terms of the stress correlation on the surface of the sphere, we can obtain Stokes’ law (2.3) from Kirkwood’s formula (2.1) and the Green–Kubo formula (2.4) if the surface stress correlation is related to the bulk stress correlation.

The main contribution of this chapter is to establish the connection between the bulk and surface stress fluctuations. The basic concept is simple. The probability density of surface stress fluctuations is obtained from the probability density of bulk stress fluctuations by integrating out the other degrees of freedom. This procedure can be conducted in an elegant manner with the aid of large deviation theory.

The remainder of this chapter is organized as follows. In Sect. 2.2, we explain the setup of our model, and we review Kirkwood’s formula from the Hamiltonian description of particle systems in Sect. 2.3. We derive the probability density of bulk stress fluctuations under two phenomenological assumptions in Sect. 2.4. We then express the probability density of surface stress fluctuations by integrating the probability density of bulk stress fluctuations. We apply a saddle-point method to this expression, and obtain the exact form of the probability density of surface stress fluctuations. By combining the obtained expression with Kirkwood’s formula, we derive Stokes’ law. These highlights are presented in Sect. 2.5. The final section is devoted to a brief summary and some concluding remarks.

Throughout this chapter, the superscripts $a, b$ and $\alpha, \beta$ represent the indices in Cartesian coordinates $(x, y, z)$ and spherical coordinates $(r, \theta, \varphi)$, respectively, where $(x, y, z) = (r \sin \theta \cos \varphi, r \sin \theta \sin \varphi, r \cos \theta)$ with $r \geq 0, 0 \leq \theta \leq \pi, 0 \leq \varphi \leq 2\pi$. In addition, we employ Einstein’s summation convention for repeated indices appearing in one term.

## 2.2 Model

We provide a three-dimensional mechanical description of our setup. A schematic illustration is shown in Fig. 2.1. The system consists of $N$ bath particles of mass $m$ and radius $r_{bp}$, and one macroscopic sphere of mass $M$ and radius $R$ in a cube of side length $L$. We assume that $M$ and $R$ are much larger than $m$ and $r_{bp}$, respectively. For simplicity, periodic boundary conditions are assumed. Let $(r_i, p_i) \ (1 \leq i \leq N)$ be the position and momentum of the $i$th bath particle, and $(R, P)$ be those of the sphere. A collection of the positions and momenta of all particles is denoted by $\Gamma = (r_1, p_1, \ldots, r_N, p_N, R, P)$, which represents the microscopic state of the system.

The Hamiltonian of the system is given by

$$H(\Gamma) = \sum_{i=1}^{N} \left[ \frac{|p_i|^2}{2m} + \sum_{j>i} \Phi_{\text{int}}(|r_i - r_j|) + \Phi_{\text{sp}}(|r_i - R|) \right] + \frac{|P|^2}{2M}, \tag{2.5}$$

where $\Phi_{\text{int}}$ is a short-range interaction potential between two bath particles, and $\Phi_{\text{sp}}$
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is that between a bath particle and the sphere. We assume

\begin{align}
\Phi_{sp}(\chi) & \rightarrow \infty, \quad \text{as } \chi \rightarrow R + r_{bp}, \\
\Phi_{sp}(\chi) & = 0, \quad \text{for } \chi \geq R + r_{bp} + \xi_0,
\end{align}

where \( \xi_0 \approx r_{bp} \). \( \Gamma_t \) denotes the solution of the Hamiltonian equations at time \( t \) for any state \( \Gamma \) at \( t = 0 \). In this setup, the energy is conserved, i.e.,

\[ H(\Gamma_t) = H(\Gamma), \]

and Liouville’s theorem

\[ \left| \frac{\partial \Gamma_t}{\partial \Gamma} \right| = 1 \]

holds. The total force acting on the sphere is given by

\[ F(\Gamma) = -\frac{\partial H(\Gamma)}{\partial R} = -\sum_{i=1}^{N} \frac{\partial \Phi_{sp}(\{r_i - R\})}{\partial R}. \]

For convenience, we abbreviate \( F(\Gamma_t) \) as \( F_t \). The equation of motion for the sphere is written as \( \partial_t P_t = F_t \).

We assume that the system is initially in equilibrium at temperature \( T \). Then, the initial probability density of \( \Gamma \) is given by

\[ f_{eq}(\Gamma) = \exp \left[ -\frac{H(\Gamma) - \Psi_{eq}}{k_B T} \right], \]
where $\Psi_{eq}$ is the normalization constant.

### 2.3 Kirkwood’s formula

#### 2.3.1 Derivation

To consider the relaxation of the momentum of the sphere, we apply an impulsive force $M\mathbf{V}\delta(t)$ to the sphere when the system is in equilibrium at temperature $T$. Then, the probability density just after $t = 0$ is represented by

$$f_0(\Gamma; \mathbf{V}) = \exp \left[ -\frac{H(\Gamma) - \mathbf{P} \cdot \mathbf{V} - \Psi(\mathbf{V})}{k_BT} \right], \quad (2.12)$$

where $\Psi(\mathbf{V})$ is the normalization constant and $f_0(\Gamma; \mathbf{0}) = f_{eq}(\Gamma)$. Using (2.8) and (2.9), the probability density at time $t$ is obtained as

$$f_t(\Gamma) = f_0(\Gamma-t; \mathbf{V})$$

$$= \exp \left[ -\frac{H(\Gamma) - \mathbf{P}_t \cdot \mathbf{V} - \Psi(\mathbf{V})}{k_BT} \right]. \quad (2.13)$$

In the following, the expectation values with respect to $f_0(\Gamma; \mathbf{V})$ and $f_t(\Gamma)$ are denoted by $\langle \cdot \rangle_0$ and $\langle \cdot \rangle_t$, respectively. In particular, $\langle \cdot \rangle_0$ corresponds to $\langle \cdot \rangle_{eq}$.

We derive the exact formula for the friction coefficient for any $\mathbf{V}$. Using (2.13) and $\partial_t \mathbf{P}_t = -\mathbf{F}_t$, we obtain

$$f_t(\Gamma) = f_0(\Gamma; \mathbf{V}) + \int_0^t ds \partial_s f_s(\Gamma)$$

$$= f_0(\Gamma; \mathbf{V}) - \int_0^t ds f_s(\Gamma) \frac{\mathbf{F}_s \cdot \mathbf{V}}{k_BT}. \quad (2.14)$$

In addition, because $\mathbf{F}$ is independent of the momenta, we obtain

$$\langle \mathbf{F} \rangle^V = \langle \mathbf{F} \rangle_{eq} = \mathbf{0}. \quad (2.15)$$

Then, (2.14) and (2.13) lead to

$$\langle \mathbf{F}^a \rangle_t = -\frac{1}{k_BT} \int d\Gamma \int_0^t ds \ f_s(\Gamma) F^a F^b_{-s} V^b$$

$$= -\frac{1}{k_BT} \int_0^t ds \int d\Gamma_s \ f_0(\Gamma_s; \mathbf{V}) F^a F^b_{-s} V^b$$

$$= -\gamma_t^{ab}(\mathbf{V}) V^b \quad (2.16)$$

with

$$\gamma_t^{ab}(\mathbf{V}) \equiv \frac{1}{k_BT} \int_0^t ds \ \langle F^a_s F^b \rangle_0 V^b, \quad (2.17)$$
which is valid for any \( V \). Note that \( V^b \) is not equal to \( P^b_t/M \) in (2.10), and thus the time dependence of \( \langle F^a \rangle_t \) is described by that of \( \gamma^{ab}_t(V) \). Furthermore, in general, \( \langle F^a \rangle_t \) is a nonlinear function of \( V \).

Next, we focus on the linear response regime. The dependence of \( \gamma^{ab}_t \) on \( V \) is neglected. Within this regime, we can rewrite (2.17) as

\[
\gamma^{ab}_t(V) = \gamma_t^0 \delta^{ab} \tag{2.18}
\]

with

\[
\gamma_t = \frac{1}{k_B T} \int_0^t ds \, \langle F^s_z F^z \rangle_{eq} = \frac{1}{3k_B T} \int_0^t ds \, \langle F^a_s F^a \rangle_{eq}, \tag{2.19}
\]

where we have employed the isotropic property of the system in equilibrium. The expression (2.19) is the linear response formula for the friction coefficient, first derived by Kirkwood [46].

### 2.3.2 Time dependence of the friction coefficient

We denote the correlation time of \( F^a \) and the relaxation time of \( P \) by \( \tau_{\text{micro}} \) and \( \tau_{\text{macro}} \), respectively. We assume the separation of time scales represented by \( \tau_{\text{micro}} \ll \tau_{\text{macro}} \).

Here, (2.15) and \( \langle P \rangle_V = M V \) lead to

\[
\langle P^a F^b \rangle_V = \int d\Gamma \, f_0(\Gamma; V) (P^a - MV^a) F^b = 0. \tag{2.20}
\]

Using \( \partial_t P_t = F_t \) and (2.20), we can rewrite (2.17) as

\[
\gamma^{ab}_t(V) = \frac{1}{k_B T} \left[ \langle P^a_t F^b \rangle_V - \langle P^a F^b \rangle_V \right] = \frac{1}{k_B T} \langle P^a_t F^b \rangle_V. \tag{2.21}
\]

Thus, we find \( \gamma^{ab}_t(V) = 0 \) for any \( V \) when \( t \gg \tau_{\text{macro}} \), because the correlation between \( P^a \) and \( F^b \) is considered to take about \( \tau_{\text{macro}} \). Furthermore, by considering (2.17), we obtain \( \gamma^{ab}_t(V) = 0 \) for any \( V \). Keeping these two limiting cases in mind, we conjecture the following time dependence of \( \gamma^{ab}_t(V) \). \( \gamma^{ab}_t(V) \) increases when \( 0 < t < \tau_{\text{micro}} \). After that, \( \gamma^{ab}_t(V) \) remains constant when \( \tau_{\text{micro}} \ll t < \tau_{\text{macro}} \). Eventually, \( \gamma^{ab}_t(V) \) gradually tends to zero when \( t \simeq \tau_{\text{macro}} \). By recalling (2.17), we can express this behavior as

\[
\langle F^a_t F^b \rangle_V = \begin{cases} 
> 0, & \text{for } 0 < t \simeq \tau_{\text{micro}} \smallskip \\
= 0, & \text{for } \tau_{\text{micro}} \ll t < \tau_{\text{macro}} \smallskip \\
< 0, & \text{for } t \simeq \tau_{\text{macro}} \end{cases}. \tag{2.22}
\]
In the linear response regime, we denote the constant value of $\gamma_t$ during the time interval $\tau_{\text{micro}} \ll t \ll \tau_{\text{macro}}$ as $\gamma$. Using this particular value of $\gamma$, $\tau_{\text{macro}}$ can be expressed as $M/\gamma$. This $\gamma$ is the linear friction coefficient.

### 2.3.3 Other expressions

We hereafter focus on the equilibrium case in which $\Gamma$ is chosen according to the canonical ensemble $f_{\text{eq}}(\Gamma)$, and consider a finite time interval $[0, \tau]$ that satisfies $\tau_{\text{micro}} \ll \tau \ll \tau_{\text{macro}}$. Because the motion of the sphere can be ignored up to $\tau$, we assume that the center of the sphere is fixed at the origin. Throughout this chapter, for any physical quantity $A(\Gamma)$, we define the time-averaged quantity by

$$\bar{A}(\Gamma) \equiv \frac{1}{\tau} \int_0^\tau dt \, A(\Gamma, t). \quad (2.23)$$

Then, we can rewrite (2.24) as

$$\gamma = \frac{\tau}{2k_BT} \left\langle \left( \frac{\vec{F}^z}{\tau} \right)^2 \right\rangle_{\text{eq}}. \quad (2.24)$$

In this derivation, it should be noted that $\left\langle \vec{F}^z \vec{F}^z \right\rangle_{\text{eq}}$ is a function of $|t - s|$, and that $\left\langle \vec{F}^z \vec{F}^z \right\rangle_{\text{eq}} = 0$ when $\tau_{\text{micro}} \ll t \ll \tau_{\text{macro}}$.

We can also express the force $F^a$ by the surface integration of a stress $\sigma_{\text{sp}}^{ab}$.

$$F^a(\Gamma) = \mathcal{R}^2 \int d\Omega \, n^b \sigma_{\text{sp}}^{ab}(\mathcal{R}, \Omega; \Gamma), \quad (2.25)$$

where $\Omega$ is a solid angle and $n \equiv (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)$. By direct calculation, we find

$$\sigma_{\text{sp}}^{ab}(r; \Gamma) = -\sum_{i=1}^N \left[ -\frac{\partial \Phi_{\text{sp}}(|r_i - \mathcal{R}|)}{\partial b^a} \right] (R^b - r_i^b) \quad D(r; r_i, \mathcal{R}) \quad (2.26)$$

with

$$D(r; r_i, \mathcal{R}) = \int_0^1 d\xi \, \delta(r - r_i - (\mathcal{R} - r_i)\xi). \quad (2.27)$$

Indeed, by substituting (2.26) into (2.25), we obtain (2.10), where we have used the divergence theorem and

$$(R^b - r_i^b)\partial^b D(r; r_i, \mathcal{R}) = \delta(r - r_i) - \delta(r - \mathcal{R}). \quad (2.28)$$

Furthermore, the stress tensor can be defined in spherical coordinates by

$$\begin{bmatrix} \sigma_{\text{sp}}^{xx} & \sigma_{\text{sp}}^{xy} & \sigma_{\text{sp}}^{xz} \\ \sigma_{\text{sp}}^{yx} & \sigma_{\text{sp}}^{yy} & \sigma_{\text{sp}}^{yz} \\ \sigma_{\text{sp}}^{zx} & \sigma_{\text{sp}}^{zy} & \sigma_{\text{sp}}^{zz} \end{bmatrix} = Q \begin{bmatrix} \sigma_{\text{sp}}^{rr} & \sigma_{\text{sp}}^{r\theta} & \sigma_{\text{sp}}^{r\varphi} \\ \sigma_{\text{sp}}^{\theta r} & \sigma_{\text{sp}}^{\theta\theta} & \sigma_{\text{sp}}^{\theta\varphi} \\ \sigma_{\text{sp}}^{\varphi r} & \sigma_{\text{sp}}^{\varphi\theta} & \sigma_{\text{sp}}^{\varphi\varphi} \end{bmatrix} Q^T \quad (2.29)$$
with
\[
Q = \begin{bmatrix}
\sin \theta \cos \varphi & \cos \theta \cos \varphi & -\sin \varphi \\
\sin \theta \sin \varphi & \cos \theta \sin \varphi & \cos \varphi \\
\cos \theta & -\sin \theta & 0
\end{bmatrix},
\]
(2.30)

where \(Q^T\) denotes the transpose of \(Q\). We then obtain
\[
F_z(\Gamma) = R^2 \int d\Omega \left[ \cos \theta \, \sigma_{sp}^{rr}(\mathcal{R}, \Omega; \Gamma) - \sin \theta \, \sigma_{sp}^{\theta r}(\mathcal{R}, \Omega; \Gamma) \right].
\]
(2.31)

Here, it is convenient to define the stress \(\sigma_*(\Gamma)\) that represents the \(z\)-component of the force per unit area on the surface of the sphere. From (2.31) and \(F_z(\Gamma) = 4\pi R^2 \sigma_*(\Gamma)\), we have
\[
\sigma_*(\Gamma) = \frac{1}{4\pi} \int d\Omega \left[ \cos \theta \, \sigma_{sp}^{rr}(\mathcal{R}, \Omega; \Gamma) - \sin \theta \, \sigma_{sp}^{\theta r}(\mathcal{R}, \Omega; \Gamma) \right].
\]
(2.32)

The formula (2.32) is rewritten as
\[
\gamma = \left( \frac{4\pi R^2}{2k_B T} \right)^2 \langle (\bar{\sigma}_*)^2 \rangle_{eq}.
\]
(2.33)

The linear friction coefficient is expressed in terms of the correlation of the time-averaged stress at the surface, \(\bar{\sigma}_*\).

### 2.4 Stress fluctuations in equilibrium viscous fluids

Our goal is to derive Stokes’ law (2.3) from Kirkwood’s formula (2.33) without explicitly employing the Stokes equations that are a linearized form of the Navier–Stokes equations in the low Reynolds number limit. Stokes’ law (2.3) contains the viscosity of the fluid \(\eta\). Instead of introducing \(\eta\) as a parameter of the Stokes equations, we define \(\eta\) from the stress fluctuations in the bulk of the fluid by the Green–Kubo formula (2.4). Thus, to derive Stokes’ law, we must relate the bulk stress correlation to the surface stress correlation. In this section, we derive the probability density of coarse-grained time-averaged stress fluctuations in equilibrium viscous fluids.

#### 2.4.1 The Green–Kubo formula

We first consider the microscopic expression of the stress \(\sigma^{ab}(r; \Gamma)\) in the bulk of the equilibrium fluid. For the momentum density of the bath particles
\[
\Pi^a(r; \Gamma) = \sum_{i=1}^N p_i^a \delta(r - r_i),
\]
(2.34)

\(\sigma^{ab}(r; \Gamma)\) is defined to satisfy the following continuity equation:
\[
\partial_t \Pi^a(r; \Gamma_t) = \partial^b \left[ \sigma^{ab}(r; \Gamma_t) + \sigma_{sp}^{ab}(r; \Gamma_t) \right].
\]
(2.35)
Note that the stress $\sigma^{ab}(r; \Gamma)$ corresponds to the force per unit area $\sigma^{ab}(r; \Gamma)n^b$ exerted on a virtual surface described by the unit vector $n^b$ from the outer side, where the unit vector is perpendicular to the surface and directed toward the outer region. $\sigma^{ab}_{sp}$ was given in (2.26). Here, $\sigma^{ab}(r; \Gamma)$ is calculated as

$$\sigma^{ab}(r; \Gamma) = -\sum_{i=1}^{N} \frac{p_i^a p_i^b}{m} \delta(r - r_i)$$

$$- \sum_{i<j} \left[ -\frac{\partial \Phi_{int}(|r_i - r_j|)}{\partial |r_i - r_j|} \right] \frac{(r_i^a - r_j^a)(r_i^b - r_j^b)}{|r_i - r_j|} D(r; r_i, r_j). \quad (2.36)$$

It can be directly confirmed that

$$\sigma^{ab}(r; \Gamma) = \sigma^{ba}(r; \Gamma). \quad (2.37)$$

Note that, when there are interactions between bath particles across the periodic boundary, the right-hand side of (2.36) must be modified to take a non-zero value on the shortest line connecting two interacting bath particles.

By employing the microscopic expression of the stress, the Green–Kubo formula (2.4) is precisely expressed as

$$\eta = \frac{1}{k_B T} \int_0^\infty dt \int d^3 r \langle \sigma^{x}(r_0; \Gamma) \sigma^{y}(r; \Gamma_t) \rangle_{eq}, \quad (2.38)$$

where $\tau$ is chosen such that $\tau_{\text{micro}}^{\text{fluid}} \ll \tau \ll \tau_{\text{macro}}^{\text{fluid}}$. $\tau_{\text{micro}}^{\text{fluid}}$ is the correlation time of $\sigma^{xy}$, and $\tau_{\text{macro}}^{\text{fluid}}$ is the relaxation time of $\Pi$. In general, this $\tau$ is different from that in Kirkwood’s formula (2.33). Here, we assume that the same value of $\tau$ can be chosen in the two formulas, and use the same notation. One may notice the long-time tail of the stress correlation, which apparently breaks the separation of time scales. We assume that this long-time tail only appears in the regime $t \gtrsim \tau$, because it originates from long wavelength fluctuations of locally conserved quantities. Therefore, we continue the argument without considering the long-time tail problem.

### 2.4.2 Macroscopic fluctuation theory

Let $\xi_{\text{micro}}$ be the largest length scale appearing in the molecular description, and $\xi_{\text{macro}}$ be the minimum length characterizing macroscopic behavior. In the case of viscous liquids, $\xi_{\text{micro}}$ may be estimated as $r_{\text{bp}}$, and $\xi_{\text{macro}}$ is given by $R$. Because $\xi_{\text{micro}} \ll \xi_{\text{macro}}$, we can choose $\Lambda$ to satisfy $\xi_{\text{micro}} \ll \Lambda \ll \xi_{\text{macro}}$. We then define the coarse-grained time-averaged stresses by

$$\hat{\sigma}^{ab}(r) = \frac{1}{\Lambda^3} \int_{V(r)} d^3 r' \tilde{\sigma}^{ab}(r') \quad (2.39)$$
with $V(r) = \prod \alpha [r^a - \Lambda/2, r^a + \Lambda/2]$. In terms of $\hat{\sigma}^{ab}(r)$, the Green–Kubo formula (2.38) is expressed as

$$\eta = \frac{\tau \Lambda^3}{2k_B T} \langle (\hat{\sigma}^{xy}(r))^2 \rangle_{eq}.$$  \hspace{1cm} (2.40)

We also note that

$$\frac{\tau \Lambda^3}{2k_B T} \langle \hat{\sigma}^{xy}(r)\hat{\sigma}^{xy}(r') \rangle_{eq} \approx 0 $$ \hspace{1cm} (2.41)

for $|r - r'| \geq \Lambda$, because the correlation length of the stress field is on the order of $\xi_{\text{micro}}$. The relations (2.40) and (2.41) can be summarized as

$$\langle \hat{\sigma}^{xy}(r)\hat{\sigma}^{xy}(r') \rangle_{eq} = \frac{2k_B T \eta}{\tau \Lambda^3} S(|r - r'|),$$ \hspace{1cm} (2.42)

where $S(d) = 1$ for $d \ll \Lambda$ and $S(d) \simeq 0$ for $d \geq \Lambda$.

We now formulate a macroscopic fluctuation theory for the coarse-grained time-averaged stresses $\hat{\sigma}^{ab}$. Because $\hat{\sigma}^{ab}(r)$ are obtained by integrating the microscopic stress over the region $V(r)$, it is reasonable, by considering the central limit theorem, to expect these $\hat{\sigma}^{ab}(r)$ to obey a Gaussian distribution. Here, we adapt the continuum description with the space mesh (ultraviolet cutoff) $\Lambda$. In this description, $S(|r - r'|)/\Lambda^3 \to \delta(r - r')$, and thus (2.42) is rewritten as

$$\langle \hat{\sigma}^{xy}(r)\hat{\sigma}^{xy}(r') \rangle_{eq} = \frac{2k_B T \eta}{\tau} \delta(r - r').$$ \hspace{1cm} (2.43)

Next, we consider the statistical properties of the stresses. We start with the following decomposition of $\hat{\sigma}^{ab}$ into traceless and trace parts:

$$\hat{\sigma}^{ab}(r) = -\tilde{\rho}(r)\hat{\sigma}^{ab} + \tilde{s}^{ab}(r)$$ \hspace{1cm} (2.44)

with

$$\tilde{\rho}(r) \equiv -\frac{\hat{\sigma}^{xx}(r) + \hat{\sigma}^{yy}(r) + \hat{\sigma}^{zz}(r)}{3},$$ \hspace{1cm} (2.45)

where $\tilde{\rho}$ and $\tilde{s}^{ab}$ are called the mean pressure and the stress deviator tensor, respectively. Because $\tilde{s}^{ab}$ is traceless, we have

$$\tilde{s}^{xx}(r) + \tilde{s}^{yy}(r) + \tilde{s}^{zz}(r) = 0.$$ \hspace{1cm} (2.46)

Using the isotropic property and the assumption that the correlation length of the stress fluctuations is much less than $\Lambda$, we can express

$$\langle \hat{s}^{ab}(r)\hat{s}^{a'b'}(r') \rangle_{eq} = \left[ B_1 \delta^{aa'}\delta^{bb'} + B_2 \delta^{ab'}\delta^{ba'} + B_3 \delta^{ab}\delta^{a'b'} \right] \delta(r - r'),$$ \hspace{1cm} (2.47)

where the constants $B_1$, $B_2$, and $B_3$ are determined below. By recalling (2.38), we obtain $\hat{\sigma}^{ab}(r) = \tilde{\sigma}^{ba}(r)$, and then we find that

$$\langle \hat{s}^{xy}(r)\hat{s}^{xy}(r') \rangle_{eq} = \langle \hat{s}^{yx}(r)\hat{s}^{xy}(r') \rangle_{eq},$$ \hspace{1cm} (2.48)
which leads to $B_1 = B_2$. Using (2.46), we also have

$$\langle (\hat{s}^{xx}(r) + \hat{s}^{yy}(r) + \hat{s}^{zz}(r)) (\hat{s}^{xx}(r') + \hat{s}^{yy}(r') + \hat{s}^{zz}(r')) \rangle_{eq} = 0,$$

which gives $B_3 = -2B_1/3$. Finally, the Green–Kubo formula (2.43) leads to

$$B_1 = \frac{2k_B T \eta}{r}.$$  

(2.50)

We summarize these relations as

$$\langle \hat{s}^{ab}(r)\hat{s}^{a'b'}(r') \rangle_{eq} = \frac{2k_B T \eta}{r} \Delta^{aba'b'} \delta(r - r')$$

(2.51)

with

$$\Delta^{aba'b'} = \delta^{aa'} \delta^{bb'} + \delta^{ab'} \delta^{ba'} - \frac{2}{3} \delta^{ab} \delta^{a'b'}.$$  

(2.52)

Condition (2.51) is necessary, but the statistical distribution of $\hat{s}^{ab}$ is not completely determined. The problem is to derive the statistical property of $\hat{p}$. Because we are studying incompressible fluids, the pressure fluctuation arising from the density fluctuations need not be taken into account. Rather, we assume that $\hat{p}$ is determined from the balance of time-averaged forces in each region, which is expressed as $\partial^b \hat{s}^{ab}(r) = 0$.

We express this in coordinate-free form as

$$\nabla \cdot \overleftrightarrow{\sigma}(r) = 0.$$  

(2.53)

It is obvious that the expectation values of the stresses satisfy the balance condition in the equilibrium cases. However, assumption (2.53) means that fluctuating stresses are already balanced in the macroscopic fluctuation theory.

### 2.4.3 Probability density of stresses

For later convenience, we express $\Delta^{aba'b'} = \Delta^{ij}$ with $g(ab) = i$ and $g(a'b') = j$, where $g(xx) = 1$, $g(yy) = 2$, $g(zz) = 3$, $g(xy) = g(yx) = 4$, $g(yz) = g(zy) = 5$, and $g(xz) = g(xz) = 6$. That is, $\Delta$ is interpreted as a $6 \times 6$ matrix. (We use the same symbol $\Delta$ without confusion.) Explicitly, the matrix $\Delta$ is expressed as

$$\Delta = \begin{bmatrix} 4/3 & -2/3 & -2/3 & 0 & 0 & 0 \\ -2/3 & 4/3 & -2/3 & 0 & 0 & 0 \\ -2/3 & -2/3 & 4/3 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}.$$  

(2.54)

As the probability density of $\hat{s}^{ab}$ is expressed using the inverse of $\Delta$, we calculate the $k$th eigenvalue $\epsilon_k$ and corresponding eigenvector $\phi^i_k$ defined by

$$\sum_{j=1}^{6} \Delta^{ij} \phi^i_k = \epsilon_k \phi^i_k.$$  

(2.55)
We find that
\[ \epsilon_k = \begin{cases} 0 & \text{for } k = 1 \\ 2 & \text{for } k = 2, 3 \\ 1 & \text{for } k = 4, 5, 6 \end{cases}. \] (2.56)

The zero-eigenvector is calculated as
\[ \phi^j_1 = \frac{1}{\sqrt{3}} \text{ for } j = 1, 2, 3 \] and \[ \phi^j_1 = 0 \text{ for } j = 4, 5, 6. \]
Although the matrix \( \Delta \) is singular, we can define the pseudo-inverse of \( \Delta \) as
\[ \sum_{j=1}^{6} (\Delta^{-1})^{ij} \phi^j_1 = 0, \] (2.57)
and
\[ \sum_{j=1}^{6} (\Delta^{-1})^{ij} \phi^j_k = \epsilon_k^{-1} \phi^i_k \] (2.58)
for \( k \geq 2 \). A straightforward calculation yields
\[ \Delta^{-1} = \begin{bmatrix} 1/3 & -1/6 & -1/6 & 0 & 0 & 0 \\ -1/6 & 1/3 & -1/6 & 0 & 0 & 0 \\ -1/6 & -1/6 & 1/3 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}. \] (2.59)

We identify \( (\Delta^{-1})^{aba'b'} \) with \( (\Delta^{-1})^{ij} \) by \( i = g(ab) \) and \( j = g(a'b') \).

Now, we write the probability density of \( \{\hat{p}(r), \hat{s}^{ab}(r)\} \) such that the statistical properties of the macroscopic stress fields \( \{\hat{p}(r), \hat{s}^{ab}(r)\} \) are reproduced. Because the macroscopic stress fields obey the Gaussian distribution on the restricted configuration space given by (2.46) and (2.53), the expression is
\[ \mathcal{P} (\{\hat{p}(r), \hat{s}^{ab}(r)\}) = C \exp \left[ -\frac{T}{4k_B T_\eta} \int d^3 r \, \hat{s}^{ab}(r) (\Delta^{-1})^{aba'b'} \hat{s}^{a'b'}(r) \right] \times \prod_r \delta \left( \hat{s}^{zz}(r) + \hat{s}^{vy}(r) + \hat{s}^{zz}(r) \right) \times \prod_r \prod_a \delta \left( \partial^a \hat{s}^{ab}(r) - \partial^a \hat{p}(r) \right). \] (2.60)

where \( C \) is the normalization constant.

Because the traceless condition (2.41) can be written as
\[ \phi^{g(ab)}_1 \hat{s}^{ab}(r) = 0, \] (2.61)
we find that \( \hat{s}^{ab}(\Delta^{-1})^{aba'b'} \hat{s}^{a'b'} \) in (2.60) can be replaced by \( \hat{s}^{ab}(\tilde{\Delta}^{-1})^{aba'b'} \hat{s}^{a'b'} \) with
\[ (\tilde{\Delta}^{-1})^{ij} = (\Delta^{-1})^{ij} + \psi^i \phi^j + \psi^j \phi^i, \] (2.62)
where $\psi^j$ is an arbitrary vector. Explicitly, this is written as

$$\tilde{\Delta}^{-1} = \Delta^{-1} + \begin{bmatrix} 2q_1 & q_1 + q_2 & q_1 + q_3 & q_4 & q_5 & q_6 \\ q_1 + q_2 & 2q_2 & q_2 + q_3 & q_4 & q_5 & q_6 \\ q_1 + q_3 & q_2 + q_3 & 2q_3 & q_4 & q_5 & q_6 \\ q_4 & q_4 & q_4 & 0 & 0 & 0 \\ q_5 & q_5 & q_5 & 0 & 0 & 0 \\ q_6 & q_6 & q_6 & 0 & 0 & 0 \end{bmatrix}.$$  \(2.63\)

With the particular choices $q_1 = q_2 = 1/3$, $q_3 = -1/6$, and $q_4 = q_5 = q_6 = 0$, $\tilde{\Delta}^{-1}$ takes the simpler form:

$$\tilde{\Delta}^{-1} = \begin{bmatrix} 1 & 1/2 & 0 & 0 & 0 & 0 \\ 1/2 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}.$$  \(2.64\)

Note that $\tilde{\Delta}^{-1}$ is the pseudo-inverse of $\tilde{\Delta}$ given by

$$\tilde{\Delta} = \begin{bmatrix} 4/3 & -2/3 & 0 & 0 & 0 & 0 \\ -2/3 & 4/3 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix},$$  \(2.65\)

where $\tilde{\Delta}$ is obtained by setting the ($zz$) column and the ($zz$) row to zero in the matrix $\Delta$.

The transformation of variables from $\hat{s}^{ab}$ to $\hat{\sigma}^{ab}$ yields

$$\mathcal{P}(\{\hat{p}(r), \hat{\sigma}^{ab}(r)\}) = C' \exp \left[ -\tau I(\{\hat{p}(r), \hat{\sigma}^{ab}(r)\}) \right]$$

$$\times \prod_r \delta \left( \hat{\sigma}^{xx}(r) + \hat{\sigma}^{yy}(r) + \hat{\sigma}^{zz}(r) + 3\hat{\rho}(r) \right) \delta \left( \nabla \cdot \hat{\sigma}(r) \right)$$

with

$$I(\{\hat{p}(r), \hat{\sigma}^{ab}(r)\}) = \frac{1}{4k_B T \eta} \int d^3r \left( \hat{\sigma}^{ab}(r) + \hat{\rho}(r) \hat{\sigma}^{ab} \right) (\tilde{\Delta}^{-1})^{aba'b'} \left( \hat{\sigma}^{a'b'}(r) + \hat{\rho}(r) \delta^{a'b'} \right),$$  \(2.67\)

where $C'$ is the normalization constant. Because $\tau \gg \tau_{\text{micro}}$, $I(\{\hat{p}(r), \hat{\sigma}^{ab}(r)\})$ corresponds to a large deviation function in probability theory [60, 61].
Finally, we consider the stress tensor in spherical coordinates. This is denoted by \( \hat{\sigma}^{\alpha\beta} \), where \( \alpha \) and \( \beta \) represent \( r, \theta, \) or \( \varphi \). With a similar method, we obtain

\[
P \left( \{ \hat{p}(r), \hat{\sigma}^{\alpha\beta}(r) \} \right) = C'' \exp \left[ -\tau I \left( \{ \hat{p}(r), \hat{\sigma}^{\alpha\beta}(r) \} \right) \right]
\times \prod_r \delta \left( \hat{\sigma}^{rr}(r) + \hat{\sigma}^{\theta\theta}(r) + \hat{\sigma}^{\varphi\varphi}(r) + 3\hat{p}(r) \right) \delta \left( \nabla \cdot \hat{\sigma}(r) \right)
\]

with

\[
I \left( \{ \hat{p}(r), \hat{\sigma}^{\alpha\beta}(r) \} \right) = \frac{1}{4k_B T \eta} \int_0^\infty dr \int_0^\pi d\theta \int_0^{2\pi} d\varphi \ r^2 \sin \theta \times \left( \hat{\sigma}^{\alpha\beta}(r) + \hat{p}(r) \delta^{\alpha\beta} \right) (\hat{\Delta}^{-1})^{\alpha\beta\alpha'\beta'} \left( \hat{\sigma}^{\alpha'\beta'}(r) + \hat{p}(r) \delta^{\alpha'\beta'} \right),
\]

where \( C'' \) is the normalization constant and we have taken the limit \( L \to \infty \). \( \hat{\Delta} \) is obtained by setting the \( (\varphi\varphi) \) column and the \( (\varphi\varphi) \) row to zero in \( \Delta \). Note that the fourth-order isotropic tensor \( \Delta^{aba'b'} \) takes the same form as in Cartesian coordinates.

Because \( R \gg r_{bp} \) and the interaction potential between the sphere and a bath particle depends only on the distance between them, the momentum of the tangential direction at the surface of the sphere is conserved. This yields the boundary condition

\[
\hat{\sigma}^{\theta r}(R, \Omega) = \hat{\sigma}^{\varphi r}(R, \Omega) = 0.
\]

2.5 Stress fluctuation at surface

Let us return to Kirkwood’s formula (2.33). We want to calculate the friction constant \( \gamma \) from the fluctuation intensity of \( \hat{\sigma}_s \). We first connect \( \hat{\sigma}_s \) with \( \hat{\sigma}^{\alpha\beta} \). By recalling that \( R \gg r_{bp} \) and using (2.20) and (2.26), we obtain

\[
\sigma^{ab}(R, \Omega; \Gamma) = 0
\]

at the surface of the sphere. From (2.4) and (2.20), we obtain

\[
\sigma^{ab}_{sp}(R + r_{bp} + \xi_0, \Omega; \Gamma) = 0.
\]

The continuity of the total coarse-grained time-averaged stresses leads to

\[
\hat{\sigma}^{ab}(R, \Omega) = \frac{1}{A^2} \int_{S(R, \Omega)} d\Omega' \ \sigma^{ab}_{sp}(R, \Omega'),
\]

where \( S(R, \Omega) \) is the region on the surface of the sphere represented by

\[
\left[ \theta - \frac{\Lambda}{2R}, \theta + \frac{\Lambda}{2R} \right] \times \left[ \varphi - \frac{\Lambda}{2R \sin \theta}, \varphi + \frac{\Lambda}{2R \sin \theta} \right].
\]
Therefore, from (2.32) and (2.73), we find that $\bar{\sigma}_*$ in (2.33) is connected to $\hat{\sigma}^{\alpha\beta}$ by the relation

$$\bar{\sigma}_* = \frac{1}{4\pi} \int d\Omega \left[ \cos \theta \hat{\sigma}^{rr}(R, \Omega) - \sin \theta \hat{\sigma}^{r\theta}(R, \Omega) \right].$$

The probability density of $\bar{\sigma}_*$ is determined from the statistical properties of $\hat{\sigma}^{\alpha\beta}$ in the bulk under conditions (2.70) and (2.75). This relation is formally written as

$$P(\bar{\sigma}_*) = \int_{\sigma_*, \text{fix}} \mathcal{D}\hat{\sigma}^{\alpha\beta} \mathcal{P} \left\{ \{\hat{\sigma}(r), \hat{\sigma}^{\alpha\beta}(r)\} \right\},$$

where “$\sigma_*: \text{fix}$” in the integral represents the condition given in (2.75).

### 2.5.1 Saddle-point method

We now evaluate the right-hand side of (2.76). In the asymptotic regime $\tau \gg \tau_{\text{micro}}$, the functional integral may be accurately evaluated by the saddle-point method. By introducing the Lagrange multiplier field $\lambda(r) = (\lambda^r(r), \lambda^\theta(r), \lambda^\varphi(r))$ to take constraint (2.53) into account, we obtain

$$P(\bar{\sigma}_*) = C''' \exp \left[ -\tau I(\bar{\sigma}_*) \right]$$

with

$$I(\bar{\sigma}_*) = \min_{\{\hat{\sigma}^{\alpha\beta}(r)\}} \frac{1}{4k_B T \eta} \int_{R}^{\infty} dr \int_0^\pi d\theta \int_0^{2\pi} d\varphi \mathcal{L} \left( \{\hat{\sigma}^{\alpha\beta}(r)\} \right),$$

and

$$\mathcal{L} \left( \{\hat{\sigma}^{\alpha\beta}(r)\} \right) = r^2 \sin \theta \left[ \hat{s}^{\alpha\beta}(r)(\Delta^{-1})^{\alpha\beta\alpha'\beta'} \hat{s}^{\alpha'\beta'}(r) + \lambda(r) \cdot \left( \nabla \cdot \hat{\sigma}(r) \right) \right],$$

where $C'''$ is the normalization constant, and $\hat{s}^{\alpha\beta}(r) = \hat{\sigma}^{\alpha\beta}(r) + \hat{p}(r) \delta^{\alpha\beta}$ with $\hat{p}(r) = -(\hat{\sigma}^{rr}(r) + \hat{\sigma}^{\theta\theta}(r) + \hat{\sigma}^{\varphi\varphi}(r))/3$. Note that the saddle-point method for the large deviation function has been rigorously verified under certain conditions. This is called the contraction principle [61] in probability theory. In Appendix 2.A, we present a derivation of the probability density of $\bar{\sigma}_*$ within the framework of fluctuating hydrodynamics.

As a reference for the argument below, we explicitly write $\nabla \cdot \hat{\sigma}$ and $\hat{s}^{\alpha\beta}(\Delta^{-1})^{\alpha\beta\alpha'\beta'} \hat{s}^{\alpha'\beta'}$ as

$$\nabla \cdot \hat{\sigma} = \begin{pmatrix}
\frac{\partial \hat{\sigma}^{rr}}{\partial r} + \frac{1}{r} \frac{\partial \hat{\sigma}^{r\theta}}{\partial \theta} + \frac{1}{r \sin \theta} \frac{\partial \hat{\sigma}^{r\varphi}}{\partial \varphi} + \frac{2 \hat{\sigma}^{rr} - \hat{\sigma}^{\theta\theta} - \hat{\sigma}^{\varphi\varphi}}{r} + \hat{\sigma}^{r\theta} \\
\frac{\partial \hat{\sigma}^{\theta r}}{\partial r} + \frac{1}{r} \frac{\partial \hat{\sigma}^{\theta\theta}}{\partial \theta} + \frac{1}{r \sin \theta} \frac{\partial \hat{\sigma}^{\theta\varphi}}{\partial \varphi} + \frac{2 \hat{\sigma}^{\theta\theta} - \hat{\sigma}^{rr} - \hat{\sigma}^{\varphi\varphi}}{r} + \frac{3 \hat{\sigma}^{r\theta}}{r} \\
\frac{\partial \hat{\sigma}^{\varphi r}}{\partial r} + \frac{1}{r} \frac{\partial \hat{\sigma}^{\varphi\theta}}{\partial \theta} + \frac{1}{r \sin \theta} \frac{\partial \hat{\sigma}^{\varphi\varphi}}{\partial \varphi} + \frac{2 \hat{\sigma}^{\varphi\varphi} - \hat{\sigma}^{rr} - \hat{\sigma}^{\theta\theta}}{r} + \frac{3 \hat{\sigma}^{r\varphi}}{r}
\end{pmatrix},$$

(2.80)
and

\[ s^{\alpha \beta} (\Delta^{-1})^{\alpha \beta \alpha' \beta'} s^{\alpha' \beta'} = (\sigma^{rr} + \tilde{p})^2 + (\sigma^{r \theta} + \tilde{p}) (\sigma^{\theta \theta} + \tilde{p}) + (\sigma^{\theta \varphi} + \tilde{p})^2 \]
\[ + (\sigma^{\varphi r})^2 + (\sigma^{\theta \varphi})^2 + (\sigma^{\varphi \varphi})^2 \]
\[ = \frac{(\sigma^{rr})^2 + (\sigma^{\theta \theta})^2 + (\sigma^{\varphi \varphi})^2 - \sigma^{rr} \sigma^{\theta \theta} - \sigma^{\theta \varphi} \sigma^{\varphi \varphi} - \sigma^{\varphi \varphi} \sigma^{rr}}{3} \]
\[ + (\sigma^{\theta \varphi})^2 + (\sigma^{\varphi \varphi})^2, \quad (2.81) \]

respectively, where we have used (2.44), (2.45), and (2.64).

Next, we calculate the right-hand side of (2.78). We start with the variation

\[ \delta \int_{\mathcal{R}}^{\infty} dr \int_{0}^{\pi} d\theta \int_{0}^{2\pi} d\varphi \mathcal{L} \left\{ \{\tilde{\sigma}^{\alpha \beta}(r)\} \right\} \]
\[ = \int_{\mathcal{R}}^{\infty} dr \int_{0}^{\pi} d\theta \int_{0}^{2\pi} d\varphi \left\{ \partial^{\alpha'} \left[ \frac{\partial \mathcal{L}}{\partial (\partial^{\alpha} \tilde{\sigma}^{\alpha \beta})} \delta \tilde{\sigma}^{\alpha \beta} \right] \right. \]
\[ + \left. \frac{\partial \mathcal{L}}{\partial \tilde{\sigma}^{\alpha \beta}} - \partial^{\alpha'} \left( \frac{\partial \mathcal{L}}{\partial (\partial^{\alpha} \tilde{\sigma}^{\alpha \beta})} \right) \right\} \delta \tilde{\sigma}^{\alpha \beta} + \frac{\partial \mathcal{L}}{\partial \lambda^{\alpha}} \delta \lambda^{\alpha} \right\}. \quad (2.82) \]

The first term of the right-hand side corresponds to the surface contribution. We find that

\[ \int_{0}^{2\pi} d\varphi \partial^{\varphi} \left[ \frac{\partial \mathcal{L}}{\partial (\partial^{\varphi} \tilde{\sigma}^{\alpha \beta})} \delta \tilde{\sigma}^{\alpha \beta} \right] = 0 \quad (2.83) \]

because of the periodic boundary of \( \varphi \), and

\[ \int_{0}^{\pi} d\theta \partial^{\theta} \left[ \frac{\partial \mathcal{L}}{\partial (\partial^{\theta} \tilde{\sigma}^{\alpha \beta})} \delta \tilde{\sigma}^{\alpha \beta} \right] = 0, \quad (2.84) \]

because

\[ \frac{\partial \mathcal{L}}{\partial (\partial^{\theta} \tilde{\sigma}^{\alpha \beta})} = 0 \quad (2.85) \]

at \( \theta = 0 \) and \( \pi \). Furthermore, as a result of (2.71), \( \tilde{\sigma}^{r \theta} \) and \( \tilde{\sigma}^{\varphi r} \) are fixed to zero at the surface. Then,

\[ \delta \tilde{\sigma}^{r \theta} = \delta \tilde{\sigma}^{\varphi r} = 0 \quad (2.86) \]

at \( r = \mathcal{R} \). Thus, the first term of the right-hand side of (2.82) becomes

\[ \int_{\mathcal{R}}^{\infty} dr \int_{0}^{\pi} d\theta \int_{0}^{2\pi} d\varphi \partial^{\varphi} \left[ \frac{\partial \mathcal{L}}{\partial (\partial^{\varphi} \tilde{\sigma}^{rr})} \delta \tilde{\sigma}^{rr} \right]. \quad (2.87) \]

Here, we impose

\[ \frac{\partial \mathcal{L}}{\partial (\partial^{\varphi} \tilde{\sigma}^{rr})} \bigg|_{r=\mathcal{R}} = 0 \quad (2.88) \]
as the boundary condition of the variational problem. This is called a natural boundary condition, and explicitly gives

$$\lambda'(\mathcal{R}, \Omega) = 0. \quad (2.89)$$

With this setup, the surface contribution of the variation vanishes, and we obtain the Euler–Lagrange equations

$$\frac{\partial L}{\partial \delta^{\alpha\beta}} - \delta^{\alpha'} \left( \frac{\partial L}{\partial (\delta^{\alpha'} \delta^{\alpha\beta})} \right) = 0. \quad (2.90)$$

Using (2.79), (2.80), and (2.81), we can write (2.90) as

$$\begin{align*}
\hat{\sigma}^{rr} &= -\hat{p} + \frac{\partial \lambda^r}{\partial r}, \\
\hat{\sigma}^{\theta\theta} &= -\hat{p} + \left( \frac{1}{r} \frac{\partial \lambda^\theta}{\partial \theta} + \frac{\lambda^r}{r} \right), \\
\hat{\sigma}^{\phi\phi} &= -\hat{p} + \left( \frac{1}{r \sin \theta} \frac{\partial \lambda^\phi}{\partial \phi} + \frac{\lambda^r}{r} + \frac{\lambda^\theta}{r \tan \theta} \right), \\
\hat{\sigma}^{r\theta} &= \frac{1}{2} \left( \frac{1}{r} \frac{\partial \lambda^r}{\partial \theta} + \frac{\partial \lambda^\theta}{\partial r} - \frac{\lambda^\theta}{r} \right), \\
\hat{\sigma}^{\theta\phi} &= \frac{1}{2} \left( \frac{1}{r \sin \theta} \frac{\partial \lambda^\theta}{\partial \phi} + \frac{1}{r} \frac{\partial \lambda^\phi}{\partial \theta} - \frac{\lambda^\phi}{r \tan \theta} \right), \\
\hat{\sigma}^{r\phi} &= \frac{1}{2} \left( \frac{1}{r \sin \theta} \frac{\partial \lambda^r}{\partial \phi} + \frac{\partial \lambda^\phi}{\partial r} - \frac{\lambda^\phi}{r} \right).
\end{align*} \quad (2.91)$$

Note that (2.85) is equivalent to

$$\nabla \cdot \lambda = 0. \quad (2.92)$$

in the expression of (2.81). By solving (2.53), (2.81), and (2.92) with boundary conditions (2.70), (2.75), and (2.89), we obtain the probability density of $\hat{\sigma}_s$. The set of equations (2.53), (2.81), and (2.92) coincide with the Stokes equations

$$\eta \nabla^2 \mathbf{u} = \nabla \hat{p}, \quad (2.93)$$
$$\nabla \cdot \mathbf{u} = 0, \quad (2.94)$$

when we set $\lambda(r) = 2\eta \mathbf{u}(r)$. We may interpret $\mathbf{u}(r)$ as the macroscopic fluctuating velocity of the fluid generated by $\hat{\sigma}_s$. 
By referring to the solution of the Stokes equations, we obtain

\[ \lambda^r(r) = \left(1 - \frac{R}{r}\right)2R\bar{\sigma}_s \cos \theta, \]  
(2.95)

\[ \lambda^\theta(r) = -\left(1 - \frac{R}{2r}\right)2R\bar{\sigma}_s \sin \theta, \]  
(2.96)

\[ \lambda^\varphi(r) = 0, \]  
(2.97)

\[ \dot{\bar{p}}(r) = p_\infty - \frac{R^2}{r^2}\bar{\sigma}_s \cos \theta, \]  
(2.98)

where \( p_\infty \) is a constant. Then, (2.91) leads to

\[ \dot{\bar{\sigma}}^{rr}(r) = -p_\infty + \frac{3R^2\bar{\sigma}_s \cos \theta}{r^2}, \]  
(2.99)

\[ \dot{\bar{\sigma}}^{\theta\theta}(r) = \dot{\bar{\sigma}}^{\varphi\varphi}(r) = -p_\infty, \]  
(2.100)

\[ \dot{\bar{\sigma}}^{r\theta}(r) = \dot{\bar{\sigma}}^{\theta r}(r) = \dot{\bar{\sigma}}^{\varphi r}(r) = 0. \]  
(2.101)

Substituting these relations into (2.78), we obtain

\[ I(\bar{\sigma}_s) = \frac{1}{4k_B T \eta} \int_{\mathcal{R}}^\infty \int d\Omega 3 \left( \frac{R^2 \bar{\sigma}_s \cos \theta}{r^2} \right)^2 \]  
(2.102)

This immediately yields

\[ \langle (\bar{\sigma}_s)^2 \rangle_{eq} = \frac{k_B T \eta}{2\pi R^3 \tau}. \]  
(2.103)

Combining this with Kirkwood’s formula (2.33), we arrive at Stokes’ law

\[ \gamma = \frac{(4\pi R^2 \tau)^2}{2k_B T} \langle (\bar{\sigma}_s)^2 \rangle_{eq} = 4\pi \eta R. \]  
(2.104)

### 2.5.2 Stokes’ law for a macroscopic sphere with a rough surface

Because we have studied a macroscopic sphere with a smooth surface represented by a spherical symmetric interaction potential, the version of Stokes’ law we have obtained corresponds to that with the slip boundary condition in hydrodynamics. Indeed, we used the boundary condition (2.79). In reality, the surface of a sphere is assumed to be rough. Although the precise microscopic description of such a surface is not simple, it should be claimed that the boundary conditions (2.79) are not imposed in the macroscopic fluctuation theory. In this case, the natural boundary conditions

\[ \lambda(\mathcal{R}, \Omega) = 0 \]  
(2.105)
are imposed, so that the Euler–Lagrange equation can be obtained. By referring to the solution of the Stokes equations with these modified boundary conditions, we obtain

\[ \lambda^r(r) = \left( 1 - \frac{3 \mathcal{R}}{2r} + \frac{\mathcal{R}^3}{2r^3} \right) \frac{4 \mathcal{R} \sigma_s \cos \theta}{3}, \]  

(2.106)

\[ \lambda^\theta(r) = -\left( 1 - \frac{3 \mathcal{R}}{4r} - \frac{\mathcal{R}^3}{4r^3} \right) \frac{4 \mathcal{R} \sigma_s \sin \theta}{3}, \]  

(2.107)

\[ \lambda^\varphi(r) = 0, \]  

(2.108)

\[ \hat{p}(r) = \hat{p}'_\infty - \frac{\mathcal{R}^2}{r^2} \sigma_s \cos \theta, \]  

(2.109)

where \( \hat{p}'_\infty \) is a constant. Then, (2.91) leads to

\[ \hat{\sigma}^{rr}(r) = -\hat{p}'_\infty + \left( \frac{3 \mathcal{R}^2}{r^2} - \frac{2 \mathcal{R}^4}{r^4} \right) \sigma_s \cos \theta, \]  

(2.110)

\[ \hat{\sigma}^{\theta\theta}(r) = -\hat{\sigma}^{\varphi\varphi}(r) = -\hat{p}'_\infty + \frac{\mathcal{R}^4}{r^4} \sigma_s \cos \theta, \]  

(2.111)

\[ \hat{\sigma}^{r\theta}(r) = -\frac{\mathcal{R}^4}{r^4} \sigma_s \sin \theta, \]  

(2.112)

\[ \hat{\sigma}^{\theta\varphi}(r) = \hat{\sigma}^{\varphi r}(r) = 0. \]  

(2.113)

Thus, we have that

\[
I(\hat{\sigma}_s) = \int_\mathcal{R}^\infty dr \int d\Omega \frac{r^2}{4k_B T \eta} \left\{ 3 \left( \frac{\mathcal{R}^2}{r^2} - \frac{\mathcal{R}^4}{r^4} \right) \sigma_s \cos \theta \right\}^2 + \left( \frac{\mathcal{R}^4}{r^4} \sigma_s \sin \theta \right)^2 \right\} 
\]

\[
= (\hat{\sigma}_s)^2 \frac{2 \pi}{4k_B T \eta} \int_\mathcal{R}^\infty dr \frac{r^2}{2} \left( \frac{2 \mathcal{R}^4}{r^4} - \frac{4 \mathcal{R}^6}{r^6} + \frac{10 \mathcal{R}^8}{3r^8} \right) 
\]

\[
= \frac{(\hat{\sigma}_s)^2}{2} \frac{4 \pi \mathcal{R}^3}{3k_B T \eta}, \tag{2.114}
\]

which leads to

\[
\langle (\hat{\sigma}_s)^2 \rangle_{eq} = \frac{3k_B T \eta}{4\pi \mathcal{R}^3}. \tag{2.115}
\]

The substitution of (2.115) into Kirkwood’s formula (2.33) yields

\[
\gamma = \frac{(4\pi \mathcal{R}^2)^2 T}{2k_B T} \langle (\hat{\sigma}_s)^2 \rangle_{eq} = 6\pi \eta \mathcal{R}. \tag{2.116}
\]

This is Stokes’ law for cases with the stick boundary condition in hydrodynamics.
2.6 Concluding Remarks

In this chapter, we have derived Stokes’ law from Kirkwood’s formula and the Green-Kubo formula in the linear-response regime where the Stokes equations are valid. In this derivation, we did not assume the Stokes equations to describe Stokes flow, but rather formulated the relation between the stress fluctuations in the bulk and the stress fluctuation at the surface with the aid of large deviation theory.

The heart of this derivation is the contraction principle, which is a standard technique in large deviation theory \[61\]. In the present case, we first used a phenomenological basis to apply the large deviation function to stress fluctuations in the bulk, and then applied the contraction principle. See \[62\] for another application of the contraction principle to the calculation of a large deviation function for time-averaged quantities. A similar argument has been employed to derive a generating function for the current fluctuation in stochastic non-equilibrium lattice gases \[63\]. Such a phenomenological argument is called the additivity principle, and the condition of its validity can be discussed within the framework of fluctuating hydrodynamics \[64\]. Similarly, our derivation can also be formulated within fluctuating hydrodynamics, as briefly explained in Appendix 2.A. Although there is no one-to-one correspondence between our argument and that in the additivity principle, there may be a universal concept behind these two arguments. Determining a theoretical framework that provides a microscopic understanding of the phenomenological arguments would be an interesting problem.

In this chapter, we studied the force from a viscous fluid. More complex cases can be discussed using a similar formulation. For example, a cross-over from the dilute case \(2.2\) to the viscous case \(2.3\), which has been observed in numerical experiments \[54\], may be one of our next targets. A simple but less trivial example may be a Brownian particle under a temperature gradient \[65\]. To elucidate the mechanism of the driving force and the friction force in this system, we must consider macroscopic fluctuation theory from microscopic mechanics, where the fluctuation of the energy flux should be taken into account \[13\]. Furthermore, the study of the force to a small system from an active environment is a hot topic in recent non-equilibrium statistical mechanics \[69\]. Examples of active environments include cytoskeleton networks (under chemical reaction) \[71\], granular materials \[74\], and the assembly of small biological elements \[78\]. The law of the force from an active environment may be given by a phenomenological description in accordance with experimental observations. However, the nature of the force is highly non-trivial. Thus, we believe that developing the theory by which the nature of the force from an active environment can be described would be a significant achievement.

Finally, let us return to the formula described in \(2.78\). This claims that the large deviation function on the surface is determined from the variational principle associated with the large deviation function in the bulk. Note that the large deviation function is called entropy, because the large deviation of the fluctuations of thermo-
dynamic variables is equal to the thermodynamic entropy. Here, one may recall the so-called bulk-boundary correspondence in quantum many-body systems \([82\) for the moment, we do not have any evidence for a direct connection with such theories, but it may be interesting to imagine such a possibility.

2.A Fluctuating hydrodynamics

We describe a viscous incompressible fluid at low Reynolds number by the fluctuating hydrodynamic equations in spherical coordinates. We denote by \( u(r, t), p(r, t), \sigma(r, t), \) and \( s(r, t) \) the velocity, pressure, stress tensor, and random stress tensor at position \( r \) and time \( t \), respectively. In this case, each component of the stress tensor is written as

\[
\sigma^{rr} = -p + 2\eta \left( \frac{\partial u^r}{\partial r} + \frac{u^r}{r} \right) + s^{rr}, \tag{2.117}
\]

\[
\sigma^{\theta\theta} = -p + 2\eta \left( \frac{1}{r} \frac{\partial u^\theta}{\partial \theta} + \frac{u^\theta}{r} \right) + s^{\theta\theta}, \tag{2.118}
\]

\[
\sigma^{\phi\phi} = -p + 2\eta \left( \frac{1}{r \sin \theta} \frac{\partial u^\phi}{\partial \phi} + \frac{u^\phi}{r} \right) + s^{\phi\phi}, \tag{2.119}
\]

\[
\sigma^{r\theta} = \eta \left( \frac{1}{r} \frac{\partial u^r}{\partial \theta} + \frac{u^r}{r} - \frac{u^\theta}{r \tan \theta} \right) + s^{r\theta}, \tag{2.120}
\]

\[
\sigma^{\theta\phi} = \eta \left( \frac{1}{r \sin \theta} \frac{\partial u^\theta}{\partial \phi} + \frac{u^\phi}{r} - \frac{u^\phi}{r \tan \theta} \right) + s^{\theta\phi}, \tag{2.121}
\]

\[
\sigma^{\phi r} = \eta \left( \frac{1}{r \sin \theta} \frac{\partial u^\phi}{\partial r} + \frac{u^r}{r} \right) + s^{\phi r}. \tag{2.122}
\]

We assume that the temperature \( T \) and density \( \rho \) of the fluid are constant and homogeneous. Because we are focusing on incompressible fluid, we assume that the bulk viscosity \( \zeta \) is equal to zero and that \( \nabla \cdot u = 0 \). This is written as

\[
\frac{\partial u^r}{\partial r} + \frac{2u^r}{r} + \frac{1}{r} \frac{\partial u^\theta}{\partial \theta} + \frac{u^\theta}{r \tan \theta} + \frac{1}{r \sin \theta} \frac{\partial u^\phi}{\partial \phi} = 0. \tag{2.123}
\]

Furthermore, the time evolution equation of \( u(r, t) \) is assumed to be given by

\[
\rho \frac{\partial u}{\partial t} = \nabla \cdot \overrightarrow{\sigma}, \tag{2.124}
\]

because the Reynolds number is sufficiently low. Finally, the random stresses are assumed to be zero-mean Gaussian white noises with covariance

\[
\left\langle s^{\alpha\beta}(r, \Omega, t)s^{\alpha'\beta'}(r', \Omega', t') \right\rangle = 2k_B T \eta \Delta^{\alpha\beta\alpha'\beta'} \frac{\delta(r-r')\delta(\Omega-\Omega')}{r^2} \delta(t-t'), \tag{2.125}
\]

\[
\Delta^{\alpha\beta\alpha'\beta'} = \delta^{\alpha\alpha'} \delta^{\beta\beta'} + \delta^{\alpha\beta'} \delta^{\beta\alpha'} - \frac{2}{3} \delta^{\alpha\beta} \delta^{\alpha'\beta'}. \tag{2.126}
\]
where we have used $\zeta = 0$. Note that (2.125) leads to
\[
s^{rr} + s^{\theta \theta} + s^{\phi \phi} = 0. \tag{2.127}
\]
By recalling (2.117), (2.118), (2.119), and (2.123), we also have
\[
\sigma^{rr} + \sigma^{\theta \theta} + \sigma^{\phi \phi} + 3p = 0. \tag{2.128}
\]

For any time-dependent quantity $A(t)$, we denote its path during the time interval $[0, \tau]$ by $[A]$. Then, using (2.125) and the Gaussian property of $s^{\alpha \beta}$, we obtain the probability density of $\{p, \sigma^{\alpha \beta}, [u^\alpha] \}$ in the form
\[
\mathcal{P} \left( \{p, \sigma^{\alpha \beta}, [u^\alpha] \} \right) = C_0 \exp \left[ -\tau I \left( \{p, \sigma^{\alpha \beta}, [u^\alpha] \} \right) \right]
\times \prod_t \prod_r \delta \left( \rho \partial_t u - \nabla \cdot \sigma \right)
\times \prod_t \prod_r \delta \left( \nabla \cdot u \right) \delta \left( \sigma^{rr} + \sigma^{\theta \theta} + \sigma^{\phi \phi} + 3p \right) \tag{2.129}
\]
with
\[
I \left( \{p, \sigma^{\alpha \beta}, [u^\alpha] \} \right) = \frac{1}{4k_B T \eta r} \int_0^\tau dt \int_\mathcal{R} dr \int_0^\infty \int_0^{2\pi} d\Omega \ s^{\alpha \beta} \left( \tilde{\Delta}^{-1} \right)^{\alpha \beta} \sigma^{\alpha' \beta'}, \tag{2.130}
\]
where $C_0$ is the normalization constant and $s^{\alpha \beta}$ in the right-hand side is related to $(p, \sigma^{\alpha \beta}, u^\alpha)$ through (2.117)–(2.122). By applying the contraction principle to (2.129), we obtain the probability density of the surface stress fluctuations as
\[
P(\tilde{\sigma}_*) = \int_{\tilde{\sigma}_*:\text{fix}} \mathcal{D}p \mathcal{D}\sigma^{\alpha \beta} \mathcal{D}u^\alpha \mathcal{P} \left( \{p, \sigma^{\alpha \beta}, [u^\alpha] \} \right)
= C'_0 \exp \left[ -\tau I(\tilde{\sigma}_*) \right] \tag{2.131}
\]
with
\[
I(\tilde{\sigma}_*) = \min_{\tilde{\sigma}_*:\text{fix}} \frac{1}{4k_B T \eta r} \int_0^\tau dt \int_\mathcal{R} dr \int_0^\pi d\theta \int_0^{2\pi} d\varphi \mathcal{L} \left( \{\sigma^{\alpha \beta}, [u^\alpha] \} \right), \tag{2.132}
\]
and
\[
\mathcal{L} \left( \{\sigma^{\alpha \beta}, [u^\alpha] \} \right) = r^2 \sin \theta \left[ s^{\alpha \beta} \left( \tilde{\Delta}^{-1} \right)^{\alpha \beta} \sigma^{\alpha' \beta'}
+ \lambda_1 \left( \rho \partial_t u - \nabla \cdot \tilde{\sigma} \right) + \lambda_2 \left( \nabla \cdot u \right) \right], \tag{2.133}
\]
where $C'_0$ is the normalization constant, $\lambda_1(r, t)$ and $\lambda_2(r, t)$ are the Lagrange multiplier fields, $p = -(\sigma^{rr} + \sigma^{\theta \theta} + \sigma^{\phi \phi})/3$, and “$\tilde{\sigma}_*:\text{fix}$” represents the condition given in
\[
\tilde{\sigma}_* = \frac{1}{4\pi r} \int_0^\tau dt \int_\mathcal{R} d\Omega \left[ \cos \theta \sigma^{rr} (\mathcal{R}, \Omega, t) - \sin \theta \sigma^{r\theta} (\mathcal{R}, \Omega, t) \right]. \tag{2.134}
\]
If a time-independent configuration with $u = 0$ is the minimizer of (2.132), we obtain the same result as in (2.77)–(2.79).
Chapter 3

Non-equilibrium statistical mechanics for adiabatic piston problem

3.1 Introduction

One of the important problems in small systems is to provide an energetic interpretation of phenomena. In macroscopic systems, the thermodynamics is established with operationally identifying work as the energy transferred to a system accompanied with macroscopic volume change of the system caused by a macroscopic force and heat as the other energy transferred to the system through microscopic degrees of freedom. On the other hand, although we can consider the energy transferred to a small system, it is still unsolved in the small system how to decompose the transferred energy into work and heat so as to be consistent with the results of the thermodynamics. Sekimoto provided a reasonable definition of heat in Langevin systems [87, 88], while there are other stochastic systems where the energetics is still not fully understood.

In this chapter, we consider the energetics of the adiabatic piston problem [1, 39-42]. We provide a model for the adiabatic piston problem by using a continuous-time Markov jump process. By correctly calculating the local detailed balance condition, we clarify that the entropy production depends on waiting times between jumps. Furthermore, we provide the definition of heat in our model, and then elucidate the energetics.

This chapter is organized as follows. In Sect. 3.2, we explain our model. In Sect. 3.3, we elucidate the energetics of our model on the basis of the local detailed balance condition. In Sect. 3.4, we derive several types of fluctuation theorems and the formal expression of the steady-state distribution. In Sect. 3.5, we first show the Onsager theory for the adiabatic piston problem, and after that we derive the linear response formula. We finally calculate one of the time-correlation functions explicitly, and derive the steady velocity of the wall up to order $\epsilon$. The final section is devoted to a brief summary and remarks. In Appendix 3.A, we confirm the validity of our
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3.2 Model

3.2.1 Setup

We introduce a model for studying the adiabatic piston problem. A schematic illustration is shown in Fig. 3.1. First, we provide a mechanical description of the wall of mass $M$. We take the $x$-axis along the axial direction of an infinitely long tube of cross-sectional area $S$, and assume that the wall moves without friction along $x$-axis. We denote by $V$ the velocity of the wall, which is the only degree of freedom of the wall. When discussing time evolution of $V$, we denote by $V(t)$ its value at time $t$, and by $\hat{V} = (V(t))_{t \in [0, \tau]}$ its path during the time interval $[0, \tau]$.

Next, we provide an effective description of rarefied gas particles of mass $m$. The gases in the left and right regions separated by the wall are initially prepared at equal pressure $p$ but different temperatures $T_L$ and $T_R$, respectively. In the following, we focus on the gas on the left side; the gas on the right side can be described similarly. We study a rarefied gas such that the characteristic time of the dissipation process inside each gas is much longer than the time during which we observe the steady state motion of the wall. Therefore, gas particles that have yet to collide with the wall are in equilibrium at the temperature $T_L$, the pressure $p$, and the number density $n_L = p/\beta_L$. We also assume that the gas particles elastically and instantaneously collide with the wall only once. Furthermore, for simplicity, we assume that the surface of the wall is perpendicular to the $x$-axis, so that we consider only the $x$-component of the velocity of each gas particle.

For this setup, the interaction between the wall and the gas on the left side can
be described by random collisions with the collision rate $\lambda_L(v, V)$ for the gas particle velocity $v$ and the wall velocity $V$. The collision rate is explicitly written as

$$\lambda_L(v, V) = n_L S(v - V) \theta(v - V) f_{eq}^L(v), \quad (3.1)$$

where $f_{eq}^L(v) = \sqrt{\beta L m/2\pi} \exp(-\beta_L m v^2/2)$ is the Maxwell–Boltzmann distribution and $\theta$ represents the Heaviside step function. Similarly, the collision rate of the gas on the right side is given by

$$\lambda_R(v, V) = n_R S(V - v) \theta(V - v) f_{eq}^R(v). \quad (3.2)$$

By these effective descriptions of the gases, our model becomes a continuous-time Markov jump process.

### 3.2.2 Time evolution equations

We explicitly write an equation of motion of the wall. When, due to collision, the velocities of a gas particle and the wall change from $v$ to $v'$ and from $V$ to $V'$, respectively, the laws of the conservation of energy and momentum are written as

$$v - V = -v' + V', \quad (3.3)$$

$$mv + MV = mv' + MV'. \quad (3.4)$$

Then, the impulse of the collision is given by

$$I(v, V) = MV' - MV = \frac{2mM}{m + M} (v - V). \quad (3.5)$$

The $i$-th collision time of a gas particle and the wall at the left side is determined according to the Poisson process with the rate function, $\int dv \lambda_L(v, V)$. Suppose that a gas particle in the left side with a velocity $v^L_i$ collides with the wall at $t = t^L_i$. The equation of motion of the wall is

$$M \frac{dV}{dt} = F_L + F_R, \quad (3.6)$$

with

$$F_L = \sum_i I(v^L_i, \tilde{V}) \delta(t - t^L_i), \quad (3.7)$$

where $F_L$ is the force exerted by the elastic collisions of the gas particles on the left side and $\tilde{V}(t) \equiv \lim_{t' \searrow t} V(t')$ the velocity just before the collision when $t = t^L_i$. $F_R$ is determined as well. (3.6) describes the time evolution of $V(t)$ (or the path of $V(t)$).

Then, we derive a time evolution equation of the velocity distribution function at time $t$, $P(V, t)$, based on the equation of motion (3.6). By using (3.1), (3.2), (3.3),
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and (3.3), we obtain the following transition rate density from a state \( V \) to another state \( V' \):

\[
\omega(V \to V') = \lambda(v, V) \frac{dv}{dv'}, \tag{3.8}
\]

where

\[
\lambda(v, V) \equiv \lambda_L(v, V) + \lambda_R(v, V), \tag{3.9}
\]

and

\[
v = \frac{(M + m)V' - (M - m)V}{2m}. \tag{3.10}
\]

Moreover, by using (3.8), the escape rate is given by

\[
\kappa(V) = \int dV' \omega(V \to V') = \int dv \lambda(v, V). \tag{3.11}
\]

In terms of the transition rate density and the escape rate, we express the time evolution equation of \( P(V, t) \) as

\[
\frac{\partial P(V, t)}{\partial t} = \int dV'' \omega(V'' \to V') P(V'', t) - \kappa(V) P(V, t). \tag{3.12}
\]

By using (3.8), we can rewrite (3.12) as

\[
\frac{\partial P(V, t)}{\partial t} = \int dv \lambda(v, V'') \frac{dV''}{dv} P(V'', t) - \kappa(V) P(V, t), \tag{3.13}
\]

where

\[
V'' = V - \frac{2m}{M - m} (v - V). \tag{3.14}
\]

(3.13) is called the master-Boltzmann equation. It should be noted that, when \( T_L = T_R = T \), (3.1), (3.2), (3.3), (3.4), and (3.8) lead to the detailed balance condition:

\[
P_{\text{eq}}(V) \omega(V \to V'') = P_{\text{eq}}(-V'') \omega(-V'' \to -V), \tag{3.15}
\]

where we denote the Maxwell–Boltzmann distribution by

\[
P_{\text{eq}}(V) = \sqrt{\frac{\beta M}{2\pi}} e^{-\beta \frac{M V^2}{2}}. \tag{3.16}
\]

This supports the validity of our model in equilibrium.
3.2.3 Notations

For later convenience, we define physical quantities. Given a path $\hat{V}$, we denote the total number of collisions as $n$, the time at the $i$-th collision as $t_i$, and the velocity after the $i$-th collision as $V_i$, where $t_0 \equiv 0$, $t_{n+1} \equiv \tau$, and $V(0) \equiv V_0$. We write the time reversal of $V$ and $\hat{V}$ as $V = -V$ and $\hat{V}^\dagger = (V^*(\tau-t))_{t \in [0,\tau]}$, respectively. In the following, we denote the mean inverse temperature and the degree of non-equilibrium by $\beta \equiv (\beta_L + \beta_R)/2$ and $\Delta \equiv (\beta_L - \beta_R)/\beta$, respectively. Throughout this chapter, calligraphic fonts mean that its quantity depends on the path $\hat{V}$.

3.3 Local detailed balance condition

3.3.1 Naive consideration

In order to elucidate the energetics of this model, we first calculate $\omega(V \rightarrow V')/\omega(V'^* \rightarrow V^*)$ because it has been known that the ratio is related to the entropy production of the heat baths in many cases. We consider the case where, due to collision, the velocities of a gas particle and the wall change from $v$ to $v'$ and from $V$ to $V'$, respectively. Then, by using (3.3) and (3.4), we can show that the velocity of the wall changes from $V'$ to $V$ when that of the bath particle changes from $v'$ to $v$. Furthermore, we obtain

$$V - v = \frac{m + M}{2m} (V - V') = V'^* - v'^*, \quad (3.17)$$

which means that $V < v \Leftrightarrow V < V' \Leftrightarrow V'^* < v'^*$.

Thus, (3.3) leads to

$$\frac{\omega(V \rightarrow V')}{\omega(V'^* \rightarrow V^*)} = \frac{\lambda_L(v, V)}{\lambda_L(V'^*, V'^*)} \theta(v - V) + \frac{\lambda_R(v, V)}{\lambda_R(v'^*, V'^*)} \theta(V - v)$$

$$= e^{-\beta_L \left[ \frac{m v^2 - m v'^2}{2} \right] \theta(v - V) - \beta_R \left[ \frac{M v^2 - M v'^2}{2} \right] \theta(V - v)}$$

$$= e^{-\beta_L \left[ \frac{M v'^2 - M v^2}{2} \right] \theta(V' - V) - \beta_R \left[ \frac{M v'^2 - M v^2}{2} \right] \theta(V' - V')}, \quad (3.18)$$

where we have used the conservation of kinetic energy in elastic collisions. Therefore, given a path $\hat{V}$, we obtain

$$\prod_{i=1}^{n} \frac{\omega(V_{i-1} \rightarrow V_i)}{\omega(V_i^* \rightarrow V_{i-1}^*)} = e^{-\beta_L \mathcal{K}_L(\hat{V}) - \beta_R \mathcal{K}_R(\hat{V})}, \quad (3.19)$$
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with

\[
\begin{align*}
\mathcal{K}_L(\dot{V}) &\equiv \sum_{i=1}^{n} \left( \frac{MV_i^2}{2} - \frac{MV_{i-1}^2}{2} \right) \theta(V_i - V_{i-1}), \\
\mathcal{K}_R(\dot{V}) &\equiv \sum_{i=1}^{n} \left( \frac{MV_i^2}{2} - \frac{MV_{i-1}^2}{2} \right) \theta(V_{i-1} - V_i),
\end{align*}
\]

(3.20)

where we denote the total increment of the kinetic energy of the wall by the collisions of the gas particles on the left and right side during the time interval \([0, \tau]\) by \(\mathcal{K}_L(\dot{V})\) and \(\mathcal{K}_R(\dot{V})\), respectively. They satisfy

\[
\mathcal{K}_L(\dot{V}) + \mathcal{K}_R(\dot{V}) = \frac{MV_n^2}{2} - \frac{MV_0^2}{2}.
\]

(3.21)

Since collisions between the wall and each gas particle are elastic, \(\mathcal{K}_L(\dot{V})\) is equal to the decrease in the total kinetic energy of the gas particles on the left side. Thus, in this model, \(\mathcal{K}_L(\dot{V})\) and \(\mathcal{K}_R(\dot{V})\) are the energy transferred from the left and right side to the wall during the time interval \([0, \tau]\), respectively.

If the wall is fixed, which is a case considered in many examples, the energy transferred \(\mathcal{K}_L(\dot{V})\) may be interpreted as the heat transferred from the left side to the wall. Indeed, it was assumed that the ratio of the transition rates \(\omega(V \rightarrow V')\) and \(\omega(V' \rightarrow V)\) is equal to the exponential of the entropy production in the formal arguments \([\text{96]}\). However, since the wall can move in the model under consideration, work is done by the gas particles on each side. In order to obtain the proper entropy production, instead of the transition rate \(\omega(V \rightarrow V')\), we have to precisely consider the probability density of the path \(\dot{V}\) under the condition that \(V_0\) is given.

### 3.3.2 True expression

The probability density of the path \(\dot{V}\) for a given \(V_0\) is expressed as

\[
P_\Delta(\dot{V}|V_0) = e^{-\kappa(V_0) \times (t_1 - t_0)} \prod_{i=1}^{n} \omega(V_{i-1} \rightarrow V_i) e^{-\kappa(V_i) \times (t_i+1 - t_i)}.
\]

(3.22)

By using a certain initial distribution, \(P_{\text{ini}}(V_0)\), the expectation of any path-dependent quantity \(A(\dot{V})\) over all paths is given by

\[
\langle A \rangle_\Delta \equiv \int \mathcal{D} \dot{V} P_{\text{ini}}(V_0) P_\Delta(\dot{V}|V_0) A(\dot{V}),
\]

(3.23)

where we denote the integral over all paths by

\[
\int \mathcal{D} \dot{V} \equiv \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} dV_n \cdots \int_{-\infty}^{\infty} dV_0 \int_{0}^{\tau} dt_n \int_{0}^{t_n} dt_{n-1} \cdots \int_{0}^{t_2} dt_1,
\]

(3.24)
which satisfies $\mathcal{D}\dot{V} = \mathcal{D}\dot{V}^\dagger$. We also denote the probability density in equilibrium ($T_L = T_R$) by $P_0(V|V_0)$ and the expectation of $A(\dot{V})$ in equilibrium by

$$\langle A \rangle_0 \equiv \int \mathcal{D}\dot{V} P_{\text{ini}}(V_0)P_0(\dot{V}|V_0)A(\dot{V}).$$  

(3.25)

Here, the escape rate $\kappa(V)$ is calculated as

$$\kappa(V) = \int dv \lambda(v, V) = pS\beta_L \int_V^\infty dv (v - V)f_{eq}^L(v) + pS\beta_R \int_{-\infty}^V dv (V - v)f_{eq}^R(v).$$  

(3.26)

This leads to

$$\kappa(V) - \kappa(V^*) = pS\beta_L \int_{-\infty}^\infty dv (v - V)f_{eq}^L(v) + pS\beta_R \int_{-\infty}^\infty dv (V - v)f_{eq}^R(v) = -(\beta_L - \beta_R)pSV.$$  

(3.27)

It should be noted that $\kappa(V) \neq \kappa(V^*)$ when $\beta_L \neq \beta_R$.

Thus, by using (3.19), (3.22), and (3.27), we obtain

$$\frac{P_\Delta(\dot{V}|V_0)}{P_\Delta(\dot{V}^\dagger|V_n^\dagger)} = \prod_{i=1}^n \frac{\omega(V_{i-1} \rightarrow V_i)}{\omega(V_{i-1}^* \rightarrow V_i^*)} \prod_{i=0}^n e^{-[\kappa(V_i) - \kappa(V_i^*)]x(t_{i+1} - t_i)}$$

$$= e^{-\beta_L[\mathcal{K}_L(\dot{V}) - pS\mathcal{X}(\dot{V})]} - \beta_R[\mathcal{K}_R(\dot{V}) + pS\mathcal{X}(\dot{V})],$$  

(3.28)

where we have defined

$$\mathcal{X}(\dot{V}) \equiv \sum_{i=1}^n V_i (t_{i+1} - t_i),$$  

(3.29)

which represents the displacement of the wall during the time interval $[0, \tau]$. Here, we define

$$Q_L(\dot{V}) \equiv K_L(\dot{V}) - pS\mathcal{X}(\dot{V}),$$

$$Q_R(\dot{V}) \equiv K_R(\dot{V}) + pS\mathcal{X}(\dot{V}).$$  

(3.30)

If $Q_L$ and $Q_R$ are the heat transferred from the left and right side to the wall during the time interval $[0, \tau]$, the equality (3.23) is called the local detailed balance condition, the microscopically reversible condition [25], or the detailed fluctuation theorem [27]. When the system in contact with a single heat bath obeys the canonical distribution at the temperature of the heat bath, we can expect that the local detailed balance condition is valid. Indeed, these definitions of the heat transferred are reasonable, because the work done by the gas particles in the left side is equal to
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$pS \mathcal{A}(\dot{V})$ and (3.30) corresponds to the first law of thermodynamics. Once we derive the true expression of the local detailed balance condition, there is no difficulty of the understanding. Nevertheless, we wish to emphasize that it is not easy to conjecture that the difference of the escape rates, $\kappa(V_i) - \kappa(V^*_i)$, contributes to the entropy production in a concrete physical model although it is known in general cases [97]. By studying a concrete example on the basis of the local detailed balance condition, we have reached the consistent decomposition of the energy transferred into the heat transferred and the work.

Furthermore, we define the heat transferred from right to left by

$$Q(\dot{V}) \equiv \frac{Q_R(\dot{V}) - Q_L(\dot{V})}{2}. \quad (3.31)$$

Then, by using

$$Q_L(\dot{V}) + Q_R(\dot{V}) = \kappa_L(\dot{V}) + \kappa_R(\dot{V}) = \frac{MV_n^2}{2} - \frac{MV_0^2}{2}, \quad (3.32)$$

we can rewrite the local detailed balance condition (3.28) as

$$\frac{P_{eq}(V_0) P_{\Delta}(\dot{V}|V_0)}{P_{eq}(V_n^*) P_{\Delta}(\dot{V}^*|V_n^*)} = e^{\Delta \beta Q(\dot{V})}. \quad (3.33)$$

This expression of the local detailed balance condition leads to several types of fluctuation theorems and the formal expression of the steady-state distribution, which are useful for easily deriving the well-known relations [25]. It should be noted that the local detailed balance condition can also be derived from Hamiltonian systems, where the degrees of freedom of the gas particles are explicitly considered. See Appendix 3.1A for a detailed explanation.

### 3.4 Fluctuation theorem

In order to obtain concise expressions, we assume that the initial distribution of the velocity of the wall, $P_{\text{ini}}(V_0)$, is given by the Maxwell–Boltzmann distribution, $P_{eq}(V_0)$. For any path-dependent quantity $A(\dot{V})$, we define its time reversal by $A^\dagger(\dot{V}) \equiv A(\dot{V}^\dagger)$.

First, by using (3.33), we obtain

$$\langle A \rangle_{\Delta} = \int D\dot{V} P_{eq}(V_0) P_{\Delta}(\dot{V}|V_0) A(\dot{V})$$

$$= \int D\dot{V}^\dagger P_{eq}(V_n^*) P_{\Delta}(\dot{V}^\dagger|V_n^*) A^\dagger(\dot{V}^\dagger) e^{\Delta \beta Q(\dot{V}^\dagger)}$$

$$= \langle A^\dagger e^{\Delta \beta Q(\dot{V}^\dagger)} \rangle_{\Delta}. \quad (3.34)$$
By setting $A(\dot{V}) \equiv 1$ and using $Q^\dagger(\dot{V}) = -Q(\dot{V})$, we obtain the integral fluctuation theorem:

$$\langle e^{-\Delta \beta Q} \rangle_{\Delta} = 1. \quad (3.35)$$

Jensen’s inequality leads to

$$\Delta \beta \langle Q \rangle_{\Delta} \geq 0. \quad (3.36)$$

Next, we derive the symmetry of the generating function [22, 23]. We define the energy transferred from right to left by

$$K(\dot{V}) = K_R(\dot{V}) - K_L(\dot{V}), \quad (3.37)$$

and the scaled cumulant generating function by

$$G(h_1, h_2) \equiv \lim_{\tau \to \infty} -\frac{1}{\tau} \log \langle e^{-h_1 K - h_2 X} \rangle_{\Delta}. \quad (3.38)$$

By using (3.34) with $A(\dot{V}) = e^{-h_1 K(\dot{V}) - h_2 X(\dot{V})}$, $K^\dagger(\dot{V}) = -K(\dot{V})$, and $X^\dagger(\dot{V}) = -X(\dot{V})$, we obtain

$$G(h_1, h_2) = G(\Delta \beta - h_1, \Delta \beta pS - h_2). \quad (3.39)$$

Finally, we derive the steady-state distribution of the velocity of the wall. We denote the path ensemble average of $A(\dot{V})$ in equilibrium with the initial condition $V_0 = V$ as

$$\mathcal{A}(V) \equiv \lim_{\tau \to \infty} \int \mathcal{D}\dot{V} \delta(V_0 - V) P_0(\dot{V}|V_0) A(\dot{V}). \quad (3.40)$$

The steady state distribution function $P_{st}(V)$ is formally obtained as

$$P_{st}(V) = \lim_{\tau \to \infty} \langle \delta(V(\tau) - V) \rangle_{\Delta}. \quad (3.41)$$

Thus, by using (3.34) with $A(\dot{V}) = \delta(V(\tau) - V)$, $\delta(V_0^* - V) = \delta(V_0 - V^*)$, and space-reflection symmetry in equilibrium that leads to $Q(V^*) = -Q(V)$, we obtain

$$P_{st}(V) = \lim_{\tau \to \infty} \langle \delta(V_0 - V^*) e^{-\Delta \beta Q} \rangle_{\Delta}$$

$$= P_{eq}(V^*) e^{-\Delta \beta Q(V^*) + O(\Delta^2)}$$

$$= P_{eq}(V) e^{\Delta \beta Q(V) + O(\Delta^2)}, \quad (3.42)$$

which is called the McLennan ensemble [31, 34, 78, 99].
3.5 Linear response theory

3.5.1 Onsager theory for adiabatic piston problem

In this subsection, we denote the pressures of the gases on the left and right sides by $p_L$ and $p_R$, respectively. In the following, we assume that the system settles to a unique non-equilibrium steady state when it evolves for a sufficiently long time. Furthermore, we assume that thermodynamic forces, $\beta_L - \beta_R$ and $\beta_L p_L - \beta_R p_R$, are small compared to respective reference values. We define by $J_K$ and $J_V$ the steady energy flux from right to left and the steady velocity of the wall in the linear response regime, respectively. Within the linear response regime, Onsager’s phenomenological equations relate the thermodynamic forces and fluxes as

\[
\begin{align*}
J_K &= L_{11}(\beta_L - \beta_R) + L_{12}(\beta_L p_L - \beta_R p_R), \\
J_V &= L_{21}(\beta_L - \beta_R) + L_{22}(\beta_L p_L - \beta_R p_R),
\end{align*}
\]

(3.43)

where $L_{ij}$ are Onsager coefficients. Onsager’s reciprocity relation states that $L_{12} = L_{21}$. Considering $Q = K + pS\chi$, we define the steady heat flux from right to left in the linear response regime by

\[
J_\text{Q} \equiv J_K + pJ_V,
\]

(3.44)

with

\[
p \equiv \frac{p_L + p_R}{2}.
\]

(3.45)

Then, we obtain

\[
\begin{align*}
J_\text{Q} &= \tilde{L}_{11}(\beta_L - \beta_R) + \tilde{L}_{12}p_L - \tilde{L}_{21}\beta_R + \tilde{L}_{22}p_R, \\
J_V &= \tilde{L}_{21}(\beta_L - \beta_R) + \tilde{L}_{22}p_L - \tilde{L}_{12}\beta_R + \tilde{L}_{11}p_R,
\end{align*}
\]

(3.46)

with

\[
\begin{pmatrix}
\tilde{L}_{11} & \tilde{L}_{12} \\
\tilde{L}_{21} & \tilde{L}_{22}
\end{pmatrix}
= \begin{pmatrix}
L_{11} + L_{12}p + L_{21}\tilde{p} + L_{22}\tilde{p}^2 & L_{12} + L_{22}\tilde{p} \\
L_{21} + L_{22}\tilde{p} & L_{22}
\end{pmatrix},
\]

(3.47)

where we have used

\[
\beta_L p_L - \beta_R p_R = \tilde{p} (\beta_L - \beta_R) + \beta (p_L - p_R).
\]

(3.48)

In this form, the reciprocity relation, $\tilde{L}_{12} = \tilde{L}_{21}$, is also satisfied. In order to calculate $J_\text{Q}$ and $J_V$, we express the Onsager coefficients in terms of the time correlation functions. It should be noted that $p_L = p_R = p$ in our model.
3.5.2 Linear response formula

By using (3.34) with \( A(\hat{V}) = K(\hat{V}) / (\tau S) \), we obtain

\[
\lim_{\tau \to \infty} \left\langle \frac{K}{\tau S} \right\rangle_{\Delta} = \lim_{\tau \to \infty} \left\langle -\frac{K}{\tau S} e^{-\Delta \beta Q} \right\rangle_{\Delta} = \lim_{\tau \to \infty} \left[ -\left\langle \frac{K}{\tau S} \right\rangle_{\Delta} + \frac{\Delta \beta}{\tau S} \langle KQ \rangle_0 + O(\Delta^2) \right].
\]

This leads to

\[
\lim_{\tau \to \infty} \left\langle \frac{K}{\tau S} \right\rangle_{\Delta} = \Delta \beta \lim_{\tau \to \infty} \frac{1}{2\tau S} \langle KQ \rangle_0 + O(\Delta^2) = \Delta \beta \lim_{\tau \to \infty} \frac{1}{2\tau S} \langle K [K + pS\chi] \rangle_0 + O(\Delta^2).
\]

Similarly, by using (3.34) with \( A(\hat{V}) = \chi(\hat{V}) / \tau \), we obtain

\[
\lim_{\tau \to \infty} \left\langle \frac{\chi}{\tau} \right\rangle_{\Delta} = \Delta \beta \lim_{\tau \to \infty} \frac{1}{2\tau} \langle \chi Q \rangle_0 + O(\Delta^2) = \Delta \beta \lim_{\tau \to \infty} \frac{1}{2\tau} \langle \chi [K + pS\chi] \rangle_0 + O(\Delta^2).
\]

It should be noted that these universal relations, (3.50) and (3.51), hold for any \( \epsilon = \sqrt{m/M} \). Considering (3.43), (3.50), and (3.51), we obtain

\[
\begin{pmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{pmatrix} = \begin{pmatrix} \lim_{\tau \to \infty} \frac{1}{2\tau S} \langle KK \rangle_0 & \lim_{\tau \to \infty} \frac{1}{2\tau} \langle K\chi \rangle_0 \\ \lim_{\tau \to \infty} \frac{1}{2\tau} \langle \chi K \rangle_0 & \lim_{\tau \to \infty} \frac{S}{2\tau} \langle \chi \chi \rangle_0 \end{pmatrix}.
\]

Furthermore, (3.47) and (3.52) lead to

\[
\begin{pmatrix} \tilde{L}_{11} & \tilde{L}_{12} \\ \tilde{L}_{21} & \tilde{L}_{22} \end{pmatrix} = \begin{pmatrix} \lim_{\tau \to \infty} \frac{1}{2\tau S} \langle QQ \rangle_0 & \lim_{\tau \to \infty} \frac{1}{2\tau} \langle Q\chi \rangle_0 \\ \lim_{\tau \to \infty} \frac{1}{2\tau} \langle \chi Q \rangle_0 & \lim_{\tau \to \infty} \frac{S}{2\tau} \langle \chi \chi \rangle_0 \end{pmatrix}.
\]

We note that (3.50) and (3.51) can be derived by the symmetry of the generating function (3.39). By considering

\[
\frac{\partial G(h_1, h_2)}{\partial h_1} \bigg|_{h_1 = h_2 = 0} = \frac{\partial G(\Delta \beta - h_1, \Delta \beta pS - h_2)}{\partial h_1} \bigg|_{h_1 = h_2 = 0},
\]

we have

\[
\frac{\partial G(h_1, h_2)}{\partial h_1} \bigg|_{h_1 = h_2 = 0} = \frac{\partial G(h_1, h_2)}{\partial h_1} \bigg|_{h_1 = h_2 = 0}.
\]
we obtain
\[
\lim_{\tau \to \infty} \left\langle \frac{K}{\tau S} \right\rangle_{\Delta} = \lim_{\tau \to \infty} \frac{1}{\tau} \frac{\left\langle Ke^{-\Delta \beta Q} \right\rangle_{\Delta}}{\left\langle e^{-\Delta \beta Q} \right\rangle_{\Delta}}.
\] (3.55)

By using (3.55), this equation is the same as (3.49). Similarly, by considering
\[
\left. \frac{\partial G(h_1, h_2)}{\partial h_2} \right|_{h_1 = h_2 = 0} = \left. \frac{\partial G(\Delta \beta - h_1, \Delta \beta pS - h_2)}{\partial h_2} \right|_{h_1 = h_2 = 0},
\] (3.56)
we obtain the same equation as (3.51).

Moreover, the McLennan ensemble (3.42) provides another expression of (3.51). We denote by \( \langle \rangle_{st} \) and \( \langle \rangle_{eq} \) the ensemble averages defined by \( P_{st} \) and \( P_{eq} \), respectively. Then, by using (3.42) and \( \langle V \rangle_{eq} = 0 \), we obtain
\[
\langle V \rangle_{st} = \Delta \beta \langle V Q \rangle_{eq} + O(\Delta^2)
\]
\[
= \Delta \beta \langle V \left[ K + pS \right] \rangle_{eq} + O(\Delta^2),
\] (3.57)
which is equivalent to (3.51). Thus, \( \tilde{L}_{21} \) is also expressed as
\[
\tilde{L}_{21} = \langle V Q \rangle_{eq}.
\] (3.58)

By evaluating the dynamics of \( V(t) \) and \( K(\dot{V}) \) in equilibrium, one can calculate the Onsager coefficients.

### 3.5.3 Calculation of Onsager coefficients

First, by using perturbation expansion in the small parameter \( \epsilon = \sqrt{m/M} \), we can derive the Fokker–Planck equation from (3.13), and we obtain the time evolution equation of \( V(t) \). In this subsection, we consider the case where \( \beta_L = \beta_R \). By using
a test function, $\Phi(V)$, and the fact that $2\epsilon^2/(1 + \epsilon^2) \ll 1$, (3.13) leads to

$$
\int dV \Phi(V) \frac{\partial P(V, t)}{\partial t} = \int dv \int dV'' \Phi(V)\lambda(v, V'') P(V'', t)
$$

$$
- \int dV \Phi(V) \kappa(V) P(V, t)
$$

$$
= \int dv \int dV'' \sum_{i=1}^{\infty} \frac{1}{i!} \left( \frac{I(v, V'')}{M} \right)^i \frac{\partial^i \Phi(V'')}{\partial V''^i}
$$

$$
\times \lambda(v, V'') P(V'', t)
$$

$$
= \int dV'' \Phi(V'') \sum_{i=1}^{\infty} \frac{(-1)^i}{i!} \times
$$

$$
\frac{\partial^i}{\partial V''^i} \left[ \int dv \left( \frac{I(v, V'')}{M} \right)^i \lambda(v, V'') P(V'', t) \right], \quad (3.59)
$$

where we have used

$$
V = V'' + \frac{I(v, V'')}{M}.
$$

Thus, we can rewrite (3.13) as the following formal series in powers of $2\epsilon^2/(1 + \epsilon^2)$ [12]:

$$
\frac{\partial P(V, t)}{\partial t} = \sum_{i=1}^{\infty} \frac{(-1)^i}{i!} \frac{\partial^i}{\partial V''^i} \left[ \int dv \left( \frac{I(v, V)}{M} \right)^i \lambda(v, V) P(V, t) \right]
$$

$$
= \sum_{i=1}^{\infty} \frac{(-1)^i}{i!} \left( \frac{2\epsilon^2}{1 + \epsilon^2} \right)^i \frac{\partial^i}{\partial V''^i} \left[ \int dv \left( v - V \right)^i \lambda(v, V) P(V, t) \right]. \quad (3.61)
$$

By considering $f^{\text{eq}}_L(v) = f^{\text{eq}}_R(v) = \epsilon \sqrt{\beta M/(2\pi)} e^{-\beta M v^2/2}$, we obtain the following formula:

$$
\int_{-\infty}^{\infty} dv \ v^l f^{\text{eq}}_L(v) = \int_{0}^{\infty} dv \ v^l f^{\text{eq}}_L(v) + O(\epsilon)
$$

$$
= \epsilon^{-l} \frac{1}{2\sqrt{\pi}} \left( \frac{2}{\beta M} \right)^{l/2} \Gamma \left( \frac{l + 1}{2} \right) + O(\epsilon), \quad (3.62)
$$

$$
\int_{-\infty}^{\infty} dv \ v^l f^{\text{eq}}_R(v) = \int_{0}^{\infty} dv \ v^l f^{\text{eq}}_R(v) + O(\epsilon)
$$

$$
= \epsilon^{-l} (-1)^l \frac{1}{2\sqrt{\pi}} \left( \frac{2}{\beta M} \right)^{l/2} \Gamma \left( \frac{l + 1}{2} \right) + O(\epsilon), \quad (3.63)
$$
where \( l \) is a non-negative integer. Then, using (3.1), (3.2), (3.61), (3.62), and (3.63), we obtain the Fokker–Planck equation up to order \( \epsilon^2 \) as

\[
\frac{\partial P(V, t)}{\partial t} = -\frac{\partial}{\partial V} \left[ \left( -\frac{\gamma V}{M} \right) P(V, t) \right] + \frac{\gamma}{\beta M^2} \frac{\partial^2 P(V, t)}{\partial V^2},
\]

with

\[
\gamma \equiv \epsilon(n_L + n_R)S \sqrt{\frac{8M}{\pi \beta}}
\]

\[
= 4\epsilon pS \sqrt{\frac{2\beta M}{\pi}},
\]

where \( \gamma \) is interpreted as a friction constant. It should be noted that the friction effect originates from the change in the collision rate due to the motion of the wall. (3.64) leads to the following time evolution equation of \( V(t) \):

\[
M \frac{dV(t)}{dt} = -\gamma V(t) + \sqrt{\frac{2\gamma}{\beta}} \xi(t),
\]

where \( \xi \) is Gaussian white noise with \( \langle \xi(t)\xi(t') \rangle_0 = \delta(t - t') \). By solving (3.66), we obtain

\[
V(t) = V(0)e^{-\frac{\pi \gamma t}{M}} + \sqrt{\frac{2\gamma}{\beta M^2}} \int_0^t ds \ e^{-(t-s)\frac{\pi \gamma s}{M^2}} \xi(s).
\]

Next, we derive the time evolution equation of \( \mathcal{K}(\hat{V}) \). We define the energy and heat flux from the gas particles on the left side to the wall by

\[
k_L(\tau; \hat{V}) \equiv \frac{1}{S} \frac{dK_L(\hat{V})}{d\tau},
\]

and

\[
q_L(\tau; \hat{V}) \equiv \frac{1}{S} \frac{dQ_L(\hat{V})}{d\tau} = k_L(\tau; \hat{V}) - pV(\tau),
\]

respectively. \( k_R(\tau; \hat{V}) \) and \( q_R(\tau; \hat{V}) \) are defined as well. We denote the energy and heat flux from right to left by

\[
k(\tau; \hat{V}) \equiv \frac{k_R(\tau; \hat{V}) - k_L(\tau; \hat{V})}{2},
\]

and

\[
q(\tau; \hat{V}) \equiv \frac{q_R(\tau; \hat{V}) - q_L(\tau; \hat{V})}{2},
\]
respectively. We also denote by $K(v, V)$ the change in the kinetic energy of the wall for the elastic collision of the wall of velocity $V$ with a gas particle of velocity $v$, which is given by

$$K(v, V) = -\frac{2\epsilon^2}{(1+\epsilon^2)^2} M(V - v)(V + \epsilon^2 v). \quad (3.72)$$

By considering the time evolution equation of the joint distribution function for $V$ and $K_L$, we obtain in the same way as in deriving (3.66)

$$k_L(t) \simeq \int dv \lambda_L(v, V(t)) K(v, V(t))/S, \quad (3.73)$$

where $\simeq$ means that we ignore the fluctuation terms, which vanish when we take the average value of them. It should be noted that when we ignore the fluctuation terms, $k_L(t)$ is determined uniquely by $V(t)$. By using (3.62), we can rewrite (3.73) up to order $\epsilon^2$ as

$$k_L(t) \simeq (1 - 4\epsilon^2 + \epsilon^2 \beta MV(t)^2) pV(t) - \frac{\gamma}{MS} \left( \frac{1}{2} MV(t)^2 - \frac{1}{2\beta} \right). \quad (3.74)$$

Similarly, we obtain up to order $\epsilon^2$

$$k_R(t) \simeq - (1 - 4\epsilon^2 + \epsilon^2 \beta MV(t)^2) pV(t) - \frac{\gamma}{MS} \left( \frac{1}{2} MV(t)^2 - \frac{1}{2\beta} \right). \quad (3.75)$$

Thus, (3.74) and (3.75) lead to

$$k(t) = \frac{k_R(t) - k_L(t)}{2} \simeq (1 - 4\epsilon^2 + \epsilon^2 \beta MV(t)^2) pV(t) + O(\epsilon^3), \quad (3.76)$$

and

$$q(t) = k(t) + pV(t) \simeq \epsilon^2 (4 - \beta MV(t)^2) pV(t) + O(\epsilon^3). \quad (3.77)$$

Finally, we calculate $\tilde{L}_{21}$ explicitly. To lowest order in $\epsilon$, (3.67) and (3.77) lead to

$$\overline{X}(V) = \lim_{\tau \to \infty} \left\langle \int_0^\tau dt V(t)|_{V(0)=V} \right\rangle_0 = \frac{MV}{\gamma}, \quad (3.78)$$

and

$$\overline{Q}(V) = \lim_{\tau \to \infty} \left\langle \int_0^\tau dt Sq(t)|_{V(0)=V} \right\rangle_0 = 2\epsilon^2 pS \frac{MV}{\gamma} - \epsilon^2 pS \frac{\beta M^2 V^3}{3\gamma}. \quad (3.79)$$
Using (3.79), \(\langle V^2 \rangle_{eq} = 1/(\beta M)\), and \(\langle V^4 \rangle_{eq} = 3/(\beta^2 M^2)\), we obtain to lowest order in \(\epsilon\)

\[\tilde{L}_{21} = \langle V \overline{Q} \rangle_{eq} = \frac{\epsilon^2 pS}{\beta \gamma}.
\] (3.80)

Using (3.46), (3.65), and (3.80), we obtain up to order \(\epsilon\)

\[J_V = \tilde{L}_{21} \Delta \beta = \Delta \epsilon \frac{pS}{\gamma} = \frac{\Delta \epsilon}{4} \sqrt{\frac{\pi}{2\beta M}}.
\] (3.81)

Within the linear response regime, this result is consistent with the previous study \[92\].

### 3.6 Concluding remarks

In this chapter, we elucidate the energetics of the adiabatic piston problem on the basis of the local detailed balance condition. Owing to the condition, we can decompose the energy transferred from each gas to the wall into the work and the heat transferred. In the course of the calculation of the condition, we find that the difference of the escape rates, \(\kappa(V_i) - \kappa(V_i^*)\), contributes to the entropy production. In addition, by using the condition, we obtain the linear response formula for the steady velocity of the wall and steady energy flux through the wall. By using perturbation expansion in the small parameter \(\epsilon \equiv \sqrt{m/M}\), we derive the steady velocity up to order \(\epsilon\). It should be noted that we can derive the local detailed balance condition for the more general case where the wall consists of many atoms.

The adiabatic piston problem will be important in future studies. First, since the wall moves despite the same pressure on both sides, this phenomenon cannot be described by the standard hydrodynamic equations, and thus this problem will provide a good example for studying the hydrodynamic equations more deeply. In particular, the determination of the boundary condition of the fluctuating hydrodynamic equations may be directly related to the description of the observed phenomenon. Second, since this problem is the simplest example of two interacting systems, one may obtain a mechanical representation of the information exchange process in two interacting stochastic systems \[100, 101\]. As seen in these two examples, one can deepen the understanding of non-equilibrium statistical mechanics by developing the analysis of the adiabatic piston problem.

Before ending this chapter, we discuss the force from the bath \(F_L\), which plays an essential role on the phenomenon. The simplest model of \(\tilde{F}_L\) that yields the \(T-p\)
ensemble of the system in equilibrium is given by a Langevin force \[87, 88\]
\[
\tilde{F}_L = pS - \gamma_L V + \sqrt{2T_L \gamma_L \xi_L},
\]
where \(\xi_L\) is Gaussian white noise with unit variance \[102\] and \(\gamma_L\) a friction constant. \(\tilde{F}_R\) is similarly defined. In this case, we can write the equation of motion of the wall as
\[
M \frac{dV}{dt} = \tilde{F}_L + \tilde{F}_R
= - (\gamma_L + \gamma_R)V + \sqrt{2T_L \gamma_L \xi_L} + \sqrt{2T_R \gamma_R \xi_R}.
\]
Then, by considering \(\langle dV/dt \rangle_{\text{st}} = \langle \xi_L \rangle_{\text{st}} = \langle \xi_R \rangle_{\text{st}} = 0\), it is easily confirmed that
\[
\langle V \rangle_{\text{st}} = 0.
\]
That is, the steady state velocity depends on the type of stochastic force. This result raises the question what is the condition of proper description of the baths. To understand the proper bath model in non-equilibrium is of great importance.

### 3.A Local detailed balance condition for Hamiltonian systems

We provide the microscopic description of our model. The model is illustrated in Fig. 3.2. The system consists of a wall and two heat baths. We assume that the wall of area \(S\) consists of only one degree of freedom and separates the left heat bath from the right heat bath. The wall moves freely along a long tube and we take \(x\)-axis as the direction of movement of the wall. The position and momentum of the wall are denoted as \(\gamma = (X, P)\). We also assume that the left and right heat bath consist of \(N_L\) and \(N_R\) particles, respectively. A collection of the positions and momenta
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of $N_L$ particles in the left heat bath is denoted as $\Gamma^L = (r^L_1, \ldots, r^L_{N_L}; p^L_1, \ldots, p^L_{N_L})$, and that of $N_R$ particles in the right heat bath is similarly denoted as $\Gamma^R$. Then, the microscopic state of the total system is expressed as a point of the phase space $\Gamma \equiv (\gamma, \Gamma^L, \Gamma^R)$. For any state $\Gamma$, we denote by $\Gamma^*$ its time reversal, namely, the state obtained by reversing all the momenta, and denote the time reversal of $p_i$ as $p_i^* = -p_i$. We assume that all interactions are short-range, and ignore the interaction between the left and right heat bath particles for simplicity. We denote by $H(\gamma)$, $H_L(\Gamma^L; \gamma)$, and $H_R(\Gamma^R; \gamma)$ the Hamiltonian of the wall, the left heat bath, and the right heat bath, respectively, where $H_L(\Gamma^L; \gamma)$ and $H_R(\Gamma^R; \gamma)$ include the interaction potential between the particles in each heat bath and the wall. Then, the time evolution of $\Gamma$ is determined by the following total Hamiltonian:

$$H(\Gamma) \equiv H(\gamma) + H_L(\Gamma^L; \gamma) + H_R(\Gamma^R; \gamma).$$  

(3.85)

We denote by $\Gamma_t$ the solution of the Hamiltonian equations at time $t$ for any initial state $\Gamma$. We assume that the total Hamiltonian satisfies the time-reversal symmetry:

$$H(\Gamma) = H(\Gamma^*).$$  

(3.86)

In this setup, we obtain Liouville's theorem:

$$\left| \frac{\partial \Gamma_t}{\partial \Gamma} \right| = 1,$$  

(3.87)

and the law of conservation of energy:

$$H(\Gamma_t) = H(\Gamma).$$  

(3.88)

In the following, we consider the time evolution in the time interval $[0, \tau]$.

Next, we determine initial conditions. We fix the initial state of the wall as $\gamma = \gamma_i$ and the final state of the wall as $\gamma_f = \gamma_f$. We initially prepare the left and right heat baths at different inverse temperatures, $\beta_L$ and $\beta_R$, respectively. Thus, the initial states of the heat baths are sampled according to the probability density

$$P_B(\Gamma^L, \Gamma^R; \gamma) = e^{\beta_L F_L(\gamma) - H_L(\Gamma^L; \gamma)} + e^{\beta_R F_R(\gamma) - H_R(\Gamma^R; \gamma)},$$  

(3.89)

with

$$F_L(\gamma) = -\frac{1}{\beta_L} \log \left[ \int d\Gamma^L e^{-\beta_L H_L(\Gamma^L; \gamma)} \right],$$  

(3.90)

$$F_R(\gamma) = -\frac{1}{\beta_R} \log \left[ \int d\Gamma^R e^{-\beta_R H_R(\Gamma^R; \gamma)} \right],$$  

(3.91)

where $F_L(\gamma)$ and $F_R(\gamma)$ represent the Helmholtz free energies of the left and right heat baths, respectively. By using the Helmholtz free energy, we can define the pressure of
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the left heat bath to the wall by

\[ p_L(\gamma) = -\frac{\partial F_L(\gamma)}{\partial (SX)} \]

\[ = \int d\Gamma^L e^{\beta_L [F_L(\gamma) - H_L(\Gamma^L; \gamma)]} \left[ -\frac{\partial H_L(\Gamma^L; \gamma)}{\partial (SX)} \right]. \tag{3.92} \]

The pressure of the right heat bath to the wall is similarly defined by

\[ p_R(\gamma) = \frac{\partial F_R(\gamma)}{\partial (SX)}. \tag{3.93} \]

It should be noted that the direction of the pressure force to the wall on the left side is opposite to that on the right side. In this setup, we can write the probability density for paths of the wall starting at \( \gamma_i \) and ending at \( \gamma_f \) as

\[ W(\gamma_i \rightarrow \gamma_f) = \int d\Gamma P_B(\Gamma^L, \Gamma^R; \gamma) \delta(\gamma - \gamma_i) \delta(\gamma_f - \gamma_f), \tag{3.94} \]

which satisfies

\[ \int d\gamma_f W(\gamma_i \rightarrow \gamma_f) = 1. \tag{3.95} \]

For any physical quantity \( A(\Gamma) \), we define its time reversal by

\[ A^\dagger(\Gamma) \equiv A(\Gamma^*_\tau), \tag{3.96} \]

and the ensemble average of \( A(\Gamma) \) with the initial and final conditions of the wall \( \gamma_i \) and \( \gamma_f \), respectively, by

\[ \langle A \rangle_{\gamma_i \rightarrow \gamma_f} \equiv \int d\Gamma P_B(\Gamma^L, \Gamma^R; \gamma) \delta(\gamma - \gamma_i) \delta(\gamma_f - \gamma_f) A(\Gamma) \frac{W(\gamma_i \rightarrow \gamma_f)}{W(\gamma_f \rightarrow \gamma_i)}. \tag{3.97} \]

Finally, we derive the local detailed balance condition. We define the decrease in the internal energy of the left and right heat bath by

\[ \begin{align*}
U_L(\Gamma) &\equiv H_L(\Gamma^L; \gamma) - H_L(\Gamma^L_\tau; \gamma_f), \\
U_R(\Gamma) &\equiv H_R(\Gamma^R; \gamma) - H_R(\Gamma^R_\tau; \gamma_f).
\end{align*} \tag{3.98} \]

By using (3.86) and (3.89), we obtain

\[ \frac{P_B(\Gamma^L, \Gamma^R; \gamma)}{P_B(\Gamma^L_\tau, \Gamma^R_\tau; \gamma_f)} = e^{\beta_L [F_L(\gamma^*) - F_L(\gamma^*_\tau) - U_L(\Gamma)] + \beta_R [F_R(\gamma^*) - F_R(\gamma^*_\tau) - U_R(\Gamma)]}. \tag{3.99} \]
Thus, according to Liouville’s theorem \((3.87)\), we obtain

\[
W(\gamma_i \to \gamma_f) \langle A \rangle_{\gamma_i \to \gamma_f} = \int \text{d}\Gamma P_B(\Gamma^L, \Gamma^R; \gamma) \delta(\gamma - \gamma_i) \delta(\gamma_f - \gamma_f) A(\Gamma)
\]

\[
= \int \text{d}\Gamma^*_f P_B(\Gamma^L_f, \Gamma^R_f; \gamma_f^*) \delta(\gamma^*_f - \gamma^*_f) \delta(\gamma^*_f - \gamma^*_i) A^\dagger(\Gamma^*_f)
\]

\[
\times e^{\beta_L[F_L(\gamma^*_f) - F_L(\gamma^*_i) - U^L_1(\Gamma^*_f)] + \beta_R[F_R(\gamma^*_f) - F_R(\gamma^*_i) - U^R_1(\Gamma^*_f)]}.
\]

(3.100)

Here we assume that the displacement of the wall is much shorter than the length of the long tube in the \(x\)-direction, and therefore that the pressures of the left and right heat bath are kept constant over time. Furthermore, \(F_L\) depends only on \(X\). Then, by using \((3.92)\), we obtain

\[
F_L(\gamma_f) = F_L(\gamma) - p_L(\gamma) S(X_f - X).
\]

\[
p_L(\gamma) S(X_f - X) \text{ is the work done by the particles in the left heat bath. Here, with the following definitions}
\]

\[
\begin{cases}
Q_L(\Gamma) \equiv U_L(\Gamma) - p_L(\gamma) S(X_f - X), \\
Q_R(\Gamma) \equiv U_R(\Gamma) + p_R(\gamma) S(X_f - X),
\end{cases}
\]

(3.102)

(3.101) leads to

\[
W(\gamma_i \to \gamma_f) \langle A \rangle_{\gamma_i \to \gamma_f} = W(\gamma^*_f \to \gamma^*_i) \left< A^\dagger \text{e}^{-\beta_L Q^L - \beta_R Q^R} \right>_{\gamma^*_f \to \gamma^*_i}.
\]

(3.103)

From the first law of thermodynamics, \(Q_L(\Gamma)\) and \(Q_R(\Gamma)\) are interpreted as the heat transferred from the left and right heat bath to the wall, respectively. Now, we define the mean inverse temperature by \(\beta = (\beta_L + \beta_R)/2\), the degree of non-equilibrium by \(\Delta = (\beta_L - \beta_R)/\beta\), and the Helmholtz free energy for the wall by

\[
F \equiv -\frac{1}{\beta} \log \left[ \int \text{d}\gamma \text{e}^{-\beta \mathcal{H}(\gamma)} \right].
\]

(3.104)

By using \((3.88)\), we obtain

\[
U_L(\Gamma) + U_R(\Gamma) = \mathcal{H}(\gamma_f) - \mathcal{H}(\gamma).
\]

(3.105)

Thus, by setting \(p_L(\gamma_i) = p_R(\gamma_i) = p\), we can rewrite \((3.100)\) as

\[
\tilde{P}_{eq}(\gamma_i) W(\gamma_i \to \gamma_f) \langle A \rangle_{\gamma_i \to \gamma_f} = \tilde{P}_{eq}(\gamma^*_f) W(\gamma^*_f \to \gamma^*_i) \left< A^\dagger \text{e}^{\Delta \beta q^L - q^R} \right>_{\gamma^*_f \to \gamma^*_i},
\]

(3.106)
with
\[ \tilde{P}_{eq}(\gamma) = e^{\beta[F - H(\gamma)]]}. \tag{3.107} \]

By setting \( A = 1 \), (3.105) and (3.106) are consistent with the local detailed balance conditions in the main text (3.28) and (3.33), respectively. The form of the heat transferred and the work from each gas to the wall in our stochastic model is also consistent with that in the description of Hamiltonian systems under the assumption that gas regions are so large that thermodynamic quantities of the heat baths are kept constant over observation time.
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Macroscopically measurable force induced by temperature discontinuities at solid-gas interfaces

4.1 Introduction

Nontrivial phenomena occur at the interface between a solid and a fluid. Indeed, the description of behavior near the interface has not been established, because its characteristic length scale is too small for macroscopic phenomenological descriptions. Although imposing appropriate boundary conditions at the interface for macroscopic equations often gives a good description, there are cases where the assumptions of the boundary conditions should be seriously considered. In this chapter, we study a phenomenon associated with temperature gaps at the interfaces between a solid and gases.

In order to demonstrate our findings clearly, we employ the special-purpose systems shown in Fig. 4.1. A solid (say, silicon), which consists of many atoms, is placed in a long tube of cross-sectional area \( S \). Dilute gases (say, helium) at the same pressure \( p \) but different temperatures \( T_L \) and \( T_R \) are contained in the left and right regions, respectively, at an initial time. The gases are well approximated by ideal gases and cannot mix with each other because the solid acts as a separating wall. It is assumed that the pressure and temperatures of gas particles before colliding with the solid are kept constant over time. In this setup, despite the equal pressure, momentum flows from one gas to the other owing to the energy transfer from the hot side to the cold side. Recently, a phenomenological mechanism for the emergence of a force from such cross-coupling has been proposed in Refs. [43, 44]. In this chapter, we provide a quantitative estimation of the force acting on the solid on the basis of a microscopic description of the system under some assumptions. An important finding is that the
force is determined by the temperature gaps at the interface of the solid and gases.

More precisely, we denote by $T'_L$ and $T'_R$ the kinetic temperatures of the solid particles at the left and right ends, respectively, which are different from $T_L$ and $T_R$ in general. Such a temperature discontinuity at an interface has been measured in experiments [103, 105]. For the mass of gas particles $m_G$ and the mass of solid particles $m$, we define $\epsilon \equiv \sqrt{m_G/m}$, which is assumed to be small. We then show that the temperature gaps $T'_L - T_L$ and $T'_R - T_R$ generate the force $F_{\text{gap}}$ given by

$$F_{\text{gap}} = \epsilon^2 pS \left( \frac{T'_L - T_L}{T_L} + \frac{T'_R - T_R}{T_R} \right).$$

By assuming Fourier’s law in the solid, we can estimate the temperature gaps in terms of the thermal conductivity of the solid. Surprisingly, the result shows that $F_{\text{gap}}$ takes a macroscopically measurable value. It should be noted that steady-state motion of the solid is observed because the force $F_{\text{gap}}$ may be balanced with a friction force induced by collision with gas particles.

In the argument below, we describe the microscopic model that we employ. We then derive the aforementioned result. Finally, we discuss the possibility of experimental realization of the phenomenon in laboratories. Throughout this chapter, $\beta$ represents the inverse temperature and $k_B$ the Boltzmann constant. The subscripts or superscripts L and R represent quantities on the left and right sides, respectively.

**4.2 Model**

We provide a three-dimensional mechanical description of the solid in Fig. 4.2. We take the $x$ axis along the axial direction of the tube. We assume that the solid consists...
Fig. 4.2 Schematic illustration of a cross section of our model in three dimensions. The solid particles are connected by a spring. Gas particles collide with the solid particles according to a Poisson process.

of $N \times M$ particles of mass $m$, where $N$ and $M$ are the number of particles along the $x$ direction and in a plane perpendicular to the $x$ axis, respectively. A collection of the positions and momenta of $N \times M$ solid particles, which we distinguish by subscripts $i$ and $j$ ($1 \leq i \leq N, 1 \leq j \leq M$), are denoted by $\Gamma = (r_{1,1}, \ldots, r_{N,M}; p_{1,1}, \ldots, p_{N,M})$, which gives the microscopic state of the solid. The $x$ components of $r_{i,j}$ and $p_{i,j}$ are denoted by $x_{i,j}$ and $p_{i,j}$, respectively, and the corresponding velocity is given by $v_{i,j} \equiv p_{i,j}/m$. The position and velocity of the center of mass of the solid in the $x$ direction are denoted by $X$ and $V$, respectively. The Hamiltonian of the solid, $H(\Gamma)$, is given by

$$H(\Gamma) = \sum_{i,j} \left[ \frac{p_{i,j}^2}{2m} + U_w(r_{i,j}) \right] + \sum_{\langle i,j;i',j' \rangle} U_{\text{int}}(r_{i,j}, r_{i',j'}), \quad (4.2)$$

where $\langle i,j;i',j' \rangle$ represents the nearest- and second-nearest-neighbor pair of solid particles. $U_{\text{int}}$ is the interaction potential between two solid particles, and $U_w$ is the potential between a solid particle and the tube wall. The tube wall is assumed to be frictionless, and $U_w(r_{i,j})$ does not depend on $x_{i,j}$. The motion of solid particles except for left and right ends is described by the Hamiltonian equations.

Next, we provide an effective description of the gases. We focus on the gas on the left side; the gas on the right side can be described similarly. Employing a dilute gas that consists of particles of mass $m_G$, we may assume that the characteristic time of the dissipation process inside each gas is much longer than the time during which we observe the steady-state motion of the solid. Therefore, gas particles that have yet to collide with the solid are in equilibrium at the temperature $T_L$, the pressure $p$, and the number density $n_L = p \beta_L$. We also assume that gas particles elastically and instantaneously collide with the solid only once. More precisely, the instantaneous collision means that the characteristic time of the solid-gas interaction is much shorter than the relaxation time of all solid particles. It should be noted that this situation is completely different from a case where the solid is effectively described as a wall with one degree of freedom. For convenience, we make a list of characteristic time
Table 4.1  Characteristic time scales.

<table>
<thead>
<tr>
<th>symbol</th>
<th>definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>relaxation time of the dissipation process inside gas</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>relaxation time of $V$</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>relaxation time of all solid particles</td>
</tr>
<tr>
<td>$\tau_4$</td>
<td>solid-gas interaction time</td>
</tr>
</tbody>
</table>

scales in Table 4.1. Our assumption means that $\tau_1 \gg \tau_2 > \tau_3 \gg \tau_4$. Furthermore, for simplicity, we assume that the tangent plane at the collision point is perpendicular to the $x$ axis, so that the $x$ component of the velocity of each solid particle at both ends is independent of the other components at the collisions.

For this setup, the interaction between the solid and the gas on the left side can be described by random collisions with the collision rate $\lambda_L(v_G, v_{1,j})$ per unit area for the gas particle velocity $v_G$ and the solid particle velocity $v_{1,j}$. The collision rate is explicitly written as

$$\lambda_L(v_G, v_{1,j}) = n_L(v_G - v_{1,j}) \theta(v_G - v_{1,j}) f_{eq}^L(v_G)$$  \hspace{1cm} (4.3)

with

$$f_{eq}^L(v_G) = \frac{\beta_L m_G}{2\pi} \exp \left( -\beta_L \frac{m_G v_G^2}{2} \right),$$  \hspace{1cm} (4.4)

where $\theta$ represents the Heaviside step function and $f_{eq}^L(v_G)$ is the Maxwell–Boltzmann distribution.

The $l$-th collision time of a gas particle and the $j$-th solid particle at the left end is determined according to the Poisson process. Suppose that a gas particle with a velocity in the $x$ direction $v_{G,j}^{L,l}$ collides with the $j$-th solid particle at $t = t_{L,j}^{L,l}$. The equation of motion for the $j$-th solid particle in the $x$ direction is written as

$$\frac{dp_{1,j}}{dt} = - \frac{\partial H(\Gamma)}{\partial x_{1,j}} + F_{L,j},$$  \hspace{1cm} (4.5)

with

$$F_{L,j} = \sum_l I \left( v_{G,j}^{L,l}, \tilde{v}_{1,j} \right) \delta \left( t - t_{L,j}^{L,l} \right),$$  \hspace{1cm} (4.6)

and

$$I(v_G, v) = \frac{2m_G m}{m_G + m} (v_G - v),$$  \hspace{1cm} (4.7)

where $F_{L,j}$ is the force exerted by the elastic collisions of the gas particles, $I(v_G, v)$ the impulse of the collision, and $\tilde{v}_{1,j}(t) \equiv \lim_{t' \rightarrow t} v_{1,j}(t')$ the velocity just before the collision when $t = t_{L,j}^{L,l}$. Similarly, the collision rate of the gas on the right side is given by

$$\lambda_R(v_G, v_{N,j}) = n_R(v_{N,j} - v_G) \theta(v_{N,j} - v_G) f_{eq}^R(v_G),$$  \hspace{1cm} (4.8)
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and the equation of motion for the solid particles at the right end is determined as well.

The Hamiltonian equations in combination with the Poisson processes yield a unique steady state. The expectation value in the steady state is denoted by $\langle \cdot \rangle$. We then have $\langle v_{i,j} \rangle = \langle V \rangle$ for any $i$ and $j$, and we assume that the statistical properties in the steady state are homogeneous in the vertical direction.

### 4.3 Analysis

We consider the equation of motion for the center of mass. From the law of action and reaction, the equation in the $x$ direction is written as

$$mNM \frac{dV}{dt} = \sum_{j=1}^{M} [F_{L,j} + F_{R,j}].$$

(4.9)

Thus, the total force acting on the solid in the $x$ direction is generated by the elastic collisions of the gas particles, where the collision rate depends on the velocity of the solid particles. Because $d\langle V \rangle /dt = 0$, we have the force balance equation in the steady state as

$$\sum_{j=1}^{M} [\langle F_{L,j} \rangle + \langle F_{R,j} \rangle] = 0.$$  

(4.10)

Here, we note that

$$\langle F_{L,j} \rangle = \left\langle \int dv_G \lambda_L(v_G, v_{1,j}) I(v_G, v_{1,j}) \right\rangle \frac{S}{M}. $$

(4.11)

We then expand the total force $\sum_{j=1}^{M} [(\langle F_{L,j} \rangle + \langle F_{R,j} \rangle)]$ in $\epsilon \equiv \sqrt{m_G/m}$. Defining $\gamma_L \equiv \epsilon n_L \sqrt{8mk_BT_L}/\pi$ and $\gamma_R \equiv \epsilon n_R \sqrt{8mk_BT_L}/\pi$, we obtain

$$\sum_{j=1}^{M} [ - \gamma_L \langle v_{1,j} \rangle - \gamma_R \langle v_{N,j} \rangle + \epsilon^2 p\beta_L m \langle v_{1,j}^2 \rangle - \epsilon^2 p\beta_R m \langle v_{N,j}^2 \rangle ] \frac{S}{M} + O(\epsilon^3) = 0.$$  

(4.12)

See Appendix 4.A for the derivation. The first and second terms in (4.12) are interpreted as the friction force that originates from the change in the collision rate due to the motion of the solid particles. The terms proportional to $\epsilon^2$ in (4.12) are expressed in the form (4.1), where $T'_L \equiv m(\langle v_{1,j}^2 \rangle - \langle v_{1,j} \rangle^2) / k_B$ and $T'_R \equiv m(\langle v_{N,j}^2 \rangle - \langle v_{N,j} \rangle^2) / k_B$ are different from $T_L$ and $T_R$, respectively. By using $F_{\text{gap}}$ given in (4.1), we rewrite (4.12) as

$$-(\gamma_L + \gamma_R) S \langle V \rangle + F_{\text{gap}} + O(\epsilon^3) = 0.$$  

(4.13)

It should be noted that $\langle v_{1,j} \rangle = \langle V \rangle = O(\epsilon)$. 
We now derive the temperature gaps for the model we consider. First, we shall find a relation connecting the temperature gap with the heat flux. Let $J_{L,j}$ be the heat flux transferred from the gas to the $j$-th solid particle at the left end, and $K_{L,j}$ be the increasing rate of the kinetic energy per unit area of the $j$-th solid particle at the left end. The energy conservation law leads to

$$J_{L,j} = K_{L,j} - pv_{1,j}. \quad \text{(4.14)}$$

Similarly, $J_{R,j} = K_{R,j} + pv_{N,j}$. We denote by $\Delta K(v_G, v)$ the change in the kinetic energy of a solid particle for the collision of a solid particle of velocity $v$ with a gas particle of velocity $v_G$, which is given by

$$\Delta K(v_G, v) = \frac{2m_G m}{m_G + m} \frac{m_G v_G + m v}{m_G + m} (v_G - v). \quad \text{(4.15)}$$

We then calculate $\langle J_{L,j} \rangle$ as

$$\langle J_{L,j} \rangle = \left\langle \int dv_G \lambda_L(v_G, v_{1,j}) \Delta K(v_G, v_{1,j}) \right\rangle - p \langle v_{1,j} \rangle. \quad \text{(4.16)}$$

Expanding this expression in $\epsilon$, we obtain

$$\langle J_{L,j} \rangle = \frac{\gamma_L}{m} k_B (T_L - T'_L) + O(\epsilon^2), \quad \text{(4.17)}$$

$$\langle J_{R,j} \rangle = \frac{\gamma_R}{m} k_B (T_R - T'_R) + O(\epsilon^2). \quad \text{(4.18)}$$

See Appendix 4.A for the derivation. These equations mean that the heat flux is related to the temperature gap \cite{107,107}. The average heat flux through the solid from the left to the right is written as $\langle J \rangle \equiv \langle J_{L,j} \rangle = - \langle J_{R,j} \rangle$ for any $j$.

Second, we consider the heat flux. In general, the heat flux depends on the interaction potential between solid particles, and it is difficult to calculate it from a microscopic description. Nevertheless, by selecting a proper short-range interaction between solid particles in our model, we may phenomenologically assume Fourier’s law in the form

$$\langle J \rangle = \kappa (T'_L - T'_R)/L, \quad \text{(4.19)}$$

where $\kappa$ and $L$ represent the thermal conductivity and the axial length of the solid, respectively, and the temperature dependence of $\kappa$ is ignored. From (4.17), (4.18), and (4.19), we obtain

$$\langle J \rangle = \frac{\kappa (T_L - T_R)/L}{1 + \kappa m (1/\gamma_L + 1/\gamma_R)/(k_B L)} + O(\epsilon^2), \quad \text{(4.20)}$$

and

$$T'_L - T_L = \frac{\gamma_R/(\gamma_L + \gamma_R)}{1 + k_B L \gamma_L \gamma_R/[\kappa m (\gamma_L + \gamma_R)]} (T_R - T_L) + O(\epsilon). \quad \text{(4.21)}$$
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Fig. 4.3  Steady-state velocity $\langle V \rangle$ versus the heat flux over the pressure $-\langle J \rangle/p$ for $p = 0.1, N = 3, 4$ (square, red), $p = 0.2, N = 3, 4$ (circle, green), $p = 0.4, N = 3, 4$ (triangle, blue), and $p = 0.8, N = 3, 4$ (diamond, pink). The dotted line represents $\langle V \rangle = -\pi (J)/(8p)$.

By substituting this result into (4.1), we obtain an expression for $F_{\text{gap}}$ in terms of the experimental parameters. Furthermore, (4.1), (4.13), (4.17), and (4.18) lead to the simple relation

$$\langle V \rangle = -\frac{\pi \langle J \rangle}{8p} + O(\epsilon^2),$$

which connects the moving velocity with the heat flux passing inside the solid. See Refs. [43],[44] for an intuitive explanation of the result.

In order to directly demonstrate the validity of our theory, we performed numerical experiments by solving the Hamiltonian equations in combination with the Poisson process. Here, for simplicity, we consider the case that the system is defined in two dimensions. Concretely, we use the potentials $U_{\text{int}}(r, r') = k(|r - r'| - \sqrt{da})^2/2$ for the $d$-th nearest neighbor pair of solid particles ($d = 1, 2$) and $U_{\text{w}}(r) = 1/|r - r_w(r)|$, where $k$ is the spring constant, $\sqrt{da}$ the natural length, and $r_w(r)$ the nearest position of the tube wall from $r$. All the quantities are converted into dimensionless forms by setting $k = a = m = 1$. We then set the parameter values as $k_B T_L = 0.07$, $k_B T_R = 0.1$, and $\epsilon = \sqrt{1/10}$. Because the equations are nonlinear, we observed the temperature gradient inside the solid and the temperature gaps at the surface of the solid. We then measured $\langle V \rangle$ and $\langle J \rangle$ for several values of $p$ and $N = M$, and plotted $(-\langle J \rangle/p, \langle V \rangle)$ in Fig. 4.3. We find that the obtained data is consistent with the nontrivial relation (4.22).
4.4 Experiments

Let us discuss the experimental feasibility of the phenomenon under consideration. As one example of laboratory experiments, we consider silicon and helium of atomic weight 28 and 4, respectively, where \( \epsilon = \sqrt{\frac{1}{7}} \). The thermal conductivity of silicon at room temperature is \( \kappa \simeq 149 \, \text{J/(m} \cdot \text{s} \cdot \text{K}) \), and the density of silicon is \( \rho \simeq 2.33 \, \text{g/cm}^3 \). We set \( T_L = 293 \, \text{K} \), \( T_R = 303 \, \text{K} \), \( p = 1 \, \text{atm} \), \( S = 7 \, \text{cm}^2 \), and \( L = 1 \, \text{cm} \). By using (4.1), (4.20), (4.21), and (4.22), we obtain the velocity of the solid \( \langle V \rangle \simeq 3.9 \times 10^2 \, \text{cm/s} \), the temperature gap \( T'_L - T_L \simeq 1.6 \, \text{K} \), and the temperature-gap-induced force \( F_{\text{gap}} \simeq 1.1 \times 10^{-1} \, \text{N} \). These estimated values are large enough to be measured in careful experiments. We next consider several possible difficulties that may arise in experiments.

First, there is the friction between the solid and the tube. Because the coefficient of static friction of a lubricant is at most 0.5 \( \mu_0 \), the static friction force is about \( 0.5 \times 9.8 \, \text{m/s}^2 \times \rho \text{SL} \simeq 8.0 \times 10^{-2} \, \text{N} \), which is less than \( F_{\text{gap}} \simeq 1.1 \times 10^{-1} \, \text{N} \). Thus, the effect of the friction can be mitigated by the use of a lubricant.

Second, one may worry that the relaxation time of the motion of the solid is longer than the observation time. However, since the relaxation time is estimated as \( mNM/(\gamma_L + \gamma_R)S = \rho L/(\gamma_L + \gamma_R) \simeq 5.7 \times 10^{-2} \, \text{s} \), the velocity of the solid is rapidly relaxed to the steady-state value.

Lastly, the most difficult experimental setup may be the control of the temperatures of the gases. One method is to connect the tube with baths of dilute gas, where the length of the tube is chosen to be shorter than the mean-free path of the dilute gas as shown in Fig. 4.4. The mean-free path of the helium atoms at 1 atm and 300 K is about 200 nm and is inversely proportional to the pressure. Therefore, when the length of the tube is 20 cm, we have to set the pressure at \( 1 \times 10^{-6} \, \text{atm} \), and \( F_{\text{gap}} \) becomes very small. On the contrary, when the mean-free path is much shorter than the length of the tube, a temperature gradient appears in the gases. This makes \( T_R - T_L \) small, and as a result \( F_{\text{gap}} \) becomes small. The simplest realization is to control the temperatures from the side wall of the tube. In this case, we immobilize...
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Fig. 4.5  Two heat baths are in thermal contact with two dilute-gas regions, respectively. The solid material is immobilized by a spring. $F_{\text{gap}}$ can be measured in the experiment, while the steady-state motion is not observed.

the solid by linking a spring to it (see Fig. 4.5). Because the value of the stall force is equal to $F_{\text{gap}}$, we can measure its value, whereas we cannot observe the steady-state motion.

Setting aside the quantitative aspects, we may observe phenomena to which $F_{\text{gap}}$ makes a dominant contribution. One example is a Brownian particle under a temperature gradient [65–68]. If the thermal conductivity of the particle is much larger than that of a solution, heat flux passes inside the particle. Then, because the temperature gap appears on the solid surface, the force $F_{\text{gap}}$ is generated. It should be noted, however, that other types of forces appear on the particle under a temperature gradient [68]. It is a stimulating challenge to separate $F_{\text{gap}}$ from the total force.

4.5  Concluding remarks

In this chapter, we have predicted that the temperature gap at the interface between a solid and a gas yields the force $F_{\text{gap}}$. Because this force is not described by standard continuum theory such as hydrodynamics and elastic theory, further experimental and theoretical studies are necessary so as to obtain a systematic understanding of the nature of the force. Before ending this chapter, we provide a few remarks.

With regard to our setup, similar models were studied in the context of the so-called adiabatic piston problem [11,39,42,89]. Indeed, for the case $\kappa \gg Lk_B\gamma_L\gamma_R/[m(\gamma_L+\gamma_R)]$ or $N = 1$, we obtain

$$\langle J \rangle = \frac{k_B(T_L - T_R)}{m(\gamma_L^{-1} + \gamma_R^{-1})} + O(\epsilon^2), \quad (4.23)$$

and

$$\langle V \rangle = \epsilon \sqrt{\frac{\pi}{8}} \left( \sqrt{\frac{k_BT_R}{m}} - \sqrt{\frac{k_BT_L}{m}} \right) + O(\epsilon^2), \quad (4.24)$$

where $T_L' = T_R'$. These expressions for $\langle J \rangle$ and $\langle V \rangle$ are identical to those derived in Refs. [92,103]. Here, it should be noted that $m$ in the preceding studies was assumed...
to be the total mass of the solid, which gives much smaller values of $\langle J \rangle$ and $\langle V \rangle$ than ours.

In contrast to the interface case, there exists no force due to temperature differences at the atomic scale in the bulk. In order to clearly understand the difference between the two cases, we should derive $F_{\text{gap}}$ on the basis of a mechanical description of solids and gases. This fundamental question might be solved by considering hydrodynamics of a binary mixture fluid in the phase separation state. Because hydrodynamics may involve the discontinuity of the temperature profile at the interface between the two materials, the standard assumption of slowly varying thermodynamic quantities may not be valid. The derivation may be obtained as an extension of a recent work [36] in which the hydrodynamic equations for a simple fluid are derived from a Hamiltonian description of identical particles. Obviously, the experimental measurement of $F_{\text{gap}}$ is of great importance even for the theory. By clarifying the mechanism of nonstandard forces, we hope to develop the understanding of nonequilibrium systems.

### 4.A Derivation of (4.12), (4.17), and (4.18)

By considering $f^{L(R)}_{\text{eq}}(v) = \epsilon \sqrt{\beta_{L(R)}} m/2\pi \exp(-\epsilon^2 \beta_{L(R)} m v^2/2)$, we obtain

$$\int_{-\infty}^{\infty} v^k f^{L}_{\text{eq}}(v) dv = \int_{0}^{\infty} v^k f^{L}_{\text{eq}}(v) dv + O(\epsilon)$$

$$= \frac{\epsilon^{-k}}{2\sqrt{\pi}} \left( \frac{2}{\beta_{L}m} \right)^{\frac{k}{2}} \Gamma \left( \frac{k+1}{2} \right) + O(\epsilon), \quad (4.25)$$

$$\int_{-\infty}^{\infty} v^k f^{R}_{\text{eq}}(v) dv = \int_{0}^{\infty} v^k f^{R}_{\text{eq}}(v) dv + O(\epsilon)$$

$$= \frac{(-\epsilon)^{-k}}{2\sqrt{\pi}} \left( \frac{2}{\beta_{R}m} \right)^{\frac{k}{2}} \Gamma \left( \frac{k+1}{2} \right) + O(\epsilon), \quad (4.26)$$
where \( k \) is a non-negative integer. By using (4.25) and (4.26), we obtain

\[
\int \lambda_L(v, V) I(v, V) dv = \frac{2\epsilon^2 m_{\text{L}} L}{1 + \epsilon^2} \int_v^\infty (v - V)^2 f_{\text{eq}}^L(v) dv
\]

\[
= (1 - \epsilon^2)p - \gamma_L V + \epsilon^2 p \beta_L m V^2 + O(\epsilon^3),
\]

(4.27)

\[
\int dv \lambda_R(v, V) I(v, V) = -\frac{2\epsilon^2 m_{\text{R}} R}{1 + \epsilon^2} \int_{-\infty}^V dv(V - v)^2 f_{\text{eq}}^R(v)
\]

\[
= -(1 - \epsilon^2)p - \gamma_R V - \epsilon^2 p \beta_R m V^2 + O(\epsilon^3),
\]

(4.28)

\[
\int \lambda_L(v, V) \Delta K(v, V) dv = \frac{2\epsilon^2 m_{\text{L}} L}{(1 + \epsilon^2)^2} \int_v^\infty (v - V)^2 (\epsilon^2 v + V) f_{\text{eq}}^L(v) dv
\]

\[
= pV - \gamma_L V^2 + \frac{\gamma_L k_B T_L}{m} + O(\epsilon^2),
\]

(4.29)

\[
\int \lambda_R(v, V) \Delta K(v, V) dv = -\frac{2\epsilon^2 m_{\text{R}} R}{(1 + \epsilon^2)^2} \int_{-\infty}^V (V - v)^2 (\epsilon^2 v + V) f_{\text{eq}}^R(v) dv
\]

\[
= -pV - \gamma_R V^2 + \frac{\gamma_R k_B T_R}{m} + O(\epsilon^2),
\]

(4.30)

where we have used \( p = n_L/\beta_L = n_R/\beta_R, \gamma_L = \epsilon n_L \sqrt{8mk_B T_L/\pi}, \) and \( \gamma_R = \epsilon n_R \sqrt{8mk_B T_R/\pi}. \) Here, we assume that \( \langle O(\epsilon^k) \rangle = O(\epsilon^k). \) Then, (4.27) and (4.28) lead to

\[
\sum_{j=1}^M \left[ \langle F_{L,j} \rangle + \langle F_{R,j} \rangle \right] = \sum_{j=1}^M \left[ \left\langle \int dv_{\text{G}} \lambda_L(v_{\text{G}}, v_{1,j}) I(v_{\text{G}}, v_{1,j}) \right\rangle + \left\langle \int dv_{\text{G}} \lambda_R(v_{\text{G}}, v_{N,j}) I(v_{\text{G}}, v_{N,j}) \right\rangle \right] \frac{S}{M}
\]

\[
= \sum_{j=1}^M \left[ -\gamma_L \langle v_{1,j} \rangle - \gamma_R \langle v_{N,j} \rangle + \epsilon^2 p \beta_L m \langle v_{1,j}^2 \rangle + \epsilon^2 p \beta_R m \langle v_{N,j}^2 \rangle \right] \frac{S}{M} + O(\epsilon^3).
\]

(4.31)
By using $\langle v_{i,j} \rangle = \langle V \rangle = O(\varepsilon)$, (4.29), and (4.30), we obtain

$$
\langle J_{L,j} \rangle = \left\langle \int dv_G \lambda_L(v_G, v_{1,j}) \Delta K(v_G, v_{1,j}) \right\rangle - p \langle v_{1,j} \rangle
= \frac{\gamma_L}{m} k_B (T_L - m \langle v_{1,j}^2 \rangle / k_B) + O(\varepsilon^2)
= \frac{\gamma_L}{m} k_B (T_L - T_L') + O(\varepsilon^2),
$$

(4.32)

$$
\langle J_{R,j} \rangle = \left\langle \int dv_G \lambda_R(v_G, v_{N,j}) \Delta K(v_G, v_{N,j}) \right\rangle + p \langle v_{N,j} \rangle
= \frac{\gamma_R}{m} k_B (T_R - m \langle v_{N,j}^2 \rangle / k_B) + O(\varepsilon^2)
= \frac{\gamma_R}{m} k_B (T_R - T_R') + O(\varepsilon^2).
$$

(4.33)
Chapter 5

Conclusions

In this thesis, aiming at the construction of non-equilibrium statistical mechanics for fluid dynamics, we have studied fluid stresses on the basis of a microscopic mechanical description. In Chapter 2, we have related the surface stress correlation to the bulk stress correlation in a viscous fluid at low Reynolds number with the aid of large deviation theory, and have derived Stokes’ law from Kirkwood’s formula and the Green–Kubo formula without explicitly employing the hydrodynamic equations. In Chapter 3, by considering the local detailed balance condition, we have elucidated the energetics of the adiabatic piston problem that cannot be described by the hydrodynamic equations. We also have shown that the adiabatic piston problem is understood based on the linear response theory. In Chapter 4, we have shown that the force induced by the temperature discontinuities at solid-gas interfaces is large enough to be observed by a macroscopic measurement. The temperature discontinuities break the standard assumption of slowly varying thermodynamic quantities in fluid mechanics, which is the reason why the adiabatic piston problem cannot be described by the hydrodynamic equations. Before ending this thesis, we make some remarks.

As shown in previous studies and this thesis, non-equilibrium identities and large deviation theory are useful for understanding the relation between microscopic mechanics and macroscopic hydrodynamics. However, many problems of statistical mechanics for fluid phenomena still remain unsolved. For example, as we pointed out in Chapter 11, it is difficult to determine the microscopic conditions for realizing macroscopic non-slip boundary conditions. Macroscopic boundary conditions may be related to the roughness of boundaries. In future, we want to elucidate these relations. Furthermore, by understanding the fluid behavior near boundaries, we wish to investigate the validity of hydrodynamic description in the small-scale system given in Ref. [37] and the adiabatic piston problem.

As another example more related to our study, the fluctuation properties of fluid stresses are still poorly understood. In Chapter 4, we have derived

\[ \langle (\sigma_s)^2 \rangle_{eq} \propto \frac{1}{\tau R^3}. \]  

(5.1)

However, because \( \sigma_s \) is the time-averaged force per unit area on the surface of the
sphere, the central limit theorem would naively indicate that

$$\left\langle (\sigma_*)^2 \right\rangle_{\text{eq}} \propto \frac{1}{\tau R^2}. \quad (5.2)$$

which is realized in a dilute gas. This implies that collisions between a bath particle and the sphere are independent of each other in the dilute gas whereas the collisions are correlated in a viscous fluid. In addition, since $R$ is the macroscopic quantity, (5.1) and (5.2) mean that the surface stress fluctuations are suppressed in the viscous fluid, which is called hyperuniformity [109]. We do not know other examples of phenomena showing hyperuniformity in viscous fluids, and then hope to develop the understanding of them.

In general, it is difficult to understand macroscopic non-equilibrium phenomena based on a microscopic mechanical description because available methods for connecting different hierarchies are limited. By extending the methods developed in this thesis, we hope to construct statistical mechanics for non-equilibrium phenomena.
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