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Abstract

The T2K (Tokai to Kamioka) experiment is a long baseline neutrino oscillation experiment. A 30 GeV proton beam is used to produce the intense muon neutrino beam at J-PARC, and the average energy of neutrinos is 630 MeV. The Super-Kamiokande detector serves as a far detector of the T2K experiment, and it observe the neutrino events induced by the T2K beam neutrinos at a distance of 295 km from the J-PARC.

This thesis reports the measurement of neutrino-oxygen neutral current quasi-elastic (NCQE) interaction cross-section $\sigma_{\nu,NCQE}$ by observing the de-excitation $\gamma$-rays at Super-Kamiokande with the T2K neutrino beam. The study of the de-excitation $\gamma$-rays from the NCQE reactions has two motivations. First, a disappearance of neutral current (NC) events can be used to provide an evidence for the existence of sterile neutrinos, as the sterile neutrino does not interact with a nucleus via weak interactions. Therefore, the disappearance of $\gamma$-ray events induced by NCQE interactions at the far detector is a good tool to probe active neutrino to sterile neutrino oscillations in T2K. Second, for the supernova relic neutrino (SRN) search at Super-Kamiokande, the de-excitation $\gamma$-ray events from atmospheric neutrinos are one of the main backgrounds. Since there has been no previous measurement of the de-excitation induced by $\nu$-$O$ NCQE interactions, the T2K measurement can also be used to estimate the number of background events from atmospheric neutrinos.

As most nuclear de-excitation $\gamma$-ray events at the Super-Kamiokande detector with the T2K neutrino beam are expected to be induced by neutrino-oxygen NCQE interaction, the events are used as signal to measure the $\nu$-$O$ NCQE cross-section. We measure the cross-section value by comparing the expected number of events to the observed number of events.

In this thesis, the T2K data taken from Jan., 2010 to Jun., 2012 are firstly analyzed. Forty three de-excitation $\gamma$-ray candidate events are selected. We compare the observed number of events with an expectation number of 51.0. As a result, the flux-averaged NCQE cross-section is measured as $<\sigma_{\nu,NCQE}^{obs}> = 1.55 \times 10^{-38} \text{cm}^2$ with the 68% confidence interval of $(1.08, 2.34) \times 10^{-38} \text{cm}^2$. The result is consistent with a recent theoretical calculation of $<\sigma_{\nu,NCQE}^{theory}> = 2.01 \times 10^{-38} \text{cm}^2$. The p-value of the background-only hypothesis is $4 \times 10^{-8}$, which corresponds to an evidence of the NCQE signal at 5.4$\sigma$ significance. This is the first measurement of $\nu$-$O$ NCQE interaction cross-section. Secondly, we add data taken from Oct., 2012 to May, 2013 to improve the precision with more statistics. As a result, the flux-averaged NCQE cross-section is updated as $<\sigma_{\nu,NCQE}^{obs,updated}> = 1.75 \times 10^{-38} \text{cm}^2$ with the 68% confidence interval of $(1.33, 2.52) \times 10^{-38} \text{cm}^2$.

The results of the cross-section measurement are used to estimate the influences on the sterile neutrino search and the SRN search. For sterile neutrino search, the expected upper limit on $\theta_{34}$ shows that upper limit is $53.5^\circ$ ($59^\circ$) at 90% confidence level, with the true value of $\theta_{34} = 0^\circ$ ($20^\circ$). The uncertainty of the de-excitation $\gamma$-rays induced by neutral current interactions is $\sim 60\%$ now. If the uncertainty is reduced to 10% in future, the SRN signal would be found at a $3\sigma$ level at SK-Gd (Gd-loaded Super-Kamiokande).
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Chapter 1

Introduction

1.1 Neutrinos in the Standard Model of particle physics

In 1960’s, Sheldon Lee Glashow, Abdus Salam and Steven Weinberg developed the electroweak theory which completes the unification of weak interaction and electromagnetic interaction\cite{1–3}. The theory satisfies SU(2)$_L \otimes$U(1)$_Y$ symmetry, a left-handed neutrino $\nu_l$ and its corresponding left-handed charge lepton $l^-$ form a isospin doublet as

$$\Psi_L = \begin{pmatrix} \nu_l \\ l^- \end{pmatrix}_L \quad (1.1)$$

Since no right-handed neutrino is found until now, the right-hand field only consists of $l_R$ singlet. Salam and Weinberg also introduced the Higgs field $\phi$, that is coupling to leotons (Yukawa coupling) to lead a mass term for lepton as below

$$\mathcal{L}_Y = -f e [\bar{\Psi}_L \left( \frac{\phi^+}{\phi^0} \right) e_R] + h.c. \quad (1.2)$$

As shown in the above equation, the neutrino mass term is zero. The Glashow-Weinberg-Salam (GWS) theory predicts a neutral current boson $Z^0$ that exchanges momentum in weak interaction. In 1970’s, many experiments confirmed the quark model, and QCD (quantum color dynamics) theories are proposed. The Standard Model is completed with electroweak and QCD theories. In 1983, $Z^0$ boson is discovered in UA1 experiment. The resonance width of $Z^0$ is the sum of individual width of lepton and quark decay mode, and the width measurements at LEP shows that the number of flavors of neutrino is $N_\nu = 2.99 \pm 0.01$ \cite{4}. Thus, there are three and only three flavor types of neutrinos in the Standard Model. Nowadays, the third generation leptons and quarks are found, the particles in fermion section are shown as Table 1.1. In the boson section, the $H^0$ boson was found in the ATLAS and the CMS experiment at LHC in 2012 \cite{5, 6}. The bosons are listed in Table 1.2. Here, some neutrino properties in the Standard Model are as follow:

1. Three flavor neutrinos $\nu_e$, $\nu_\mu$, and $\nu_\tau$ are corresponding to their charge lepton $e, \mu, \tau$ in weak charge current interactions.

2. Only left-handed neutrino and right-handed anti-neutrino exist.

3. Neutrinos have zero mass.
Table 1.1: Fermion particles in the Standard Model. The mass values are from Reference [21].

<table>
<thead>
<tr>
<th>generation</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>u</td>
<td>c</td>
<td>t</td>
</tr>
<tr>
<td>charge</td>
<td>+2/3</td>
<td>+2/3</td>
<td>+2/3</td>
</tr>
<tr>
<td>mass(MeV)</td>
<td>$2.3^{+0.5}_{-0.3}$</td>
<td>$1275 \pm 25$</td>
<td>$(173.21 \pm 0.51 \pm 0.71) \times 10^3$</td>
</tr>
<tr>
<td>name</td>
<td>d</td>
<td>s</td>
<td>b</td>
</tr>
<tr>
<td>charge</td>
<td>-1/3</td>
<td>-1/3</td>
<td>-1/3</td>
</tr>
<tr>
<td>mass(MeV)</td>
<td>$4.8^{+0.5}_{-0.3}$</td>
<td>$95 \pm 5$</td>
<td>$(4.18 \pm 0.03) \times 10^3$</td>
</tr>
</tbody>
</table>

Table 1.2: Boson particles in the Standard Model. The mass values are from Reference [21].

<table>
<thead>
<tr>
<th>name</th>
<th>$\gamma$</th>
<th>$W^\pm$</th>
<th>$Z^0$</th>
<th>g</th>
<th>$H^0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>force</td>
<td>EM</td>
<td>weak</td>
<td>weak</td>
<td>strong</td>
<td></td>
</tr>
<tr>
<td>charge</td>
<td>0</td>
<td>$\pm 1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>spin</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>mass(GeV)</td>
<td>0</td>
<td>$80.385 \pm 0.015$</td>
<td>$91.1876 \pm 0.0021$</td>
<td>0</td>
<td>$125.7 \pm 0.4$</td>
</tr>
</tbody>
</table>

The Standard Model assumes zero mass of neutrino, but the neutrino oscillation experiments show the proof against the prediction [7]. The detail of neutrino mass theories are described in Appendix A.1.

1.2 Neutrino Interactions

1.2.1 Weak Interactions

In 1934, Enrico Fermi proposed the theory to explain $\beta$-decay with angular momentum conservation $\Delta J = 0$, and that is known as “Fermi interaction”. Fermi described that the $\beta$-decay is similar with electromagnetic (E.M.) interaction. The $\beta$-decay has some difference with E.M. interaction such as the coupling constant $G_\beta$ is much smaller than the constant of E. M.. The interaction is referred to as “weak interaction”\(^1\). Later, George Gamow and Edward Teller made an extension of Fermi’s theory to describe the $\beta$-decay with angular momentum transition $\Delta J = \pm 1$, which is called as “Gamow-Teller”

\(^{1}\text{h.c.}: \text{hermitian conjugate}\)
transition. Yang and Lee used Kaon decay to propose a parity violation in weak interaction. In 1957, Wu Chien-Shiung used $^{60}$Co to examine the parity conservation in the $\beta$-decay reaction, the result shows that the parity is violated in the $\beta$ decay reactions [8]. In the same year of Wu’s experiment, Rober Marshak and George Sudarshan proposed the V-A theory for weak interactions, while later the V-A theory is also presented by Richard Feynman and Nurray Gell-Mann. Beside to $\beta$-decay, the decay rate of pion decay and muon decay also obey the calculation of the V-A theory. For example, the Lagrangian for muon decay $\mu \rightarrow e + \nu_\mu + \bar{\nu}_e$ is written as below

$$L = -\left(\frac{G_\mu}{\sqrt{2}}\right)[\bar{\nu}_\mu \gamma^\mu(1 - \gamma^5)\mu][\bar{e}\gamma^\mu(1 - \gamma^5)\nu_e] \quad (1.3)$$

where $G_\mu$ is the coupling constant of weak interaction and $\gamma^\mu(1 - \gamma^5)$ denotes the V-A form in weak interaction.

The V-A theory predicts that the cross-section of neutrino-quark scattering is proportional to center-of-mass energy squared $\sigma_{\nu,d} \propto s$. If the energy exceeds 300 GeV, the reaction probability exceed unity. There is a contradiction for the V-A theory and the unity of reaction probability. Glashow, Weinberg, and Salam accommodated particles $W^+, W^-, W^0$, and $B$ that are interacting particles with nonzero mass. The Higgs mechanism is involved to give a mass to the interacting bosons.

Let us focus on the neutrino-nucleus interaction in the following paragraphs.

### 1.2. Neutrino-nucleus interactions

Here, the discovery of neutrino-nucleus charge current scattering and neutral current scattering are described. Then, some neutrino-nucleus interactions are described. The details of the neutrino-nucleus quasi-elastic scattering are described in Chapter 4.3.

#### Discovery of Charge Current interaction

In 1950’s, the success of Fermi’s theory about $\beta$-decay leads the research of neutrino existence. The detection of neutrinos through CC interaction is achieved by Cowan and Reines using $\bar{\nu}_e + p \rightarrow e^+ + n$ reaction [9]. They made a water tank with dissolved CdCl$_2$ surround by two liquid scintillators, and they used anti-neutrinos produced from a nuclear reactor. They detected the annihilation 0.51 MeV $\gamma$-ray and the delayed $\gamma$-ray from neutron capture reaction to prove the existence of neutrino by neutrino-nucleus charge current scattering.

#### Discovery of Neutral Current interaction

The existence of weak neutral current reaction is predicted by GWS theory at 1960’s. In 1973, the Gargamelle experiment used a bubble chamber to observe neutrino interactions [10]. Since the experiment used $\nu_\mu$ beam, the neutral current (NC) events are expected to be detected as hadronic events without muon track. The 102(63) $\nu(\bar{\nu})$ NC candidate events exceed the expected numbers of neutron background events which are estimated from CC events with neutron cascade. The results provide a convincing proof of the neutral current interaction that is leading the Z boson existence.

#### Nuclear excitation induced NC inelastic scattering

The $\nu$-nucleus neutral current inelastic scattering induces a nuclear excitation as below

$$\nu + A \rightarrow \nu + A^* \quad (\text{NC inelastic}) \quad (1.4)$$
where A is a target nucleus, and $A^*$ is an excited nucleus. After the NC inelastic interaction, the excited nucleus emits a $\gamma$-ray, which is observed as a signal event. The NC inelastic events dominate all neutral current events if the neutrino energy is less than 100 MeV. As the supernova neutrinos have energy lower than 100 MeV, the NC inelastic interactions are used to detect the supernova explosion neutrinos $\nu_e, \nu_\mu, \nu_\tau$.

**Quasi-elastic scattering** If neutrino energy is in subGeV region $O(0.1 \sim 1 \text{ GeV})$, the quasi-elastic scattering dominates in neutrino-nucleus events. The neutral current quasi-elastic (NCQE) scattering and charge current quasi-elastic (CCQE) scattering are written as below

\[
\begin{align*}
\nu + A & \rightarrow \nu + (A - 1)^* + N \text{(NCQE)} \\
\nu_l + A & \rightarrow l^- + (A - 1)^* + p \text{(CCQE)}
\end{align*}
\]

where $l^-$ is the charge lepton, $p$ is a proton, and $A$ is the target nucleus, $N$ is a knockout nucleon. We use an impulse approximation theory to simulate the NCQE scattering as described in Chapter 4.3.

**Resonance pion production** If neutrino energy exceeds $O(300 \text{ MeV})$, there are chances to have a baryon resonance in neutrino-nucleus scattering. On the intermediate state, an intermediate baryon $N^*$ is produced, then it decays to a nucleon and a meson $m$ in the final state as follows:

\[
\begin{align*}
\nu_l + N & \rightarrow l^- + N^* \\
N^* & \rightarrow N' + m
\end{align*}
\]

For T2K neutrino flux, the most of intermediate baryons are $\Delta(1232)$, which decays to a nucleon and a meson for neutrino-nucleus resonance interaction as below

\[
\begin{align*}
\nu_l + N & \rightarrow l^- + \Delta \rightarrow l^- + N' + \pi \text{(CC1$\pi$res)} \\
\nu + N & \rightarrow \nu + \Delta \rightarrow \nu + N' + \pi \text{(NC1$\pi$res)}
\end{align*}
\]

The produced meson has a chance to be absorbed by a nucleus in final state interaction (FSI), and two nucleons are knocked out of the nucleus. Then, the remained nucleus also have a chance to emit a de-excitation $\gamma$-ray, this is a background source in NCQE measurement by observing $\gamma$-ray signal.

### 1.2.3 Previous research of neural current quasi-elastic interaction with de-excitation $\gamma$-ray

The de-excitation $\gamma$-rays are a useful tool to detecting the weak neutral current interaction, when the energy of neutrino is at $O(\text{MeV})$ to $O(\text{subGeV})$ region. The KARMEN experiment [18] produces $\nu_\mu$ beam with energy of 28 MeV, then a liquid scintillator array is used as a carbon target. The de-excitated $\gamma$-rays from the carbon nuclei are observed to make a research of neutral current (NC) inelastic scattering firstly [19]. This opens a door to study on neutrino neutral current (NC) interaction by observing the de-excitated $\gamma$-ray.

Beside $\nu^{12}\text{C}$ NC inelastic reaction, the K2K experiment studied de-excitation $\gamma$-rays induced by $\nu$-water NCQE interaction [20]. K2K is a long-baseline neutrino oscillation experiment, and the $\nu_\mu$ neutrino beam with average energy of 1.3 GeV is produced at KEK, Tsukuba City. The K2K experiment used a 1 kton water Cherenkov detector at the near site in KEK, and the detector is shown in Figure 1.1. The de-excitation
1.3 Neutrino Oscillation

1.3.1 Theory

The theory of neutrino oscillation is mentioned here briefly, and the details of neutrino mass and neutrino oscillation theory are in Appendix A.1. The idea of neutrino oscillation is proposed by B. Pontecorvo to explain the possible lepton number violation reactions [12, 13]. In 1962, the neutrino mixing is proposed by Z. Maki, M. Nakagawa, and S.
Sakata [11]. Now, the neutrino mixing of flavor eigenstate and mass state is written as below

$$\nu'_L = U_{i\alpha} \nu^i_L$$

(1.8)

where $\nu^i = (\nu_e, \nu_\mu, \nu_\tau)$ is the weak “flavor” states, and three “mass” neutrino eigenstates is $\nu^i = (\nu_1, \nu_2, \nu_3)$. The unitary matrix $U_{i\alpha}$ is referred to Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix, which describes the neutrino mixing. The PMNS matrix has three mixing angles and one CP violation phase, and the matrix is given by [11]

$$U = \begin{pmatrix} c_{12} c_{13} & s_{12} c_{13} e^{i\delta} & s_{13} e^{-i\delta} \\ -s_{12} c_{23} - c_{12} s_{23} s_{13} e^{i\delta} & c_{12} c_{23} - s_{12} s_{23} s_{13} e^{i\delta} & c_{23} \\ s_{12} s_{23} - c_{12} c_{23} s_{13} e^{i\delta} & -c_{12} s_{23} - s_{12} c_{23} s_{13} e^{i\delta} & c_{23} s_{13} \end{pmatrix}$$

(1.9)

where $s_{ij} = \sin \theta_{ij}$ and $c_{ij} = \cos \theta_{ij}$. Three $\theta_{ij}$ are the mixing angles, $\delta$ is the CP violating phase for Dirac neutrino. The Schrodinger equation is used to describe the neutrino propagation in time as below.

$$i \frac{d}{dt} |\nu_i(\vec{x}, t)\rangle = \mathcal{H} |\nu_i(\vec{x}, t)\rangle$$

(1.10)

The mass eigenstates $|\nu_i\rangle$ are stationary states. After a time interval $t$ the mass states are given by

$$|\nu_i(\vec{x}, t)\rangle = e^{-iE_i t} |\nu_i(\vec{x}, t = 0)\rangle$$

(1.11)

The flavor states $|\nu_\alpha(\vec{x}, t)\rangle$ are the linear combination of mass states $|\nu_i(\vec{x}, t = 0)\rangle$

$$|\nu_\alpha(\vec{x}, t)\rangle = \sum_i U_{\alpha i} e^{-iE_i t} |\nu_i(\vec{x}, t = 0)\rangle = \sum_{i, j} U_{\alpha i} U_{\beta j}^* e^{-iE_j t} |\nu_\beta(\vec{x}, t = 0)\rangle$$

(1.12)

Because the neutrino momentum $p$ is much larger than its mass $m_i$, the energy of mass eigenstate $E_i$ is approximated as below

$$E_i = \sqrt{m_i^2 + p^2} \simeq p + m_i^2 / 2p \simeq p + m_i^2 / 2E_i$$

(1.13)

Then, Equation 1.12 is written as below

$$|\nu_\alpha(\vec{x}, t)\rangle = \sum_{i, j} U_{\alpha i} U_{\beta j}^* e^{-ipt} e^{-im_i^2 t/2E} |\nu_\beta(\vec{x}, t = 0)\rangle$$

(1.14)

Now, the oscillation probability $P(\nu_\alpha \to \nu_\beta) = |\langle \nu_\beta | \nu_\alpha \rangle|^2$ is derived as follows:

$$P(\nu_\alpha \to \nu_\beta)(L) = |\langle \nu_\beta | \nu_\alpha \rangle|^2$$

$$= \sum_i \sum_j U_{\alpha i} U_{\alpha j}^* U_{\beta i} U_{\beta j} \exp(-i (m_i^2 - m_j^2) L / 2E)$$

$$= \sum_{i, j} |U_{\alpha i} U_{\beta j}^*|^2 + 2Re \sum_{j > i} U_{\alpha i} U_{\alpha j}^* U_{\beta i} U_{\beta j} \exp(-i (\Delta m_{ij}^2 L) / 2E)$$

(1.15)

where the $\Delta m_{ij}^2 = m_i^2 - m_j^2$ is mass-squared splitting between mass state $i, j$.

The scenario of three-flavor oscillation is considered here. Under the limit of $|\Delta m_{32}^2| >> |\Delta m_{21}^2|$, the probability of $\nu_\mu \to \nu_\mu$ oscillation is

$$P(\nu_\mu \to \nu_\mu) \simeq 1 - 4c_{13}^2 s_{23}^2 (1 - c_{13}^2 s_{23}^2) \sin^2(\Delta_{32})$$

(1.16)
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Figure 1.3: The neutrino mass hierarchy plot. The left figure shows normal hierarchy, where the $m_3 > m_2, m_1$. The right figure shows the inverted hierarchy, where the $m_2, m_1 > m_3$.

where the phase factor is written as

$$\Delta_{ij} = \frac{\Delta m_{ij}^2 L}{4E_\nu} = 1.27 \frac{\Delta m_{ij}^2 [eV^2]L[km]}{E_\nu[GeV]} \quad (1.17)$$

The $\nu_\mu \rightarrow \nu_e$ oscillation is measured by accelerator experiment. If the mass effect appears in the long-baseline oscillation experiment, the $\nu_e$ appearance from a $\nu_\mu$ beam is obtained from a probability given by

$$P(\nu_\mu \rightarrow \nu_e) = 4c_{13}^2 s_{13}^2 s_{23}^2 \sin^2 \Delta_{31} + 8c_{13}^2 s_{13} c_{23} \cos \delta - s_{13} s_{23} \cos \Delta_{32} \sin \Delta_{31} \sin \Delta_{21} - 8c_{13}^2 c_{12} s_{13} s_{23} \sin \Delta_{32} \sin \Delta_{31} \sin \Delta_{21} + 4s_{12}^2 c_{13}^2 (c_{23}^2 + s_{23}^2) - 2c_{12} c_{23} s_{13} \cos \Delta_{31} \sin \Delta_{21} + 8c_{13}^2 s_{13} s_{23} (1 - 2s_{13}^2) \left( \frac{a}{\Delta m_{31}^2} \sin^2 \Delta_{31} - \frac{a \cdot L}{4E_\nu} \cos \Delta_{32} \sin \Delta_{31} \right) \quad (1.18)$$

where the last term in the above equation due to the matter effect for long base-line oscillation, and the coefficient $a$ is $a[eV] = 7.56 \times 10^{-5} \rho[g/cm^3]E_\nu[GeV]$. The corresponding probability for $\bar{\nu}_\mu \rightarrow \bar{\nu}_e$ transition is obtained by replacing the delta term $\delta \rightarrow -\delta$ and mass effect term $a \rightarrow -a$ in Equation 1.18. The CP violation phase $\delta$ is found by comparing the probabilities between $\nu_\mu \rightarrow \nu_e$ and $\bar{\nu}_\mu \rightarrow \bar{\nu}_e$. The CP violation in lepton sector may have a key to solve the matter-antimatter asymmetry in University. The future accelerator experiments have high potential to measure the CP phase $\delta$.

mass hierarchy As mentioned previously, the neutrino oscillation probability depends on the mass-squared splitting $\Delta m_{ij}^2$. Super-Kamiokande uses $\nu_\mu \rightarrow \nu_\mu$ oscillation of atmospheric neutrinos to measured $|\Delta m_{32}^2| \sim 2.5 \times 10^{-3} eV^2$. On the other hand, reactor neutrino experiments and solar neutrino experiments measure the $\Delta m_{21}^2 \sim 7.5 \times 10^{-5} eV^2$, which is smaller than $|\Delta m_{32}^2|$. Since the sign of $\Delta m_{31}^2$ is not known yet, there are two possible mass order for three mass eigenvalues: $m_3 > m_2, m_1$ or $m_2, m_1 > m_3$. The former is referred to as normal hierarchy (NH), and the later one is referred to as inverted hierarchy (IH). The two hierarchies are as shown in Figure 1.3.

The sign of $\Delta m_{31}^2$ is expected to be determined using the matter effect in future neutrino oscillation experiments. For example, the Super-Kamiokande experiment has a
plan to measure the oscillation probability difference between $\nu_\mu \rightarrow \nu_\tau$, $\overline{\nu}_\mu \rightarrow \overline{\nu}_e$, $\nu_\mu \rightarrow \nu_\mu$, and $\overline{\nu}_\mu \rightarrow \overline{\nu}_\mu$ using the atmospheric neutrinos, and that difference is resulted from the matter effect \[147\].

### 1.3.2 Measurements of neutrino oscillation parameters

The oscillation parameters $\theta_{ij}$, $\Delta m_{ij}^2$ are measured by neutrino experiments, which use various sources of neutrinos, such as solar, atmosphere, nuclear reactor, accelerator. The sensitivities of each source and baseline distance for the oscillation parameters are summarized in Table 1.3. Each mixing angle and each mass-squared splitting are described as the following paragraphs.

#### Measurements of $\theta_{23}$ and $\Delta m_{23}^2$

If the neutrino has energy $E_\nu$ at energy region of $(0.1, 100)$ GeV, the probability of $\nu_\mu$ disappearance for traveling distance of $10\text{km} \sim 10^4\text{km}$ is mainly dependent on $\theta_{32}$ and $\Delta m_{32}^2$. Atmospheric neutrinos are a useful neutrino source to study $\theta_{32}$ and $\Delta m_{32}^2$. Cosmic rays produce pions via nuclear interactions, then the pion decays to $\pi^\pm \rightarrow \mu^\pm + \nu_\mu(\overline{\nu}_\mu)$, and the muon decays $\mu^\pm \rightarrow e^\pm + \nu_e(\overline{\nu}_e) + \nu_\mu(\overline{\nu}_\mu)$. The flux ratio of $\nu_\mu$ to $\nu_e$ is $\Phi(\nu_\mu + \overline{\nu}_\mu) : \Phi(\nu_e + \overline{\nu}_e) \approx 2 : 1$. Super-Kamiokande (SK) gave the first evidence of neutrino oscillations by observing the upward-going $\nu_\mu$ disappearance, and the oscillation parameters with two-flavor oscillation model are obtained as $\sin^2 2\theta > 0.82$ and $5 \times 10^{-4} \text{eV}^2 < \Delta m^2 < 6 \times 10^{-3} \text{eV}^2$ \[24\].

The accelerator experiment with a long baseline $L \sim$ several hundred km measures the $\nu_\mu$ disappearance. The MINOS experiment produces $\nu_\mu$-dominated beam or $\overline{\nu}_\mu$-enhanced beam via changing the current direction of focus horn. The disappearance probability of $\nu_\mu(\overline{\nu}_\mu)$ is obtained by detecting the decreased number of $\nu_\mu(\overline{\nu}_\mu)$ events at the far detector with distance $735$ km away from the target. By combining of measured data using atmospheric neutrinos in MINOS, the MINOS measured $|\Delta m^2| = 2.41_{-0.09}^{+0.09} \times 10^{-3}$ eV$^2$ and $\sin^2(2\theta) = 095_{-0.035}^{+0.035}$ under the hypothesis of identical parameters for $\nu_\mu$ and $\overline{\nu}_\mu$. The results of $|\Delta m^2| = 2.50_{-0.25}^{+0.23} \times 10^{-3}$ eV$^2$ and $\sin^2(2\theta) = 097_{-0.03}^{+0.03}$ are obtained by the only $\overline{\nu}_\mu$ oscillation data \[25\].

The T2K experiment also measured the $\nu_\mu$ disappearance probability, and the measured parameter results is $\sin^2 \theta_{23} = 0.514_{-0.055}^{+0.056}(0.511 \pm 0.055)$ and $\Delta m_{23}^2 = (2.51 \pm 0.10) \times 10^{-3} \text{eV}^2/c^4 (2.48 \pm 0.10)$ for normal (inverted) hierarchy. The allowed region of the T2K ($\sin^2 \theta_{23}, \Delta m_{23}^2$) results are as shown in Figure 1.4\[20\].

**Table 1.3: Sensitivity of different neutrino oscillation experiments from Reference [21].**

| Source          | Type of $\nu$ | $E_\nu$[MeV] | $L$[km] | $\min(|\Delta m^2|)$[eV$^2$] |
|-----------------|---------------|--------------|---------|-----------------------------|
| Reactor         | $\nu_e$       | $\sim 1$     | 1       | $\sim 10^{-3}$              |
| Reactor         | $\nu_e$       | $\sim 1$     | 100     | $\sim 10^{-5}$              |
| Accelerator     | $\nu_\mu, \overline{\nu}_\mu$ | $\sim 10^3$ | 1       | $\sim 1$                    |
| Accelerator     | $\nu_\mu, \overline{\nu}_\mu$ | $\sim 10^3$ | 100 ~ 1000 | $\sim 10^{-3}$              |
| Atmospheric $\nu$ | $\nu_\mu, e, \overline{\nu}_\mu, e$ | $\sim 10^3$ | 10$^4$ | $\sim 10^{-4}$              |
| Solar           | $\nu_e$       | $\sim 1$     | $1.5 \times 10^8$ | $\sim 10^{-11}$          |
Measurements of $\theta_{12}$ and $\Delta m_{12}^2$ To obtain $\theta_{12}$ value and $\Delta m_{12}^2$ value, the $\nu_e(\bar{\nu}_e)$ disappearance probability is measured using neutrinos from nuclear reactor or solar. The $\nu_e$ neutrino flux from sun is predicted by solar standard model (SSM), the recent calculation of SSM is in [27]. Because of the MSW effect inside the sun [16, 17], the $\nu_e$ flux at earth is significantly smaller than the expectation of the SSM. This deficit is referred to as “solar neutrino problem”. The Super-Kamiokande experiment uses elastic reactions $\nu_e + e^- \rightarrow \nu_e + e^-$ to measure the $^8$B $\nu_e$ flux from the sun [86, 87]. By comparison between the expected event rate and the observed event rate, the oscillation parameters are obtained by including the MSW effect and oscillation effect from solar to earth. The best fit of parameter set is $(\sin^2 \theta_{12}, \Delta m_{12}^2) = (0.30^{+0.02}_{-0.01}, 7.6 \pm 0.2 \times 10^{-5} \text{eV}^2)$. Recently, the day-night asymmetry of the solar neutrino event rate $A_{DN} = 2(R_D - R_N)/(R_D + R_N)$ was reported, and the results gave a hint of MSW effect by the earth. The analysis gave a 68% confidence level allowed range of $4 \times 10^{-5} \text{eV}^2 \leq \Delta m_{21}^2 \leq 7 \times 10^{-5} \text{eV}^2$.

The SNO experiment uses heavy water (D$_2$O) as the target of neutrino-nucleus reactions. The $^8$B solar neutrinos are measured by the following reactions

\begin{equation}
\begin{align*}
\nu_e + d & \rightarrow e^- + p + p \quad \text{(CC)}, \\
\nu + d & \rightarrow \nu + p + n \quad \text{(NC)} \\
\nu + e^- & \rightarrow \nu + e^- \quad \text{(elastic scattering, ES)}
\end{align*}
\end{equation}

While the rates of CC events and ES events have a depletion comparing to expected event rate, the NC events do not change by flavor transitions. The analysis result with a two-flavor neutrino oscillation yield $\Delta m_{21}^2 = (5.6_{-1.3}^{+1.0}) \times 10^{-5} \text{eV}^2$ and $\tan^2 \theta_{12} = 0.427^{+0.033}_{-0.029}$ [22].

Neutrinos from nuclear reactor are also used to study $(\theta_{12}, \Delta m_{21}^2)$ by measuring $\bar{\nu}_e$ disappearance probability. The KamLAND experiment observes $\bar{\nu}_e$ with energies of few MeV from nuclear reactors averaged 180 km away. KamLAND compares the event rate during the period of nuclear reactor on and the period of nuclear reactor off, then they
subtract the two event rates to remove the background from geo $\nu$ or other background sources. The best fit result of Kamland is obtained as $\tan \theta_{12} = 0.436^{+0.020}_{-0.025}$ and $\Delta m_{21}^2 = (7.53^{+0.18}_{-0.18}) \times 10^{-5}$ eV$^2$ with $\sin^2 \theta_{13} = 0.023^{+0.0020}_{-0.0020}$ \cite{23}.

**Measurements of $\theta_{13}$** To obtain the $\theta_{13}$ value, there are two useful flavor transition modes which are used for prove $\theta_{13}$. First, the probability of $\nu_\mu \rightarrow \nu_e$ is as shown in Equation 1.18 that has a leading term dependent on $\theta_{13}$. The T2K experiment gave the first hint of $\theta_{13} > 0$ at 2.5$\sigma$ significance in 2011 \cite{59}. Recently, the T2K experiment reported the observation of 28 $\nu_e$ events at the far detector. That is leading to a measurement of $\sin^2 2\theta_{13} = 0.140^{+0.038}_{-0.032}(0.170^{+0.045}_{-0.037})$ for normal (inverted) hierarchy at $\delta = 0$ \cite{61}.

Second, reactor experiments with a short baseline ($O(1km)$) have a high potential to measure $\theta_{13}$ via $\bar{\nu}_e$ disappearance. The $\bar{\nu}_e$ signal is detected via inverse beta decay reaction. The Daya Bay experiment reported the first evidence of nonzero of $\sin^2 2\theta_{13}$ at 5.2$\sigma$ significance in 2012 \cite{60}, and the best fit of $\theta_{13}$ is $\sin^2 2\theta_{13} = 0.092 \pm 0.016(stat.) \pm 0.005(syst.)$ in three-flavor neutrino framework. There are other reactor experiments such as RENO \cite{29}, and Double Chooz \cite{30}. The RENO experiment measured $\theta_{13} > 0$ exceeding 5$\sigma$ significance. Currently, the results of measurement from Daya Bay gave the most precise measurement of $\sin^2 2\theta_{13} = 0.090^{+0.008}_{-0.006}$ \cite{28}.

**Measurements of $\delta$** If neutrinos are Dirac particles, there is a CP violation phase $\delta$ in PMNS matrix. The $\delta$ term appear in the $\nu_\mu \rightarrow \nu_e$ oscillation probability as shown in Eqn. 1.18. The T2K experiment used the $\nu_e$ appearance probability combing with the results of reactor $\theta_{13}$ measurement to give the first CP phase measurement which prefer $\delta_{CP} = -\pi/2$. The constrains of $\delta_{CP}$ by T2K results are as follows: if the neutrino mass ordering is normal (inverted) hierarchy, the excluded region at 90\% is $0.19\pi \sim 0.80\pi$ ($-0.04\pi \sim 1.03\pi$) \cite{61}.

### 1.3.3 Sterile neutrino search

As mentioned previously, the three-flavor neutrino mixing scenario is studied in many oscillation experiments, and two mass-squared splittings $\Delta m_{ij}^2$ are measured as $< 0.01$ eV$^2$. In some neutrino experiments with a short baseline, the $\nu_e$ appearance probability (or disappearance) probability exceeds the expected probability with three-flavor neutrino mixing scenario. The anomalies are explained with the existence of additional one or more non-active neutrino states that have mass of $O(1eV)$. The non-active neutrino states ($\nu_s$ or $\nu_{s1}, \nu_{s2}$...) are referred to as “sterile neutrino”. Some experimental hints or negative results of sterile neutrinos will be mentioned in the following paragraphs.

The LSND experiment used stop pions to produce $\bar{\nu}_\mu$ with energy $E_\pi < 52.8$ MeV. Then, a liquid scintillator detector is located 30 meter downstream from the beam stop, and it observed $\bar{\nu}_e$ signal \cite{31}. The LSND measured the oscillation $\bar{\nu}_\mu \rightarrow \bar{\nu}_e$ using the reaction $\bar{\nu}_e p \rightarrow e^+ n$, and a $e^+$ signal and a delayed 2.2 MeV $\gamma$-ray signal from neutron capture are detected. LSND reported that an excess of $87.9 \pm 22.4(stat.) \pm 6.0(syst.)$ $\bar{\nu}_e$ events above the expected background events are observed, and the observed number exceeds the expected background events. The best fit of $(\sin^2 \theta, \Delta m^2)$ for the oscillation is at $(\sin^2 \theta, \Delta m^2) = (0.003, 1.2 \text{ eV}^2)$, and LSND suggests the oscillation with the parameter $\Delta m^2$ within the range of $0.2 \sim 10 \text{eV}^2$. The results gave the first hint of the light sterile neutrino.
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Figure 1.5: The allowed regions in the anti-neutrino (upper) mode and the neutrino (lower) mode using a two-neutrino oscillation model of the MiniBooNE measurement are shown. The limits from KARMEN and ICARUS are also shown in the plots. The two stars show the MiniBooNE best fit points. [33]

Next, the MiniBooNE experiment used the pion decays to produce $\nu_\mu$ beam with the mean energy of 600 MeV. The mineral oil detector locates 541 meter downstream of the target, and the distance is chosen to satisfy $L[\text{m}]/E[\text{MeV}] \sim 1$ [32], so the L/E is similar with that of LSND. The mineral oil detector measures $\nu_e$ signal via the CCQE reactions. An excess of $78.4 \pm 28.5 \, \nu_e$ events above the expected backgrounds are observed. To reproduce the result of LSND, the MiniBooNE experiment uses two-neutrino oscillation model to obtain the best fit of oscillation parameters at $(\sin^2 \theta, \Delta m^2) = (0.88, 0.043 \, \text{eV}^2)$, but the region at 68% confidence level distributes over a broad region up to $(\sin^2 \theta, \Delta m^2) = (0.004, 0.8 \, \text{eV}^2)$ [33] as shown in the upper plot of Figure 1.5. The results indicate an signal region at 99% confidence level (C.L.) that is consistent with some part of the LSND 99% C.L. The MiniBooNE experiment also measured the oscillation of $\nu_\mu \rightarrow \nu_e$ using the $\nu_\mu$ beam. An excess of $162.0 \pm 47.8$ events above the expected background is observed, and the best fit of parameters is at $(\sin^2 \theta, \Delta m^2) = (0.002, 3.14 \, \text{eV}^2)$ as shown in the bottom plot of Figure 1.5.

Reactor experiments with the reactor-detector distance < 100 meter show that the ratio of observed flux to expected flux $N_{\text{obs}}/N_{\text{exp}}$ is less than unity, and the average ratio is $0.943 \pm 0.023$ with a deviation from unity at 99.2% confidence level (C.L.) [38]. This $\bar{\nu}_e$ flux depletion is referred to as “reactor anti-neutrino anomaly”. One possible solution for the anomaly is the existence of a sterile neutrino $\nu_s$ with a large $m^2$ value. A scenario
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Figure 1.6: The mass hierarchy of “3+1” and “3+2” model, the situation of $m_4 >> m_{1\sim 3}$, and $m_5, m_4 >> m_{1\sim 3}$ are shown in the figure. The “LSND” denotes the mass difference suggested by LSND experiment and MiniBooNE.

of one sterile neutrino mixing with three active neutrinos is used for the analysis, and the combined results of reactor experiments with baseline $<2$km are used to calculate the oscillation parameters of $\sin^2 2\theta = 0.14 \pm 0.08 (95\%)$ and $|\Delta m^2| > 1.5$ eV$^2$ [38].

Some negative results for $\nu_\mu \rightarrow \nu_s$ oscillation were obtained in the following experiments: KARMEN 2, NOMAD[36], ICARUS[37], and Super-Kamiokande atmospheric neutrino[35]. The KARMEN 2 experiment used stop muons to produce $\nu_\mu$ beam, which is used to measure the $\nu_\mu \rightarrow \nu_e$ oscillation probability[34]. The inverse beta decay $\nu_e + p \rightarrow n + e^+$ reactions are used to detect the $\nu_e$ appearance, and 15 $\nu_e$ candidate events are observed. The expected number of background events is $N_{BG}^{\exp} = 15.8 \pm 0.5$. Therefore, there are no obvious deviations from the expectation of background. As a result, the exclusive upper limits of the oscillation parameters are obtained as $\sin^2 2\theta < 1.7 \times 10^{-3}$ for $\Delta m^2 \geq 100$ eV$^2$ and $\sin^2 2\theta = 1.0$ for $\Delta m^2 < 0.055$ eV$^2$ at 90% confidence level. The allowed oscillation mass parameter of LSND (0.2$\sim$10 eV$^2$) are not confirmed by KARMEN 2, and some allowed area in oscillation parameters ($\sin^2 2\theta$, $\Delta m^2$) plot are excluded by 90% C.L. Figure 1.5 (from Ref. [33]) shows the exclusion regions (area right to the dotted line) by KARMEN and ICARUS in the oscillation parameter plots.

To explain the anomalies in LSND and MiniBooNE, two simple models with light sterile neutrinos are proposed. They are called “3 + 1” and “3 + 2” corresponding to one ($\nu_4$) sterile neutrino and two sterile ($\nu_4, \nu_5$) neutrinos. Therefore, the neutrino mixing matrix expands to $4 \times 4$ elements for “3+1” model, and the matrix expands to $5 \times 5$ elements for the “3+2” model. Figure 1.6 shows possible mass hierarchy of the two models. A recent global fit including all oscillation experiments obtain the combined results for the two models[39]. For the “3+1” scenario, the best fit of the oscillation parameters is at $\Delta m^2_{41} = 0.93$ eV$^2$ for $|U_{e4}| = 0.15$ and $|U_{\mu4}| = 0.17$, and the $\chi^2$ for the best fit is $\chi^2_{3+1} = 87.9/66$. For the “3+2” scenario, the best fit of the oscillation parameters is at $\Delta m^2_{41} = 0.47$ eV$^2$, $\Delta m^2_{51} = 0.87$ eV$^2$ for $|U_{e4}| = 0.13$, $|U_{\mu4}| = 0.15$, $|U_{e5}| = 0.14$ and $|U_{\mu5}| = 0.13$, and the $\chi^2$ for the best fit is $\chi^2_{3+2} = 72.7/63$. The fitting result of “3+2” for active-to-sterile oscillation is slightly better than that of “3+1” model.

For accelerator neutrino experiments and atmospheric neutrino experiments, charged current (CC) reactions induced by $\nu_\tau$ do not occur or the CC event induced by $\nu_\tau$ is not simple to analyze. It is not simple to study the active-to-sterile neutrino oscillation with CC reaction signal. The neutral current (NC) reaction is a useful tool to measure the active-to-sterile oscillation, as the rates of NC reaction events for three active neutrinos
are the same. The MINOS experiment compares the event rate of neutral current reactions with hadrons between near detector and far detector \[40, 41\]. MINOS assumes \(m_4 \gg m_3\) for “3+1” model and a mass-squared splitting \(\Delta m_{43}^2\) with magnitude \(\mathcal{O}(1 \text{ eV}^2)\). There is no oscillation leading the depletion at near detector, while rapid oscillations are predicted at far detector. The expected number of NC events at far detector is calculated based on the observed number of NC events at near detector. As a result, 802 NC candidate events are observed at far detector, while the expected number of events is \(754 \pm 28(\text{stat.}) \pm 37(\text{sys.})\). Therefore, no evidence for depletion of NC events is obtained at the far detector.

The T2K experiment \[58\] has a potential to measure active neutrino disappearance by detecting NC events at the far detector Super-K. The de-excitation \(\gamma\)-ray events induced by NCQE reactions dominate in all NC events at Super-K. Except for the \(\nu_\mu \rightarrow \nu_e\) measurement at the near detector, the detection of NCQE reaction events at Super-K opens a door to active-to-sterile neutrino oscillation search in the T2K experiment.

### 1.4 Supernova relic neutrino search at Super-Kamiokande

**Supernova neutrino** If a star with its weight heavier than eight times of solar mass comes its live end, the nuclear fusion in the star does not sustain its own gravity. The outer matter in the star accelerates toward its center with speed of \(\sim 0.23c\), and this is referred to as a ‘core collapse’ \[42\] of the star. Since the matter density inside is very high, electrons start to be captured by their nucleus as the following reaction.

\[
e^- + p \rightarrow n + \nu_e \quad \text{(electron capture)} \tag{1.20}
\]

where \(\nu_e\) is emitted in the reaction. If electrons disappear inside the star, electron degeneracy pressure become smaller, this cause the collapse velocity faster. The produced neutrinos at the inner core may be trapped in the core if the density of the inner core reaches \(10^{10} \sim 10^{11} \text{ g/cm}^3\). The collapse continues until the neutron degeneracy pressure and neutron-neutron interaction appearing, then the collapsing matter bounce outward referred to as an explosion. The re-bounce leads an expanding shock wave which accelerates heavy nuclei to high energy, then the heavy nuclei dissociates into free protons and neutrons at outer core. The free protons catch the electrons to generate a large amount of electron-neutrinos (electron capture) on the time scale of the order of 10 ms, and this is called “deleptonisation burst”. In the same time, the shock wave interacted with the trapped neutrinos, the equal numbers of the three flavors of neutrino-antineutrino pairs \((\nu - \bar{\nu})\) are produced. After the shock wave going out, the hot core releases neutrino pairs \((\nu - \bar{\nu})\) which are called as “thermal neutrino”, and the time scale of the emission is \(\sim 10\) sec.

The core collapse and explosion cause enormous heat of \(\mathcal{O}(10^{46} \text{ J})\) produced, and only 1% fraction of heat are carried by light, and the 99% fraction of energy is expected to be released by neutrinos.

**Supernova relic neutrino** The frequency of supernova explosion in the galaxy is predicted as 2 or 3 times per century \[43\]. Although no neutrinos from supernova are observed after the last observation from supernova 1987A. The past supernova neutrinos diffuse over Universe space, and the diffusing neutrinos are called as “Supernova Relic Neutrino” (SRN) or “Diffuse Supernova Neutrino Background” (DSNB). The flux of SRNs
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Figure 1.7: Some predictions of SRN flux spectrum from Ref. [56]. As the inverse beta decay is used for detecting signal, the flux is only plotted with only $\bar{\nu}_{e}$.

is a function of supernova burst rate, and the energy spectrum of SRN is redshifted as $E_{\nu}/(1+z)$, where $z$ is the redshift constant coming from the expansion of the universe.

The flux of SRN is predicted by many models [44–55], and Figure 1.7 shows some predicted flux at energy region of $5 \sim 60$ MeV. The detection of SRNs is an important calibration for supernova models, as there is one neutrino sample of SN 1987A. The detection also reveals important information such as supernova rate, or cosmic star formation rates, and the redshift parameter $z$.

SRN observation at Super-K Super-K has potential to observe the SRN $\bar{\nu}_{e}$ via inverse beta decay $\bar{\nu}_{e} + p \rightarrow e^{+} + n$. In 2013, Super-K reported the result of SRN search during the period of SK I (1497 days livetime), SK II (794 days livetime), and SK III (562 days livetime) [56]. The Cherenkov light signal from $e^{+}$ is observed as a SRN event, as the annihilation $\gamma$-ray has too low energy to be detected. The background sources are muon spallation, radioactive impurities at the detector wall, and the dark noise of PMT. The SRN analysis applies several selections to search for the SRN candidate events. There are still some background events remaining in the candidate events as shown in Figure 1.8 which shows the Cherenkov angle distribution of observed events. The reconstruction of Cherenkov angle of an event is described in Appendix B.3. The remaining background sources are explained in the next paragraph.

Remaining background For SRN research at Super-K, there are four remaining background sources. First, some $\nu_{\mu}(\bar{\nu}_{\mu})$ CC reaction from atmospheric neutrino $\nu_{\mu}$ produces a low energy $\mu$ which does not emit Cherenkov light. If its decayed electron has energy within the energy region of $(10$ MeV, $30$ MeV), this decay-$e$ event is remained. Second, the CC reactions from atmospheric neutrino $\nu_{\mu}$s are another source of background, if the energy of produced $e$ is within the energy region of $(10$ MeV, $30$ MeV). Third, NC$\pi$ reaction from atmospheric neutrino produces $\pi^{+}$ with energy $E_{\pi} > 200$ MeV that emits Cherenkov light. Besides, some decayed muons also emit Cherenkov light so the event is
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Figure 1.8: Cherenkov angle distribution (the reconstruction of Cherenkov angle of an event is described in Appendix B.3) of the observed events and the expected events during SK I period from Ref. [56]. Since the NCQE (NC elastic) events from atmospheric neutrinos have multiple $\gamma$-rays, the most angles of the NCQE events are reconstructed to be larger than 78 degree. The SRN analysis uses angle cut ($38.0 \leq \theta \leq 50.0$) to select the SRN signal.

selected as a candidate event. The $\pi$ and the $\mu$ emit Cherenkov light, and the Cherenkov angle is $\theta_c \leq 38$ degree as described in Appendix B.3. The background events are removed by selecting events with $\theta_c \geq 38$ degree. Forth, the de-excitation $\gamma$-ray induced by the NCQE interaction from atmospheric neutrino is a background source. The energy spectrum of NCQE events is similar with that of the SRN, but the angles of the most NCQE events with $E_{\text{rec}} \geq 16$ MeV are multi-gamma events as mentioned in Chapter 5.3.4. The multi-gamma events are reconstructed to be larger than 78 degree as mention in Appendix B.3, so the most NCQE background events are removed by selecting events with angle $\theta \leq 50$ degree.

To remove the background events, the SRN signal is selected by the angle cut that is within the angle region of $38^\circ \leq \theta_e \leq 50^\circ$. There are still relevant background events than SRN events as shown in Figure 1.8. The combined SRN flux upper limit is measured as between 2.8 and 3.0 $\bar{\nu}_e$ cm$^{-2}$s$^{-1}$ > 16 MeV.

**SRN search using neutron tagging method** Super-K uses a neutron tagging method to observe the neutron produced in the inverse beta decay reaction $\bar{\nu}_e + p \rightarrow e^+ + n$ recently [57]. The delayed $\gamma$-rays from neutron capture are used to have a coincidence with the primary signal of $e^+$. By using the coincidence, about 80% fraction of atmospheric $\nu$ CC background events are removed, if there is no neutron produced (or more than one neutrons) at the reaction. But, the NCQE events induced by the atmospheric neutrinos are not removed by the neutron tagging method, as neutron is produced at the NCQE reaction.

As a result, Super-K reported the 13 inverse-beta-decay candidates in the range of $E_{\bar{\nu}_e}$...
between 13.3 MeV and 31.3 MeV, and all the observed candidate events are attributed to background. In the future, Super-K has a plan to lower the energy threshold to 10 MeV, and the new threshold allows more NCQE events with Cherenkov angle in the range of \(38 \leq \theta_c \leq 50\) to be selected as the candidate events. It is important to have a precise estimation for the number of NCQE events for future SRN search.

1.5 Overview of this thesis

This thesis reports the measurement of the \(\nu\)–oxygen neutral current quasi-elastic (NCQE) cross section by observing de-excitation \(\gamma\)-rays with the T2K neutrino beam. The study of the NCQE reaction has the following two motivations: First, the de-excitation \(\gamma\)-rays induced by the NCQE interaction from atmospheric neutrinos are one background source in supernova relic neutrino (SRN) searches as shown in Section 1.4. However, there is no previous experimental result to measure \(\sigma_{\nu,\text{NCQE}}\). Because the average energy of T2K neutrino beam is 630 MeV which is the same order with the average energy of atmospheric neutrinos. The measurement of NCQE cross-section by T2K neutrino beam can be used to reduce the uncertainty of SRN search. Second, the de-excitation \(\gamma\)-ray events provide a tool for active-to-sterile neutrino oscillation search \(\nu_\mu \rightarrow \nu_s\) at T2K experiment. The most de-excitation \(\gamma\)-ray events are induced by the NCQE reactions, so the disappearance of the number of the events is used to measure the active-to-sterile neutrino oscillation.

In this these, the overviews of the T2K experiment and the Super-Kamiokande detector are mentioned in Chapter 2. An overview of the NCQE cross-section analysis is described in Chapter 3. Chapter 4 describes the simulation processes of de-excitation \(\gamma\)-ray events induced by the T2K neutrino beam. The simulation is used to predict the expected number of beam-related events. In Chapter 5, the selection procedure for the observed number of de-excitation \(\gamma\)-ray events is described. The event information of energy, timing, vertex, direction, Cherenkov angle, and pre-activity are used to select \(\gamma\)-ray candidate events from the T2K spill data. After the selection, the comparisons between the observed events and the expected events are described. In Chapter 6, the uncertainty of the NCQE cross-section measurement is described. As a result, the measurement results of NCQE cross-section are mentioned in Chapter 7. In Chapter 8, we consider the influence of the de-excitation \(\gamma\)-ray observation on the sterile neutrino search at T2K and the supernova relic neutrino search at Super-K. Chapter 9 describes the conclusions of this thesis.
Chapter 2

T2K experiment

2.1 Overview

The T2K (Tokai to Kamioka) experiment\cite{58} is a long baseline neutrino oscillation experiment. A 30 GeV proton beam is used to produce the intense muon neutrino beam in J-PARC, Tokai Village, Ibaraki. The near detector complex, located at 280 meter downstream of target, detects the neutrino beam properties and measures the neutrino-nucleus cross-sections. The Super-Kamiokande detector serves as a far detector of the T2K experiment, and observes neutrino events at a distance of 295 km from J-PARC. The numbers of neutrino events before oscillation and the number of neutrino events after oscillation are measured respectively at the near and far detectors. The neutrino oscillation probabilities are obtained by comparing the two numbers of events. Figure 2.1 shows the schematic of the T2K experiment.

2.2 Goals of T2K experiment

The main goal of the T2K experiment is to measure the neutrino oscillation parameters. The goals can be divided into:

\textbf{\(\nu_e\) appearances from \(\nu_\mu\) beam for \(\theta_{13}\) and \(\delta\) phase research}

Before 2012 Feb., the main physics goal was the measurement of \(\sin^2 2\theta_{13}\) using \(\nu_\mu \rightarrow \nu_e\) appearance since only an upper limit was known (\(\frac{1}{2} \sin^2 \theta_{13} > 0.004\) at 90\% C.L). In June, 2011, T2K gave the first indication of \(\nu_e\) appearance: \(0.03 < \sin^2 2\theta_{13} < 0.28\) which lead to a nonzero \(\theta_{13}\) significance of 2.5\(\sigma\) \cite{59}. The Daya Bay reactor experiment measured the first evidence of nonzero \(\theta_{13}\) with 5.2\(\sigma\) significance and gave \(\sin^2 2\theta_{13} =\)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{T2K_schematic.png}
\caption{The T2K experiment schematic \cite{58}.}
\end{figure}
0.092 ± 0.016 ± 0.005 in 2012, Feb through $\bar{\nu}_e$ disappearance [60]. From then on, the measurement of lepton CP violation angle $\delta_{CP}$ became T2K goal and can be achieved by precisely measuring the $\nu_e$ ($\bar{\nu}_e$) appearance probability. Currently, the first constrain of $\delta_{CP}$ angles at 90% C.L. are observed by combining the T2K and reactor results in Ref. [61].

$\nu_\mu$ disappearance for precise measurement of $\Delta m^2_{32}$ and $\theta_{23}$

The other goal of T2K is the precise measurement of the $-\Delta m^2_{32}$ mass difference and the mixing angle $\sin^2 \theta_{23}$ via $\nu_\mu$ disappearance. A recent measurement from Super-Kamiokande using atmospheric neutrino [62] shows that the mixing angle $\theta_{23}$ is $\sim 4/\pi$. But the sign of $\sin^2 \theta_{23} - 0.5$ is not still determined due to the remaining large uncertainty. The uncertainty of $\sin^2 \theta_{23}$ affects the precision of the $\delta_{CP}$ measurement. Nowadays, the T2K experiment gave the most precise result of $\sin^2 \theta_{23} = 0.514 \pm 0.082$ in Ref. [63]. T2K aims to measure $\sin^2 2\theta_{23}$ and $\Delta m^2_{32}$ with a precision within 1% and 3% respectively.

Others

The intense neutrino beam produced in J-PARC has a narrow energy distribution with a peak near 600 MeV. The neutrino-nucleus interactions are studied at the near detectors using the neutrino beam. At the far site, there is a study of NCQE interaction using solar neutrino analysis method. Besides the neutrino interaction studies, there are rich physics topics such as sterile neutrino (Sec. 8.1), dark matter [64, 65], Lorentz violation [66, 67], etc.

2.3 J-PARC neutrino beam

off-axis method

Given the designed baseline, the energy of neutrino beam is tuned to maximize the oscillation. T2K uses the “off-axis” method to obtain the desired energies of neutrinos as detailed in the following paragraph.

If a neutrino is produced from pion decay with an off-axis angle $\theta_{OA}$ with respect to the pion direction, the energy of the neutrino is derived as below:

$$E_\nu = \frac{m^2_\pi - m^2_\mu}{2(E_\pi - p_\pi \cos \theta_{OA})} = \frac{m^2_\pi - m^2_\mu}{2p_\pi(1/\beta_\pi - \cos \theta_{OA})}$$

where $m_\pi$ and $m_\mu$ are the pion mass and the muon mass respectively, and $p_\pi$ is the pion momentum. By adjusting the off-axis angle, the desired energies of neutrinos could be obtained. The T2K beam axis is intentionally shifted by 2.5 degree from the direction of the Super-Kamiokande (Super-K) detector. The off-axis angle is selected to be 2.5° to tune the energy spectrum of neutrinos to be a narrow distribution peaked at 600 MeV as shown in Figure 2.4. For a neutrino energy of 600 MeV, the oscillation is maximal at a distance of 295 km.

2.3.1 J-PARC proton beam

The proton accelerator J-PARC consists of three accelerators: a linear accelerator (LINAC), a rapid-cycling synchrotron (RCS) and a main ring (MR) synchrotron. The
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Figure 2.2: The lower plot shows the energy spectrum of neutrinos with the different off-axis angles at distance of 295 Km. The upper plot shows the oscillation probability $\nu_\mu \rightarrow \nu_e$ is maximum at $\sim 600$ MeV, and the off-axis angle of 2.5 degree at distance of 295 Km. The energy spectrum of neutrino has a narrow distribution peaked at 600 MeV.

An overview of the proton beam accelerators is as shown in Figure 2.4. The H$^-$ ions are accelerated to 400 MeV in LINAC, then they are converted to H$^+$ beam by charge-stripping foils before the injection to RCS. RCS accelerates the proton beam to 3 GeV, and RCS supplies about 5% of proton beam to MR. In MR, the protons are accelerated to 30 GeV with repetition cycling time of $\sim 2.48$ sec. In a single spill (one cycling), the harmonic number of MR is nine, and eight buckets are filled with proton beam from injection of RCS. The last bucket is empty for the rise-time (1104 ns) of extraction to neutrino beam-line. Therefore, a beam spill have eight bunches.

The bunch structure of proton beam is the feature that distinguishes the $\nu$ beam signal from the beam-unrelated backgrounds. A summary of the proton beam properties in MR is as shown in Table 2.1.

2.3.2 primary beamline

The neutrino beamline is composed of two sequential sections: primary beamline and secondary beamline. In the primary beamline, the proton beam is extracted from MR and the beam-line transports beam towards the proper direction.

The primary beamline consists of the preparation section (54 m), the arc section (147 m) and the final focusing section (37 m). Figure 2.4 shows each part of the primary beamline. In the preparation section, the extracted proton beam is tuned with a series of 11 normal conducting magnets. In the arc section, 14 doublets of superconducting combined function magnets (SCFMs) bend the proton beam toward the direction of the Super-K detector by 80.7 degree. In the focusing section, ten normal magnets guide and focus the proton beam onto the target. Here, the proton beam is guided downward by
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Figure 2.3: A bird eye view of J-PARC.

Table 2.1: The properties of the MR proton beam. The parameter values are the operating values in Mar. 2015.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Present value (Mar. 2015)</th>
</tr>
</thead>
<tbody>
<tr>
<td>beam energy</td>
<td>30 GeV</td>
</tr>
<tr>
<td>beam power</td>
<td>310 kW</td>
</tr>
<tr>
<td>repetition cycle time</td>
<td>2.48 sec</td>
</tr>
<tr>
<td>proton per spill</td>
<td>$\sim 1.6 \times 10^{14}$/spill</td>
</tr>
<tr>
<td>bunch per spill</td>
<td>8/spill</td>
</tr>
<tr>
<td>bunch interval</td>
<td>581 ns</td>
</tr>
<tr>
<td>bunch width</td>
<td>58 nsec</td>
</tr>
</tbody>
</table>

Figure 2.4: The primary beamline. The locations of the monitors are marked as the arrows [58].
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3.637 degree with respect to the horizontal.

To ensure the stability of the neutrino beam, the monitors in primary beam measure the following proton beam properties: the intensity, the position, the profile, and the loss rate.

- Current transfer (CT): Five current transfers measure the proton beam intensity and the beam timing. Each CT monitor is a 50-turns coil of a copper wire around a ferromagnetic core. It measures currents induced by the proton beam bunches, and the signal is recorded by a 160 MHz FADC. The precision of the proton beam intensity measurement is 2%. The timing of beam is measured with precision better than 10 ns.

- Electro-static monitor (ESM): Twenty-one electro-static monitors measure the center position of the proton beam non-destructively. Each ESM consists of four round-rectangular electrodes, and the electrodes are located around the proton beam orbit. The induced currents of the four electrodes are compared to measure the beam position. The measurement precision of the beam center position is less than 450 µm, while the required precision for beam steady is 500 µm.

- Segmented secondary emission monitor (SSEM): Nineteen segmented secondary emission monitors measure the profile of proton beam. Each SSEM consists of two thin titanium foil strips and an anode HV foil between the two foil strips. The foil strip are oriented horizontally, while the anode HV foil is oriented vertically. If the proton beam passes through the strips, electrons are emitted from the strips in proportion to the beam intensity. The electrons drift along the electric field to the anode foil, and this drift process induces currents on the strips. The beam profile is reconstructed from the corrected charge distributions. The uncertainty of the beam width measurement by SSEM is 700 µm.

- Beam loss monitor (BLM): Fifty beam loss monitors detect leaks of the proton beam near the beam pipes. Each BLM is a wire proportional counter filled with an Ar-CO$_2$ mixture. The signal is integrated during the spill. If the signal exceeds the threshold, a beam abort interlock signal is fired. The BLMs have sensitivity down to a 16 mW beam loss.

2.3.3 secondary beam-line

The secondary beam-line (Figure 2.5) consists of three sections: the target station, the decay volume, and the beam dump. The target station is composed of the following devices: first, a baffle which is a collimator to protect the magnetic horns from a damage by the deviation of proton beam. Second, an optical transition radiation monitor (OTR) which measures the proton beam profile. The proton beam hits a carbon target and produces hadrons which are focused by three magnetic horns. The produced hadrons then enter the decay volume, and most of them are pions which decay into muons and muon neutrinos. All the non-decaying hadrons and muons below $\sim 5$ GeV/c are stopped by the beam dump. The muons with energies $E_{\mu} > 5$ GeV are detected by a array of ion chamber detectors and silicon photodiode detectors located after the beam dump. The detectors monitor the beam profile of each spill by detecting the generated muons, and we call the muon detectors as “MUMON”. The secondary beamline facilities are filled
with helium gas (1 atm) to reduce the pion absorptions and to suppress the tritium and NO\textsubscript{x} production by radiation.

![Figure 2.5: The side-view of the secondary beam-line from Ref. [58]. The decay volume is 96 meter long.](image)

**optical transition radiation monitor**

The optical transition radiation monitor (OTR) is located in front of the target, and measures the proton beam profile [68]. The OTR has a thin titanium-alloy foil, which is placed at 45° from the incident proton beam. As the beam passes through the foil, visible light is produced in a narrow cone around the beam. The light at the entrance transition is reflected at 90° from the beam direction, and the light is directed away from the target. Then, the lights are detected by the CCD camera.

**target**

The target core is a 1.9 interaction-length long (91.4cm long), 2.6cm diameter and 1.8g/cm\textsuperscript{3} graphite rod. The core and a surrounding 2 mm thick graphite tube are sealed inside a titanium case which is 0.3 mm thick. Hadrons are produced inside the graphite target.

**horn**

The electromagnetic horn consists of two coaxial (inner and outer) conductors which encompass a closed volume [69, 70]. The two conductors are loaded with pulsed currents. A toroidal magnetic field is generated inside the closed volume, and the field varies with 1/r, where the r is distance to the beam axis. Three horns in serial are designed to focus the charged hadrons to the forward direction.

In the first horn, the pions with relatively large angle are collected to forward direction as shown in Figure 2.6. The second and the third horns focus the pions after the first horn.
Figure 2.6: The schematic of the first horn and the target. The proton beam hits the graphite target and produces pions. The toroidal magnetic field inside the horn focuses these pions towards the forward direction.

The neutrino beam flux at Super-K increases by a factor of $\sim 16$ because of the horn focus. The accuracy of the magnetic field intensity is $\sim 2\%$ for the first horn and less than 1\% for the second and third horn.

### decay volume

The decay volume is a 96 m long steel tunnel, which is surrounded by a 6m thick reinforced concrete shielding. Inside the decay volume, the hadrons (pions, kaons) decay into neutrinos and muons.

### Beam dump

The beam dump is located at the end of the decay volume. The core of the beam dump is made of 75 tons of graphite, and the core is surrounded by the helium vessel. Five iron plates are placed outside the helium vessel, and two iron plates are placed downstream the core. The total thickness of the 7 plates is 2.40 meter. The beam dump stops the muons with an energy lower than 5 GeV.

### 2.3.4 MUMON monitor

The intensity, profile and direction of the neutrino beam are monitored by measuring the muons which cross the beam dump by using the muon monitor, MUMON. The monitoring is done on a spill-by-spill basis [71, 138].

Figure 2.7 shows the picture of MUMON. MUMON has two kinds of detector array: ionization chamber (IC) and silicon PIN photo-diodes [138]. There are seven ionization chambers filled with a gas mixture which consists of 98\% Ar and 2\% N$_2$. Each IC contains seven sensors in a aluminum gas tube. The $75 \times 75 \times 3$ mm$^3$ active volume of each sensor is made by two parallel plate electrodes, and a high voltage of 200 V is applied between the two electrodes. The silicon PIN photodiode (Hamamatsu S3590-08) has an active area $10 \times 10$ mm$^2$ and a depletion layer thickness of 300 $\mu$m. To fully deplete the silicon layer, a high voltage of 80 V is applied to the sensors.

In the physical operation period from Jan., 2010 to May 2013, the MUMON measured the most spill of beam direction within a 0.30 mrad deviation from zero as shown in Figure 2.22, which is less than the requirement of 1 mrad. The total collected charge, which is proportional to the beam intensity, has a RMS fraction less than 1.0\% for most of the
Figure 2.7: A picture of MUMON. The left detectors are ionization chamber arrays, and the right detectors are the silicon PIN photo-diode arrays. The muon direction is from the right side to left side in the picture [58].

operation, which means that MUMON has a high stability that is compatible with the requirement of uncertainty within 3%.

2.4 Near Detectors

The neutrino energy spectrum, beam profile, the beam flavor content, and the interaction rates of neutrino beam are measured by a set of detectors located 280 meter from the target. The measured results are used to refine the prediction of the observable neutrino beam flux at Super-K. The detectors are installed in a pit inside the near detector hall as shown in Figure 2.8.

2.4.1 ND280

The ND280 detector is a complex composed of several subdetectors located inside a magnet as shown in Figure 2.9. It is located 2.5° off-axis from the beam center and is aligned with the target and Super-K.

Magnet  The magnet is donated from CERN. It provides a dipole magnetic field of 0.2 Tesla which allows to measure the charge and the momentum of charged particles in the detectors.

P∅D  The pi-zero detector (P∅D) [72], located the most upstream inside the magnet, consists of tracking planes of scintillator bars alternating with either water target/brass foils or lead foils. Signal of each bar is read out by a wavelength shifting fibers (WLS
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Figure 2.8: The near detector hall in J-PARC from Ref. [58]. The ND280 off-axis detectors are located at B1 floor (upper level here), and the magnet are opened in the figure. The horizontal INGRID modules are located at SS floor (middle level), while the vertical INGRID modules are arranged from the B2 (bottom) to B1 floor.

Figure 2.9: Schematic view of the ND280 detector from Ref. [58]. In the picture, the UA1 magnetic yoke is opened. In operation period, the detectors are closed inside the UA1 magnet yoke. The neutrino beam goes from left side to right in the figure.

fiber) and a Multi-Pixel Photon Counter (MPPC). It was designed to measure the neutral current pion production $\nu_\mu + N \rightarrow \nu_\mu + N + \pi^0 + X$ in the water target.

TPC Downstream of P$\emptyset$D, there are tracker detectors including three time projection chambers (TPC) and two fine grained detectors (FGD). Each TPC detector [74] has an inner box that holds an argon-based drift gas. The inner box is subdivided by the cathode located at its midpoint, and the inner box supports the micro-megas modules located in a plane parallel to the cathode. If a charged particle passes through the inner box, ionization electrons are produced along the particle track. The electrons drift away from the center cathode toward one of the readout planes. Particle identification is done with an energy loss of charged particles in the gas and momentum reconstructed from the track curvature.

FGD Two fine grained detectors (FGD) [73] use plastic scintillator bars to observe tracks of charge particles from the neutrino interactions. The first FGD detector consists of 30 layers of scintillator bars, and the second FGD consists of 7 layers of scintillator bars alternating with six 2.5 cm thick layers of water. The ratio of $\nu$ cross-section on carbon over water is measured by comparing the numbers of neutrino events of the two FGD detectors.

ECal The electro-magnetic calorimeter (ECal) [75] is a sampling electromagnetic calorimeter surrounding the inner detectors (P$\emptyset$D, TPCs, FGDs). The ECal consists of layers of
plastic scintillator bars, WLS fiber and MPPC readouts, and lead absorber sheets, and it is designed to measure electron produced from $\nu_e$ and $\gamma$-rays produced from $\pi^0$s.

**SMRD** The side muon range detectors (SMRD) \[76\] is composed of scintillation counters with embedded WLS fibers and MPPC readouts. A multiple layers of plastic scintillation counters are placed in the air gaps in between the iron plates. SMRD measures the momenta of muons produced from the neutrino reactions, and also identifies backgrounds from the beam neutrino interactions in the yoke or walls.

### 2.4.2 INGRID

![Figure 2.10: The INGRID detector \[77\]. The left graph shows the arrangement of 16 INGRID modules. The right upper graph shows the structure of a module which is a sandwich made of 9 iron target plates and 11 scintillator trackers. The front-end electronics boards are contained inside the aluminum box. The right bottom graph shows the module surrounded by the scintillator veto planes.]

The INGRID (Interactive Neutrino GRID) detector \[77\] consists of 16 identical modules. As shown in Figure \[2.10\], the 14 modules are arranged as a cross of two identical groups along the horizontal and vertical axis, while two additional shoulder modules are located at off-axis directions outside the main cross. The center of the INGRID cross, with two overlapping modules, corresponds to the beam center (off-axis angle 0°). Each INGRID module has 9 iron target planes and 11 tracking scintillator planes, which are arranged as a sandwich structure as shown in the right upper graph of Figure \[2.10\]. The iron mass is 7.1 ton per module, and the iron serves as the main neutrino interacting target. The scintillator bars are made of polystyrene and are produced in a rectangular cross-section shape (1.0 cm×5.0 cm) through extrusion. The scintillator light is collected and transported by WLS fibers to the attached MPPCs. Veto planes are installed around this sandwich structure in order to dispose of background events coming from the hall.
walls or cosmic rays. Finally, the set of scintillators, fibers and photosensors is contained in a light-tight dark box while the front-end electronics boards are mounted outside the dark box.

The INGRID detector is designed to monitor the neutrino beam direction and the intensity using neutrino interactions with the modules. The neutrino event rates in each module are compared to obtain the profile of neutrino beam. The beam center is obtained from a fit of the beam profile with a Gaussian function which leads to a precision better than 10 cm. It corresponds to a 0.4 mrad precision on the beam angle.

2.5 Super-Kamiokande detector

![Figure 2.11: The sketch of the Super-K detector and electronics huts and control room, and etc from Ref. [78]. The detector cavity lies 1000 meter under the peak of Mt. Ikenoyama.]

2.5.1 Overview

The Super-Kamiokande (Super-K or SK) detector is the world largest water Cherenkov detector [78], which is located in Kamioka-Cho Hida City, Gifu Prefecture, Japan. The Super-K detector is 295 km distant from J-PARC, and serves as the far detector for the T2K experiment. Besides accelerator neutrino, various topics such as proton decay and neutrinos from various sources such as atmosphere, solar, and supernova are studied at Super-K. The Super-K detector consists of a welded stainless-steel tank, 39m diameter and 42 m tall, and have a water capacity of 50,000 tons. The water tank and the other facilities are as shown in Figure 2.11. Inside the Super-K detector, a stainless-steel framework supports 11,146 inward-facing PMTs and 1,885 outward-facing PMTs.
Table 2.2: The measured background radiation rates of $\gamma$-rays and neutrons near super-K cavity dome from Ref. [78].

<table>
<thead>
<tr>
<th>background</th>
<th>Energy range</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$ rays</td>
<td>$E_\gamma \geq 0.5\text{MeV}$</td>
<td>$0.1\text{cm}^{-2}\text{s}^{-1}\text{sr}^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$E_\gamma \geq 5\text{MeV}$</td>
<td>$2.7 \times 10^{-6}\text{cm}^{-2}\text{s}^{-1}\text{sr}^{-1}$</td>
</tr>
<tr>
<td>neutron</td>
<td>$E_n \leq 5 \times 10^{-2}\text{eV}$</td>
<td>$1.4 \times 10^{-5}\text{cm}^{-2}\text{s}^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$5 \times 10^{-2}\text{eV} &lt; E_n \leq 2.5\text{MeV}$</td>
<td>$2.5 \times 10^{-5}\text{cm}^{-2}\text{s}^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$2.5\text{MeV} &lt; E_n \leq 25\text{MeV}$</td>
<td>$0.33 \times 10^{-5}\text{cm}^{-2}\text{s}^{-1}$</td>
</tr>
</tbody>
</table>

The volume surrounded by the 20 inch inward-facing PMTs is called the Inner Detector (ID), and the ID PMTs are used to observe the charge particle produced from neutrino interactions. The volume outside the framework serves as an active veto counter against incoming background particles, which is referred as the Outer Detector (OD).

The cavity which houses the facilities is located 1000 meter under the peak of Mt. Ikenoyama. Cosmic ray muons having an energy less than 1.3 TeV do not reach the cavity, and the muon flux is $6 \times 10^{-8}\text{cm}^{-2}\text{s}^{-1}\text{sr}^{-1}$, which does not represent a significant background for the experiment. The downward-going muons are observed with a net rate about 2 Hz. The other backgrounds in the Super-K cavity are shown in Table 2.2.

Each ID PMT has a dynamic range from 1 photoelectron (p.e.) to $\sim 300$ p.e. Super-K is able to detect events over a wide range of energy, from 4 MeV to over 1 TeV. The neutrinos from solar and supernova have lower energy values (from 4 MeV to 100 MeV), and are therefore called "low energy events". The energy of the "low energy event" is calculated using the number of hit PMTs as described in Appendix B. The atmospheric neutrinos have energy above $\mathcal{O}(100\text{ MeV})$, so the total charge of an event is used to calculate its energy.

**phases of Superkamikande detector**

The Super-Kamiokande started to taking data from April 1996. Until now, the Super-K operation is separated into four periods. From the first physical operation at 1996 to the maintenance in July 2001, this initial phase is called as “SK I”. From October 2002 until the next shutdown in October 2005, the Super-K detector was operating with half of its ID PMTs due to an accident. The photo-coverage was only 19%, less than half of the design value of 40%. This phase is called “SK II”. The Super-K detector started again operation with full number ID PMTs in July 2006, and stopped briefly for the electronics upgrade in September 2008. This phase is called as “SK III”. The period from September 2008 to now is called “SK IV”, and the T2K experiment started the operation within the SK IV period. In following sections, the Super-K detector during SK IV period is described in details.

**2.5.2 Detector**

As described previously, the Super-K detector has a stainless steel structure which supports the PMTs and optically separates the water tank between the inner (ID) and outer detectors (OD). The ID and OD are optically isolated using black sheets. The ID volume is a cylinder having a 33.8 diameter and a 36.2 m height, which represents a
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capacity of 32 ktons of water. The 11,146 inward-facing PMTs are mounted on a 70 cm grid, and 7,650 of them are on the barrel (side walls), 1,748 PMTs are on the top cap and 1,748 PMTs are on the bottom round.

Figure 2.12: The schematic of 20 inch PMT from Ref. [78]. The inward-facing PMTs are installed in the stainless steel framework to detect the Cherenkov photons within the ID tank.

Figure 2.12 shows the schematic view of a 20 inch PMT. Each ID PMT has a diameter of 20 inch. The photo-cathode of ID PMT is made with bialkali (Sb-K-Cs) material, and the quantum efficiency of the photo-cathode has a peak about 21% at 360 ~ 400 nm as shown in Fig. 2.13. The photo-sensitive area of each ID PMT has a diameter φ > 460mm [79]. The design value of photo-coverage of the ID surface is 40%. The single photo-electron signal is clearly separated from the pedestal, and the transit-time spread for the signal is about 2.2 ns as shown on Figure 2.14. The dark noise rate of a PMT at the 0.25 p.e. threshold in Super-K is about 0.3kHz. The ID PMTs are operated with a gain of ∼ 10⁷ using a supply high voltage operated from 1600 V to 2000 V. The high voltage values are determined by the scintillator ball/Xe lamp calibration as described in Ref. [82]. To prevent the PMTs from cracking chain reaction, the ID PMTs are encased in fiber-reinforced plastic (FRP) cases with acrylic front windows.

All cables run up along the support structure to the top of the tank, then they are routed into the electronics huts. The black sheets cover the stainless steel framework except for the front window of ID PMTs as shown in Figure 2.15.

The 2.5 meter extension concentric to the support structure form the OD volume. The OD is designed to identify the incoming cosmic rays and atmospheric neutrino interactions with charge particles leaving the inner detector. Therefore, the requirements for the OD are not as stringent as those for the ID, e.g. the timing resolution is ∼ 15ns longer than the ID PMTs by 4 ns. The ID walls are covered with 8-inch PMTs, while 591 OD PMTs are recycled from the IMB experiment, and 1293 new PMTs are installed in the OD.

2.5.3 Electronics and data acquisition system

The T2K experiment started from 2010 during the SK IV phase. The electronics and DAQ system during SK IV period are described here.
Figure 2.13: Quantum efficiency of photo-cathode of ID PMT from Ref. [79]. The quantum efficiency is a function of wavelength.

Figure 2.14: The relative transit time distribution for a typical ID PMT at the single photo-electron intensity level from Ref. [78].

Figure 2.15: The schematic view of support structures for the inner detector [78].
To ensure the stability of data-taking and improve the high-speed processing, the front-end electronics of Super-K was replaced in September, 2008. The front-end electronics board is QBEE [83], which is an abbreviation of “QTC (charge to time converter) Based Electronics with Ethernet” as shown in Figure 2.16. The discriminators on the QBEE boards vary the discriminator voltage level from -0.3 to -14 mV for the PMT signals. If a signal of a PMT exceeds the threshold of the discriminator, the PMT is referred to as one “hit PMT”. There are eight QTC chips in a QBEE board, and QTC chip integrates the input charges and outputs pulses having width proportional to the amount of charge. A Time to Digital converter (TDC) receives the QTC output pulse, and the TDC chip digitizes the pulse width and arriving time information. Then, the charge, timing and the input channel information are stored in Fast-In-Fast-Out (FIFO) memory with size of 1.5 MB. A custom network interface card in QBEE transfers data to online PC by adopting Ethernet, and the data transfer for a QBEE board achieves 11.8 MB/s.

Data from the 550 QBEE boards are collected and saved into disk by the on-line system which is shown in Figure 2.17. The data digitized in QBEE are first transferred to 20 front-end PCs, then the software in front-end PCs sorts the data by time order, and finally, the data are sent to the Merge PCs. A manager PC receives the processed data report from the front-PCs, and the manager PC requests the data transfer to the specific Merge PC. After the confirmation of implementation from the Merge PC, the data flow manager computes the next request for transfer from the front-end PCs.

In the Merge PCs, data are sorted by timing order again. Then, the data are merged to blocks which contain the information of hit PMTs within 22 ms time window. The process software trigger searches if the signal exceed the trigger conditions. There are several triggers prepared for the different physical purpose, and the triggers are summarized in Table 2.3. Special High Energy (SHE) trigger, High Energy (HE) trigger, Low Energy (LE) trigger, Super Low Energy (SLE) trigger are basic triggers for different thresholds of numbers of hit PMTs. The after trigger (AFT) is designed to search a neutron tagging signal that is delayed 2.2 MeV $\gamma$-ray by a neutron capture. The AFT trigger save more than 500 $\mu$sec data after the SHE trigger. An outer detector (OD) trigger is searching the
CHAPTER 2. T2K EXPERIMENT

Figure 2.17: The block view of the data acquisition system for the Super-K. The QBEE boards integrate the PMT charge signal, digitize the signals, and transfer them to front-end PCs by Ethernet. In the right part of the figure, components of online system are drawn. The data are transferred from QBEE to the organizer PCs via Ethernet.

<table>
<thead>
<tr>
<th>trigger type</th>
<th>hit number within 200ns</th>
<th>save event time range µsec</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHE (before Sep. 2011)</td>
<td>70</td>
<td>$-5 \sim +35$</td>
</tr>
<tr>
<td>SHE (after Sep. 2011)</td>
<td>58</td>
<td>$-5 \sim +35$</td>
</tr>
<tr>
<td>HE</td>
<td>50</td>
<td>$-5 \sim +35$</td>
</tr>
<tr>
<td>LE</td>
<td>47</td>
<td>$-5 \sim +35$</td>
</tr>
<tr>
<td>SLE</td>
<td>34</td>
<td>$-0.5 \sim +1.0$</td>
</tr>
<tr>
<td>AFT</td>
<td>SHE not OD</td>
<td>$+35 \sim 535$</td>
</tr>
<tr>
<td>OD</td>
<td>22</td>
<td>$-5 \sim +35$</td>
</tr>
<tr>
<td>T2K</td>
<td>–</td>
<td>$-500 \sim +535$</td>
</tr>
</tbody>
</table>

activities that in outer detector. The T2K trigger selects the T2K beam events around the GPS signal time.

The triggered data blocks are sent to the Organizer PC, and the Organizer PC sort the data block again and remove the overlapping parts in the neighboring blocks. Then, the data are saved into the hard disks for off-line physics analysis.

The electronics and DAQ of SK IV provide the high speed processing which is necessary to lower the detecting energy threshold of solar neutrino to 4 MeV, and they have the capacity to detect 8,000 events within 10 sec for supernova neutrino.

GPS based trigger for T2K on-timing events

Spill information for trigger In Super-K, the SK DAQ system (sukonh02) receives the T2K spill information from J-PARC, and the DAQ system produces a T2K software trigger to save the beam data. The transfer from the J-PARC beamline to the SK DAQ system is done via a dedicated network as shown in Figure 2.18. The L2 VPN in SINET3 is used to avoid having a pass through firewalls and routers. To eliminate the timing biases, the hit PMT information within $\pm 500$ µsec near the beam arrival time
2.5. SUPER-KAMIOKANDE DETECTOR

Figure 2.18: The schematic of T2K beam data acquisition at Super-K. Spill information is transferred from J-PARC to Super-K via a dedicated network shown as the red thick line.

Figure 2.19: The hit PMT information within $\pm 500 \mu$sec are saved as T2K beam data at Super-K. At Mar. 2015, the time intervals of spills are 2.48 sec.

are stored in disk as shown in Figure 2.19 while the spill duration is (-2, 10) $\mu$s. The arrival timing at Super-K is calculated by the absolute spill time adding a neutrino time-of-flight (TOF), which is $295.336\text{km} \div 2.997 \times 10^5 \text{km/sec} = 985.134$ msec. The absolute spill time is based on the J-PARC GPS system that uses the spill information. After Super-K receives the spill information, it is transferred back to J-PARC for checking data corruption.

GPS-based event timing at Super-K Super-K has two independent GPS modules and their receiver: GPS1, and GPS2. Each GPS receiver sends one pulse per second (1PPS) to a local time clock (LTC) inside the mine. On top of this, an auxiliary Rb atomic clock that is installed to provide the timing information when the two GPS are not consistent.

The validity of the event timing is checked by monitoring the timing difference between GPS1 and GPS2. If both GPS systems receive GPS satellite signals normally, the timing difference between two GPS systems is less than 200nsec ($|T(\text{GPS1}) - T(\text{GPS2})| < 200$ ns). If only one satellite is available, the time difference may be large.

If the flag of both GPS1 and GPS2 are both error, so the spill data is flagged as a bad spill. After Jan. 2013, the restriction is changed to $|T(\text{GPS1}) - T(\text{GPS2}) - \text{offset}| < 100$ ns, otherwise the spill is classified as bad one. For T2K RUN1-4 spill data, only 0.05% fraction of the data are rejected by the GPS errors. The Rubidium clock is prepared for comparison of two GPS timing and give an auxiliary source of event timing if the two GPS are not consistent with Rb clock. The GPS2 has better stability than GPS1. During the T2K RUN1-3 period, GPS2 information is preferred than GPS1. During the T2K
CHAPTER 2. T2K EXPERIMENT

Figure 2.20: The schematic of the GPS system for the event timing information. The timing of each PMT hit and the 1PPS signal from the GPS clock are synchronized using a 60 kHz trigger signal. The GPS receiver is located at the entrance of the mine.

RUN4 period and after, the GPS2 is reliable in past tests, so only GPS2 information is used to determine the event timing. The summary of GPS selection for the event timing is in Table 2.4.

Table 2.4: Summary of clock selections for T2K beam event timing.

<table>
<thead>
<tr>
<th>T2K RUN</th>
<th>condition</th>
<th>selected time stamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-3</td>
<td></td>
<td>&lt; 100 ns or</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt; 100 ns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt; 100 ns</td>
</tr>
<tr>
<td>4</td>
<td>all</td>
<td>GPS2</td>
</tr>
</tbody>
</table>

2.6 Beam Data Summary

In April 2009, the construction of the T2K neutrino beam-line finished, and the beam-line started its commissioning. The T2K experiment started to take data for physical analysis (physics RUN) from Jan. 2010. This thesis uses the T2K RUN1-4 data, and Figure 2.21 shows the history of delivered T2K RUN1-4 POT until May 2013. The accumulative POT of good spills is $6.57 \times 10^{20}$. During the T2K RUN1 period, the proton beam operated with only six bunches in single beam spill. In other T2K RUN, the proton beam operated with 8 bunches. The RUN2 period was stopped due to the Great East Japan earthquake. Thanks for the unremitting efforts of the J-PARC/KEK staff, the proton beam was renovated before the end of 2011. The data sets analyzed in this thesis are mentioned in Chapter 5.1 and Appendix G.

The MUMON and the INGRID checked the average beam profile and direction as shown in Figure 2.22. The stability of beam direction is much better than $\pm 1$ mrad. The
event rates of INGRID for measuring the beam intensity have small fluctuation ($< 0.7\%$) except for the T2K RUN3b period. Since the horn currents in the T2K RUN3b period operated with only 205kA, the beam intensities by POT number are expected to be lower than for the other periods.

After T2K RUN4, J-PARC stopped to serve T2K beam for one year due to the Hadron Hall accident. Until now (Dec. 2015), the accumulated POT in neutrino mode is $7.09 \times 10^{20}$ and the POT in anti-neutrino mode is $4.04 \times 10^{20}$. The T2K experiment achieved $\sim 14.2\%$ accumulated beam data out of the nominal $7.8 \times 10^{21}$ POT goal.
Figure 2.22: The top plot is the INGRID measurement of the neutrino beam intensity stability. The horizontal axis shows the day of T2K operation period from Jan., 2010 to May, 2013, and the vertical dash lines show the boundaries of each T2K Run period. The vertical axis is the event rate of INGRID per $10^{14}$ POT. The fluctuations of event rates are smaller than 0.7% during the T2K RUN1-4 period, and interaction rates at the horn operated at 205kA are smaller than rates at other periods. The center and bottom plots are the beam direction measured by MUMON and INGRID. The vertical axis of center plot (bottom plot) shows the measured horizontal (vertical) direction of the beam. Each data point is the averaged direction of the beam for each main ring (MR) RUN. While the MUMON monitors the muon beam direction, INGRID measures the neutrino beam one, and its fluctuation are much better than ±1 mrad.
Chapter 3

Analysis overview

In this chapter, the overview of $\nu$-water neutral current quasi-elastic (NCQE) cross-section measurement is described. Figure 3.1 shows the overview of the analysis. To measure the $\nu$-water NCQE cross-section, we scale up the theoretical prediction by the factor obtained from the comparison between the expected number of events and the observed number of candidate events.

Figure 3.1: The flowing chart of the NCQE cross-section analysis.

The signal is de-excitation $\gamma$-ray induced by NCQE scattering. The T2K spill data events are reconstructed using fitting tools for the Super-K low energy event ($E_{\text{rec}} < 100$ MeV). After event reconstruction, we select the events with energy of 4 ~ 30 MeV. The neutrino beam spill has a bunch structure, so we select the events with the timing within 100ns from the timing center of one of bunches. Then, the reconstructed variables such as the vertex position are used to remove most of beam-unrelated backgrounds. As a
result, the observed number of de-excitation $\gamma$-ray candidate events is obtained.

Second, the expected number of events is calculated separately for beam-related one and beam-unrelated one as

$$N_{\text{exp}} = N_{\text{exp}}^{\text{beam-related}} + N_{\text{exp}}^{\text{beam-unrelated}} \quad (3.1)$$

The beam-related events are neutrino reaction events induced by the T2K neutrino beam, and they include several kinds of $\nu$-nucleus reactions: signal reaction of NCQCE and other background such as NC1$\pi$, CCQE, etc. To predict the number of beam-related events, the T2K $\nu$ beam flux prediction at Super-K is used to simulate the events at Super-K. We select the events in the same way as the data analysis. The beam-unrelated events are from the radioactive impurities of detector wall and PMTs mainly. To estimate the number of beam-unrelated events, we use the “off-timing” events which are described in Appendix E.

The systematic uncertainties of the measurement comes from the following sources: flux, cross-section, primary $\gamma$-ray production, secondary $\gamma$-ray production, Super-Kamiokande detector response, and oscillation parameters. The uncertainty of neutrino beam flux is mainly from the hadron production on the target, and the main component of the uncertainty due to hadron production is estimated with the CERN NA61 results. The uncertainty of neutrino cross-section is mainly derived from results of MiniBooNE, SciBooNE, and NOMAD experiments. The uncertainty due to the primary $\gamma$-ray production is estimated by varying the MC parameters or by incorporating the errors of external experiment data such as $^{16}\text{O}(e,e'p)^{15}\text{N}$ experiment in NIKHEF-K and $^{16}\text{O}(p,p'p)^{15}\text{N}$ at RCNP. The uncertainty due to the secondary $\gamma$-ray production is only estimated using two MC simulators, since there is no external experimental data. The uncertainty due to the detector response is estimated based on the Super-K calibration results. The expected number of CC events is affected by the oscillation parameters. The uncertainties of the oscillation parameters are used to estimate the variation of the expected number of CC events.

As a result, the $\nu$-oxygen NCQCE cross-section is measured with data in T2K RUN1-3 is described in Section 7.1. The new result including T2K RUN4 data until May 2013 is as described in Section 7.2.
Chapter 4

Prediction of observables at Super-K

4.1 Overview

This chapter describes the steps that lead to the expected observables at Super-K predicted with Monte Carlo (MC) simulations. The simulations are performed in three steps:

1. a neutrino beam simulation (Sec. 4.2)
2. a neutrino interaction simulation (Sec. 4.3)
3. a detector simulation (Sec. 4.4)

4.2 Neutrino beam simulation

The neutrino spectrum at Super-K is predicted in the following simulation steps: the simulation of proton beam hitting the target to produce hadrons, the propagation of these hadrons and their decay in the secondary beam-line that lead to the daughter neutrino.

First, the proton beam interactions and the hadronic chain productions in the target are simulated by FLUKA [99]. Then, the produced particles in target are transferred to JNUBEAM which is a simulation code based on GEANT3 [100]. JNUBEAM is designed to simulate propagation of the particle and its decay from the target to the decay tunnel and beam dump. Hadronic productions are corrected based on the data of external experiments such as the one by the CERN NA61/SHINE experiment (Ref. [90, 91]).

Figure 4.1 shows the expected neutrino beam flux at Super-K [89]. The fractions of $\nu_\mu$, $\overline{\nu}_\mu$, and $\nu_e$ in neutrino beam flux are respectively 94%, 6% and 1% assuming no neutrino oscillation, $\overline{\nu}_e, \nu_\tau, \overline{\nu}_\tau$ are not included in the simulation. The peak energy of the $\nu_\mu$ flux is about 600 MeV, and the tail extends to several GeV.

4.3 Neutrino Interaction simulation

The NEUT simulation code [88] is developed to simulate neutrino-nucleus interactions with various material such as proton, carbon, oxygen, iron, etc. The following neutrino-nucleus interactions are included in NEUT:

Charged Current Quasi-elastic Scattering: \( \nu + n \rightarrow l^- + p \)
Neutral Current Quasi-elastic Scattering: \( \nu + X \rightarrow \nu + (X - 1) + N' \)
CC Single \( \pi, K, \eta \) Resonance Production: \( \nu + N \rightarrow l^- + N' + \pi(\eta, K) \)
NC Single \( \pi, K, \eta \) Resonance Production: \( \nu + N \rightarrow \nu + N' + \pi(\eta, K) \)
CC Coherent \( \pi \) productions: \( \nu + X \rightarrow l^- + X + \pi \)
NC Coherent \( \pi \) productions: \( \nu + X \rightarrow \nu + X + \pi \)
CC Deep Inelastic Scattering: \( \nu + N \rightarrow l^- + N' + m\pi(\eta, K) \)
NC Deep Inelastic Scattering: \( \nu + N \rightarrow \nu + N' + m\pi(\eta, K) \)

where the \( l \) means the outgoing charged lepton, the \( N(N') \) is a target (outgoing) nucleon, the \( X \) is a target nucleus, and the \( m \) is an integer number of produced pions. In practice, NEUT generates Monte Carlo simulation events as follows:

1. The total number of interaction at energy \( E_\nu \) is calculated as \( \phi(E) \times \sigma_{tot}(E) \), where \( \phi(E_\nu) \) is the neutrino flux and \( \sigma_{tot}(E) \) is the total neutrino cross-section at \( E_\nu \).

2. The rate of each interaction is predicted using the corresponding interaction cross-section.

3. Events are generated according to the rate. For each event, outgoing particles are generated depending on the selected interaction type.

4. Some produced particle such as pions interact with a nucleon inside nucleus. The possible interactions are inelastic scattering, absorption, and charge exchange. These interactions are simulated before the particles going out of nucleus.

The neutrino-nucleus cross-sections implemented in NEUT are shown in Figure 4.2. This section discusses the \( \nu \)-oxygen NCQE interaction and the other background interactions such as CCQE, NC1\( \pi \), etc.
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4.3.1 Neutral Current Quasi-elastic Interaction

If the energy of incoming neutrino is larger than 50 MeV, the neutrino-nucleon cross-section is reduced by form factors due to the inner structure of the nucleon. The NC elastic scattering describes that a neutrino interact with a free nucleon, and the differential NC elastic cross-section is written as Llewellyn-Smith formalism:

$$d\sigma = \frac{G_F^2}{4\pi} \left[ A(q^2) \frac{m_N^2}{2E^2_\nu} \pm B(q^2) \frac{(s-u)}{2E^2_\nu} + C(q^2) \frac{(s-u)^2}{2m^2_N E^2_\nu} \right]$$,

(4.1)

where $E_\nu$ is the energy of the incident neutrino, $m_N$ is the nucleon mass, $G_F$ is the Fermi coupling constant. The $s,u$ are the Mandelstam variables. In Equation (4.1), the form factor terms of $A, B$ and $C$ are given by

$$A(q^2) = \frac{-q^2}{m_N^2} \{(1+\tau)(F_1^Z)^2 - (1-\tau)(F_2^Z)^2 + \tau(1-\tau)(F_2^Z)^2 + 4\tau F_1^Z F_2^Z\}$$,

$$B(q^2) = 4\tau F_1^Z F_2^Z$$,

$$C(q^2) = \frac{1}{4}((F_1^Z)^2 + (F_2^Z)^2 + \tau(F_2^Z)^2)$$,

(4.2)

where $\tau = \frac{-q^2}{4m_N^2}$, the momentum of weak current is $q = p' - p$, and $q^2 = -2m_N T_N$. $T_N$ is the kinetic energy of the nucleon. $F_1^Z$ is a form factor. $F_1^Z, F_2^Z$, and $F_A^Z$ are the Dirac, the Pauli, and the axial vector nucleon weak neutral current form factors respectively, and they are written as follows:

$$F_1^Z = \pm \frac{1}{2} F_1 - 2 \sin^2 \theta_W F_1^{EM,Z}$$,

$$F_2^Z = \pm \frac{1}{2} F_2 - 2 \sin^2 \theta_W F_2^{EM,Z}$$,

$$F_A^Z = \pm \frac{1}{2} (F_A^Z \pm F_\Lambda) = \frac{\Delta s \mp q_A}{2(1-\frac{q^2}{2m^2_A})}$$,

$$F_P^Z = \frac{2m^2_N F_P^Z}{m^2_N - q^2}$$,

(4.3)

where $Z$ is $p$ (proton) or $n$ (neutron), the $+$($-$) sign corresponds to the proton (neutron) form factors, the angle $\theta_W$ is the weak mixing angle, and $\Delta s = -0.08$ is the strange quark
contribution, $m_\pi$ is the mass of pion. Then, $F_1$, $F_2$ is defined as a function of electric form factor $G^V_E$ and magnetic form factor $G^V_M$:

$$F_1(q^2) = (1 + \tau)^{-1}[G^V_E + \tau G^V_M],$$
$$F_2(q^2) = (1 + \tau)^{-1}[G^V_M - G^V_E],$$

(4.4)

$F^{\text{EM},Z}_V$ and $F^{\text{EM},Z}_W$ are the Dirac and Pauli electromagnetic form factors respectively:

$$F^{\text{EM},Z}_1 = (1 + \tau)^{-1}[G^Z_E + \tau G^Z_M],$$
$$F^{\text{EM},Z}_2 = (1 + \tau)^{-1}[G^Z_M - G^Z_E],$$

(4.5)

where a parameterization of $G^V_E$, $G^V_M$, which is called “BBBA05” is used in NEUT. The parameterization is based on recent experimental data at Jefferson Lab. [107], and the two dipole nucleon form factors are written as shown in Ref. [108].

$$G^V_E = G^p_E - G^n_E, \quad G^V_M = G^p_M - G^n_M,$$

(4.6)

$$G^Z_{E,M} = \mu \sum_{k=0}^{2} a_k \tau^k + \sum_{k=1}^{3} b_k \tau^k$$

(4.7)

This thesis uses a recent theoretical calculation of NCQE cross-section [115] with the simple parameterization of $G^Z_{E,M}$ from Ref. [109, 110].

$$G^Z_{E,M} = \mu \sum_{k=0}^{1} a_k \tau^k + \sum_{k=1}^{3} b_k \tau^k$$

(4.8)

where the parameters $\mu$, $a_k$, and $b_k$ of $G^Z_{E,M}$ are summarized in Table 4.1 in which $\mu_p$, $\mu_n$ is the anomalous magnetic moment of proton (neutron) in units of the nuclear magneton. But, $G^p_E$ is given by [111].

$$G^p_E(Q^2) = \frac{A\tau}{1 + B\tau} G_D(Q^2),$$

(4.9)

where $G_D = (1 + Q^2/\Lambda^2)^{-2}$ with $\Lambda^2 = 0.71$ (GeV/c)^2 is a dipole form factor, $Q^2 = -q^2$, $A = 1.70$, and $B = 3.30$.

Table 4.1: Summary of parameters for nucleon electromagnetic form factors $G^Z_{E,M}$ from Ref. [109]. The parameter $a_0$ is assigned to be 1.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>$\mu$</th>
<th>$a_1$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^p_E$</td>
<td>1</td>
<td>-0.24</td>
<td>10.98</td>
<td>12.82</td>
<td>21.97</td>
</tr>
<tr>
<td>$G^p_M$</td>
<td>$\mu_p$</td>
<td>0.12</td>
<td>10.97</td>
<td>18.86</td>
<td>6.55</td>
</tr>
<tr>
<td>$G^n_M$</td>
<td>$\mu_n$</td>
<td>2.33</td>
<td>14.72</td>
<td>24.20</td>
<td>84.1</td>
</tr>
</tbody>
</table>

Impulse approximation

An impulse approximation (IA) method is adopted to obtain accurate quasi-elastic cross-section predictions on bound nucleons inside nucleus [112, 113]. First, let us consider the NCQE interaction as the following process

$$\nu + A \rightarrow \nu' + (A - 1) + N, \quad N = p, n$$

(4.10)
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Figure 4.3: Diagram of impulse approximation of $\nu + A \rightarrow \nu + (A-1) + N$. The interaction is described as a collection of scattering with individual nucleons.

Figure 4.3 shows the Feynman diagram of the impulse approximation model. The neutrino $\nu$ initially carries four momentum $k = (E_\nu, k)$. After scattering, the four momentum of $\nu'$ becomes $k' = (E'_{\nu}, k')$, and the momentum difference $q = k' - k = (\omega, q)$ is taken by the weak current. The bound nucleon has the initial four momentum $p = (E_0, p)$, then the nucleon $|x\rangle$ is knocked out with four momentum $p' = (E'_{0}, p')$. On the other hand, the residual nucleus $|R\rangle$ has the final four momentum as $(E_R, p_R)$ where $p_R = q - p'$. The differential cross-section is written as follows into the Born approximation as follows.

(Ref. [114])

$$
\frac{d^2\sigma}{d\Omega dE_{\nu'}} = \frac{G_F^2 E'_{\nu} L_{\mu\nu} W^{\mu\nu}}{8\pi^2 E_{\nu} m_N E'_{0}} \delta(\omega + E_0 - E'_{0}) \tag{4.11}
$$

where $G_F$ is the Fermi constant, and $m_N$ is the mass of nucleon. The lepton tensor $L_{\mu\nu}$ is given by the neutrino kinematics as below

$$
L_{\mu\nu} = 2[k'_\mu k_\nu + k'_\nu k_\mu - g_{\mu\nu}(k \cdot k') - i\epsilon_{\mu\nu\alpha\beta}k^\alpha k'^\beta] \tag{4.12}
$$

The hadronic tensor $W^{\mu\nu}$ contains the information of nucleus structure as follows: The initial state of hadronic is noted $|0\rangle$, and final state of all hadronic noted $|X\rangle$. $J^\mu$ is the nuclear weak neutral current operator. The hadronic tensor $W^{\mu\nu}$ is written as follows

$$
W^{\mu\nu} = \sum_X \langle 0|J^\mu|X\rangle \langle X|J^{\nu}|0\rangle \delta(p_0 + q - p_X) \tag{4.13}
$$

The IA scheme has two assumptions: (i) If the momentum of weak current $q$ is large, the target nucleus is probed as a collection of individual nucleons. (ii) Then, the knocked out nucleon is treated independently with the residual $(A-1)$ nucleus. The two assumptions mean that the IA model does not take into account of the Pauli blocking effect and the dynamical final state interactions (FSI).

Based on the assumption (i), the nuclear current operator is written as the sum of one nucleon currents

$$
J^\mu \rightarrow \sum_i J_i^\mu \tag{4.14}
$$
where the $i$-th current refers to the $i$-th individual bound nucleon which is knocked out of the nucleus. The final state $|X\rangle$ is separated to knockout nucleon $|x, p'\rangle$ and the residual nucleus $|R, p_R\rangle$.

$$|X\rangle \rightarrow |x, p'\rangle \otimes |R, p_R\rangle$$  \hspace{1cm} (4.15)

The above equation is used to rewrite the hadronic tensor parts as

$$\sum_X |X\rangle \langle X| \rightarrow \sum_x \int d^3p' |x, p'\rangle \langle p', x| \sum_R d^3p_R |R, p_R\rangle \langle p_R, R|$$  \hspace{1cm} (4.16)

A complete set of free nucleon states with momentum $p = -p_R$ is rewritten as

$$\int d^3p_R |N, -p_R\rangle \langle -p_R, N|$$  \hspace{1cm} (4.17)

Equation 4.15 is then used to substitute $|X\rangle$ in the bracket $\langle 0| J^\mu |X\rangle$ (in Equation 4.13). Then, the above Equation 4.17 is inserted into the bracket.

$$\langle 0| J^\mu |X\rangle = (\frac{m_N}{\sqrt{p_R^2 + m_N^2}})^{1/2} \langle 0| R, p_R |N, -p_R\rangle \sum_i \langle -p_R, N| j_i^\mu |x, p'\rangle$$  \hspace{1cm} (4.18)

The hadronic tensor becomes

$$W^{\mu\nu} = \sum_{x,R} \int d^3p_R d^3p' |\langle 0| R, p_R |N, -p_R\rangle|^{2m_N \frac{E}{E_{p_R}}}$$

$$\times \sum_i \langle -p_R, N| j_i^\mu |x, p'\rangle \langle p', x| j_i^\nu |N, -p_R\rangle$$

$$\times \delta^3(q - p_R - p') \delta(\omega + E_0 - E_R - E'_0)$$  \hspace{1cm} (4.19)

Because of the last delta function $\delta(\omega + E_0 - E_R - E'_0)$ is re-written by identity

$$\delta(w + E_0 - E_R - E'_0) = \int dE \delta(E - m_N + E_0 - E_R) \delta(\omega - E + m_N - E'_0)$$  \hspace{1cm} (4.20)

and another delta function $\delta^3(q - p_R - p')$ is canceled by integral of $\int d^3p_R$. The $W^{\mu\nu}$ becomes

$$W^{\mu\nu} = \int d^3p_R \ldots \delta(q - p_R - p') = 1 \times (...)$$  \hspace{1cm} (4.21)

Because of $p_R = q - p' = -p$, the spectral function of the target is defined as follow.

$$P(p, E) = \sum_R |\langle 0| R, -p |N, p\rangle|^{2}\delta(E - m_N + E_0 - E_R)$$  \hspace{1cm} (4.22)

where $E_0$ is the ground energy-level of the target nucleon, and $E_R = E + E_0 - m_N$ is the energy of the residual nucleus. Later, the spectral function is predicted using a local density approximation (LDA) \[116\] that inserts the nucleon-nucleon interactions in a calculation. The hadronic tensor $W^{\mu\nu}$ in Equation (4.19) is written as

$$W^{\mu\nu}(q, \omega) = \sum_i \int d^3pdE W_{i,N}(\omega) \frac{m_N}{E_p} P(p, E)$$  \hspace{1cm} (4.23)
The structure function

\[ A_i(x) = \sum_x \langle N, -p|j^i_x|x, p + q\rangle\langle p + q, x|j^i_N|N, p\rangle \times \delta(\omega + \sqrt{p^2 + m_N^2} - E_0) \] (4.24)

The nuclear binding effect appears in Equation (4.20) therefore the energy \( \omega \rightarrow \bar{\omega} \) is replaced by

\[
\bar{\omega} = E'_0 - \sqrt{p^2 + m_N^2} = \omega + E_0 - E_R - \sqrt{p^2 + m_N^2} = \omega - E + m_N - \sqrt{p^2 + m_N^2} \tag{4.25}
\]

Here, the differential cross-section for a nucleus is written as

\[
\frac{d\sigma_{\nu A}}{dE'_\nu d\Omega} = \int d^3p dE P(p, E) \frac{m_N}{E_p} \left[ \frac{2 \sigma_{\nu p}}{dE'_\nu d\Omega} + (A - Z) \frac{d\sigma_{\nu n}}{dE'_\nu d\Omega} \right] \tag{4.26}
\]

The differential cross-section for a bound nucleon is written as

\[
\frac{d^2\sigma_{\nu N}}{dE'_\nu d\Omega} = \frac{G_F^2}{8\pi^2} E'_\nu \langle N, \mu \nu \rangle L_{\mu \nu} W_{i, N}^{\mu \nu} \tag{4.27}
\]

The hadronic tensor of Equation (4.24) is written by the five structure functions \( W_j \) given by

\[
W_i^{\mu \nu} = -g^{\mu \nu}W_1 + \bar{p}^{\mu}p^{\nu}W_2 + \frac{i e \mu \nu \alpha \beta \bar{p}_\alpha p_\beta}{m_N^2} W_3 + \bar{q}^{\mu}q^{\nu}W_4 + (\bar{p}^{\mu}q^{\nu} + \bar{q}^{\mu}p^{\nu})W_5 \tag{4.28}
\]

where \( \bar{p} = (E_0, p) \) and \( \bar{q} = (\bar{\omega}, k - k') \). Now, a square of scattering matrix \( |M_{\nu N}|^2 \) is the leptonic tensor multiplying the hadronic tensor as follows.

\[
|M_{\nu N}|^2 = L^{\mu \nu}W_{N, \mu \nu} = 16 \sum_i W_i (\frac{A_i}{m_N^2}) \tag{4.29}
\]

\( A_i \) function contains the kinematic factors as shown in Appendix B of Ref. [134],

\[
\begin{align*}
A_1 &= m_N^2(k \cdot k') \\
A_2 &= (k \cdot \bar{p})(k' \cdot \bar{p}) - \frac{A_1}{2} \\
A_3 &= (k \cdot \bar{p})(k' \cdot \bar{q}) - (k \cdot \bar{q})(k' \cdot \bar{p}) \\
A_4 &= (k \cdot \bar{q})(k' \cdot \bar{q}) - \frac{A_5}{2} \\
A_5 &= (k \cdot \bar{p})(k' \cdot \bar{q}) + (k' \cdot \bar{p})(k \cdot \bar{q}) - (k \cdot \bar{p}) \frac{A_1}{m_N^2}
\end{align*} \tag{4.30}
\]

The \( A_{4,5} \) terms only contribute 4% to the cross-section, and the \( A_{1-3} \) terms dominate. The structure function \( W_j \) is written in terms of nucleon form factors \( F_i \) [115].

\[
\begin{align*}
W_1 &= \tau (F_1^Z + F_2^Z)^2 + (1 + \tau)(F_3^Z)^2 \\
W_2 &= (F_1^Z)^2 + \tau (F_2^Z)^2 + (F_3^Z)^2 \\
W_3 &= (F_1^Z + F_2^Z)F_A \\
W_4 &= \frac{1}{3}[(F_1^Z)^2 + \tau (F_2^Z)^2 - (F_1^Z + F_2^Z)^2 - 4F_p(F_A - \tau F_Z^Z)] \\
W_5 &= \frac{1}{2}W_2
\end{align*} \tag{4.31}
\]

where the \( \tau = -\bar{q}^2/(4m_N^2) \). The form factor \( F_i^Z \) is assigned with Equation [4.3].

Figure 4.4 shows the comparison between the NCQE cross-section and the other NC cross-sections. The NCQE cross-section dominates in subGeV region, and most of the de-excitated \( \gamma \)-ray candidate events are expected from NCQE reactions.
4.3.2 De-excitation gamma ray induced by NCQE interaction

NEUT simulates the nuclear de-excitation after $\nu$-nucleus interaction. Here, the simulation of $\gamma$-ray de-excitation in the residual nucleus is described. The weak neutral current knocks out a nucleon, and the residual nucleus is excited with a nucleon hole state.

Not only single nucleon, but also multi-nucleons may be emitted in the NCQE reaction due to the final state interaction (FSI). The $\nu$-oxygen NCQE scatterings are given by:

$$
\begin{align*}
\nu + ^{16}O & \rightarrow \nu + ^{15}O^* + n \\
\nu + ^{16}O & \rightarrow \nu + ^{15}N^* + p \\
\nu + ^{16}O & \rightarrow \nu + ^{14}N^* + n + p \\
\nu + ^{16}O & \rightarrow \nu + ^{14}B^* + p + p \\
\end{align*}
$$

If a low-lying nucleon is knocked out in NCQE scattering, the residual oxygen (nitrogen) nucleus is excited as shown in Figure 4.5. The residual nucleus could de-excite to the ground state by emitting a $\gamma$-ray with energy of 6 MeV $\sim$ 10 MeV. The de-excitation $\gamma$-rays are observed by the Super-K detector, and they are referred to as “primary” $\gamma$-rays.

If the knocked-out nucleon interacts with other oxygen nucleus in water, it could lead another emission of de-excitation $\gamma$. At the same time, the hadronic interaction may emit more nucleons, therefore more de-excitation $\gamma$-rays could be produced. The $\gamma$-rays is referred to as “secondary” $\gamma$-rays. The “secondary” $\gamma$-rays are observed and pile up with “primary” $\gamma$-rays in the Super-K detector. The whole schematic of neutrino-oxygen NCQE and the de-excitation $\gamma$-rays are shown in Figure 4.6.

The primary $\gamma$-ray production is discussed in this section, and secondary $\gamma$-ray production is discussed in Subsec. 4.4.1.
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Figure 4.5: Neutrino-oxygen NCQE interaction schematic. In this figure, a proton in \( p(3/2) \) state is knocked out of oxygen nuclear, and the interaction leave a nucleon hole.

Spectral function and spectroscopic factor

NEUT adopted a fermi gas model for a description of the momentum distribution of nucleons \( n(p) = n(0) \) which is constant if \( |p| \leq p_F \), where \( p_F \) is the momentum of nucleons on the Fermi surface. The Pauli blocking effect restricts the the momentum value of the outgoing nucleon to \( |p| > p_F \). \( p_F \) is assigned as 225 MeV for the oxygen nucleus in NEUT. The NCQE cross-section for bound nucleons is calculated in the Relativistic Fermi Gas (RFG) model which was proposed by Smith and Moniz [106].

Recently, the spectral function is added in NEUT for accurate prediction of neutrino cross-section. In Equation (4.26), the spectral function \( P(p, E) \) describes a probability of removing a nucleon \( \phi(p) \) from the target with the removal energy \( E \), where \( p \) is the momentum of nucleon. The spectral function of oxygen nucleus is derived using the local density approximation (LDA) module, which combines the electron scattering experimental data and the theoretical calculation for the nuclear matter [116, 117].

The LDA-based theoretical prediction is proved by the \((e, e'p)\) proton knocked-out experiment of E97-006 at Jefferson Lab. [118]. The spectral function is written in the factorized form as follows

\[
P_N(p, E) = \sum_{\alpha \in F} n_\alpha |\phi_\alpha(p)|^2 f_\alpha(E - E_\alpha) \tag{4.33}\]

where \( \phi_\alpha \) is the momentum-space wave function of single nucleon in a \( \alpha \)-th shell model state (e.g. Woods-Saxon wave functions). \( f_\alpha(E - E_\alpha) \) represents the energy width of the \( \alpha \)-th state, and \( -E_\alpha \) is the single binding energy of the \( \alpha \)-state in mean field approximation. The occupation probability of the \( \alpha \)-th state is \( n_\alpha \leq 1 \). If there is no nucleon-nucleon (NN) correction, \( n_\alpha = 1 \) and \( f_\alpha = \delta(E - E_\alpha) \) are derived. All the states are summed up in the Fermi sea \( F \).

Inside the nucleus, the nucleon-nucleon (NN) interaction induces virtual scattering processes. The virtual scattering processes excites the participating nucleons to energy states higher than the Fermi energy \( p_F \). Virtual scattering processes also lead the contin-
In a $^{16}$O nucleus, the probability of removing each nucleon depends on its removal energy $E$. For a simple shell model, the nucleons occupy three states: $1p_{1/2}$, $1p_{3/2}$ and $1s_{1/2}$ with a removal energy of 12.1, 18.4 and 42 MeV respectively. In the LDA model, the removal energy of nucleon state is not a single value. Figure 4.8 shows the integral of Equation (4.33) over nucleon momentum, and the red line in the figure represents the removal energy distribution of the protons in $^{16}$O [115]. There are two sharp peaks of $1p_{1/2}$ state and $1p_{3/2}$ state, while the peak of $1s_{1/2}$ state is distributed over a broad energy range.

In practice, the spectroscopic factor (strength) of $\alpha$-th state represents the probability to remove a nucleon in $\alpha$-th state. The spectroscopic factor of the $\alpha$-state is calculated by integrating the removal energy distribution over the corresponding energy region of the $\alpha$-th state. Here, the three spectroscopic factors of the proton states is calculated as the integral value over the removal energy range of $11.0 \leq E \leq 14.0$ MeV, $17.25 \leq E \leq 22.75$ MeV, and $22.75 \leq E \leq 62.25$ MeV respectively. The removal energy distribution of the neutrons in $^{8}$O is similar to the proton one, but the distribution of the neutrons is more strongly bound by 3.54 MeV than the proton one from Ref. [119]. The spectroscopic factors are expected be the same between the neutron and proton states.

Recently, a theoretical calculation for the spectroscopic factors and the NCQE cross-
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Figure 4.7: The spectral function $P(p, E)$ of oxygen nucleus using LDA-based calculation from Ref. [112]. Left plot is the three dimensional plot of spectral function $P(k, E)$, where the absolute value of wave vector is $k = |k| = |2\pi p|/h$. The right plot is the scatter plot of $P(k, E)$. There are about 20 percent of $P(k, E)$ extend to the region $|p| \gg p_F$ and $E \gg e_F$.

Section has been published (Ref.[115]). Therefore, we update the spectroscopic factors (SFs) in the NEUT simulation. The default value for NEUT spectroscopic factor [120] and the updates for SFs are summarized in Table 4.2.

Table 4.2: The spectroscopic factor (SF) of each nucleon state in $^{16}\text{O}$. Here, the SFs of the $\alpha$-th shell state are listed. The NEUT default values are taken from previous calculation in Ref.[120]. This thesis uses the updated values in Ref. [115].

<table>
<thead>
<tr>
<th>residual nucleus</th>
<th>$1p_{1/2}$</th>
<th>$1p_{3/2}$</th>
<th>$1s_{1/2}$</th>
<th>others</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEUT $^{15}\text{N}$</td>
<td>0.188</td>
<td>0.435</td>
<td>0.188</td>
<td>0.189</td>
</tr>
<tr>
<td>default $^{15}\text{O}$</td>
<td>0.188</td>
<td>0.375</td>
<td>0.188</td>
<td>0.249</td>
</tr>
<tr>
<td>Update $^{15}\text{N}$</td>
<td>0.158</td>
<td>0.3515</td>
<td>0.1055</td>
<td>0.385</td>
</tr>
<tr>
<td>$^{15}\text{O}$</td>
<td>0.158</td>
<td>0.3515</td>
<td>0.1055</td>
<td>0.385</td>
</tr>
</tbody>
</table>

1Ref.[115] do not take account the degeneracy of the $\alpha$-th state, and the listed spectroscopic factor in Ref.[115] represent a eight times of the knocked-out probability of single nucleon. In this thesis, the total knocked-out probability of nucleons in $\alpha$-th state is listed. For example, $1p_{3/2}$ state has four protons, therefore we list the probability of single nucleon multiplied by four times as the probability of $1p_{3/2}$ state in Table 4.2.
Figure 4.8: The spectral function integration over momentum for the protons and the neutrons in $^{16}\text{O}$ nucleus is a function of the removal energy ($E$) \cite{115}. From Ref. \cite{119}, the neutrons are bound more strongly to the nucleus than those of protons, by 3.54 MeV. The spectroscopic factors (strength) is obtained integrating over the energy range $11.0 \leq E \leq 14.0$ MeV, $17.25 \leq E \leq 22.75$ MeV, and $22.75 \leq E \leq 62.25$ MeV, respectively.

**Branching ratio of de-excitation $\gamma$-ray**

In the NCQE cross-section measurement, the Super-K detector observes the de-excitation $\gamma$-ray events. If there were only primary $\gamma$-rays, the cross-section of $\gamma$-ray production induced by NCQE reactions would be written as below

$$
\sigma_\gamma \equiv \sigma(\nu + ^{16}\text{O} \rightarrow \nu + \gamma + Y + N + ....) = \sum_\alpha \sigma(\nu + ^{16}\text{O} \rightarrow \nu + \gamma + X_{i,\alpha}^{*} + N + ....) Br(X_{i,\alpha}^{*} \rightarrow \gamma + Y) \tag{4.34}
$$

where $N$ is the knocked-out nucleon, and $X_{i,\alpha}$ is the residual nucleus with the $\alpha$-th nucleon hole state, where the $\alpha$-th state is $1p_{1/2}$, $1p_{3/2}$, $1s_{1/2}$ and the other continuum hole states. $Y$ is the final system resulting from the electromagnetic decay of $X_{i,\alpha}$, e.g., $^{15}\text{O,}^{15}\text{N,}^{14}\text{N+n,}^{14}\text{C+p}$. The $Br(X_{i,\alpha}^{*} \rightarrow \gamma + Y)$ denotes the $\gamma$-ray emission branching ratio for the $\alpha$-th hole state of residual nucleus $X_{i,\alpha}$. The electron-oxygen scattering $^{16}\text{O}(e,e'p)^{15}\text{N}$ experiment provides the $\gamma$-ray emission branching ratios of $1p_{3/2}$, and proton-oxygen nucleus scattering $^{16}\text{O}(p,p'p)^{15}\text{N}$ experiment provides the branching ratios of $1s_{1/2}$ hole states.

There is no experimental data about the multi-hole de-excitation. We only assign the multi-hole state to the same value as for single hole.

**1p_{1/2} hole state** Since $1p_{1/2}$ hole state does not lead to a de-excitation, no $\gamma$-ray emissions are expected for the hole states.

**1p_{3/2} hole state** Figure 4.9 (from Ref. \cite{122}) shows that there are three possible energy levels for a nucleon to de-excite into a $1p_{3/2}$ proton hole state: 6.32 MeV, 9.93 MeV and 10.70 MeV. The results of $^{16}\text{O}(e,e'p)^{15}\text{N}$ experiment in NIKHEF-K\cite{123} provide the three spectroscopic factors of the three energy levels. Therefore, we assign the probabilities...
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Table 4.3: The summaries of the energy levels and the \( \gamma \)-ray emission branching ratios for the \( 1p_{3/2} \) nucleon hole state. The column of “Prob. of E.L.” represents the probabilities of the three energy levels. The column of “B.R. in E.L.” represents the \( \gamma \)-ray emission branching ratios of each energy level, and the column of “BR of \( (X_{n} \rightarrow \gamma + Y) \)” represents the branching ratios of each de-excitation mode.

<table>
<thead>
<tr>
<th>Residual nucleus</th>
<th>Energy level (MeV)</th>
<th>( J^e )</th>
<th>( E_{\gamma} ) (MeV)</th>
<th>( E_{p} ) (MeV)</th>
<th>Prob. of E.L. (%)</th>
<th>B.R. in E.L. (%)</th>
<th>BR of ( (X_{n} \rightarrow \gamma + Y) ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^{15}N )</td>
<td>6.32</td>
<td>( \frac{3}{2}^- )</td>
<td>6.32</td>
<td>–</td>
<td>86.9</td>
<td>100</td>
<td>86.9</td>
</tr>
<tr>
<td></td>
<td>9.93</td>
<td>( \frac{3}{2}^- )</td>
<td>9.93</td>
<td>–</td>
<td>77.6±1.9</td>
<td>3.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5.27±5.30</td>
<td>4.9</td>
<td>15.4±1.5</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6.32</td>
<td>–</td>
<td>4.9±1.2</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.30</td>
<td>–</td>
<td>2.1±0.8</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.70</td>
<td>( \frac{3}{2}^- )</td>
<td>–</td>
<td>0.5</td>
<td>8.2</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>( ^{15}O )</td>
<td>6.18</td>
<td>( \frac{3}{2}^- )</td>
<td>6.18</td>
<td>–</td>
<td>86.9</td>
<td>100</td>
<td>86.9</td>
</tr>
<tr>
<td></td>
<td>9.61</td>
<td>( \frac{3}{2}^- )</td>
<td>–</td>
<td>0.5</td>
<td>4.9</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.48</td>
<td>( \frac{3}{2}^- )</td>
<td>–</td>
<td>0.5</td>
<td>8.2</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

of the three energy levels with the relative fractions of the three spectroscopic factors. The assigned probabilities are shown in the column of “prob. of E.L.” in Table 4.3.

For each energy level of \( ^{15}N \), a table in Ref. [124] provides the branching ratios of each de-excitation mode. The energy level of 6.32 MeV emits only single \( \gamma \)-ray with a 100% branching ratio. The energy level of 9.93 MeV emits single \( \gamma \)-ray with a 77.6% branching ratio and multi-\( \gamma \) rays with a \( \sim 22\% \) branching ration. The highest energy level of 10.7 MeV does not produce any \( \gamma \)-rays, but a free nucleon instead.

Since there is no experimental data of \( \gamma \)-ray emission from \( 1p_{3/2} \) neutron hole state, the spectroscopic factors of the three energy levels 6.18 MeV, 9.61 MeV and 10.48 MeV are set to the same values than the corresponding energy levels of proton hole state. From the Table of energy level \( ^{15}O \) in Ref. [124], the energy level of 9.61 MeV does not emit any \( \gamma \)-rays. Thus, only the energy level of 6.18 MeV produces \( \gamma \)-rays, with an energy \( > 5 \) MeV.

The \( \gamma \)-ray emission branching ratios of \( 1p_{3/2} \) nucleon hole state are summarized in Table 4.3. From the table, the proton hole state has a 91.8% probability to emit \( \gamma \)-rays, and the neutron hole state has a 86.9% probability to emit \( \gamma \)-rays. Most emitted \( \gamma \)-rays have energy of \( \sim 6 \) MeV, which exceeds the threshold of 4 MeV for the analysis.

**1s_{1/2} hole state** Table 4.4 summarizes the \( \gamma \)-ray emission branching ratios of \( 1s_{1/2} \) proton hole states from Ref. [125].

Here, we use data of \( ^{16}O(p,p')^{15}N \) experiment of E148 at the Research Center for Nuclear Physics (RCNP) [126] to assign the values of the \( \gamma \)-ray emission branching ratios for the \( 1s_{1/2} \) proton hole state. Then, the branching ratios to emit \( \gamma \)-rays with energy \( E_{\gamma} > 6 \) MeV and \( 3 \) MeV\( < E_{\gamma} \leq 6 \) MeV are estimated to be 15.6% and 27.9% respectively [125]. The E148 experiment does not observe the 15 MeV \( \gamma \)-ray emitted from \( T = 1, 1^+ \) state of \( ^{12}C \), therefore we do not include the 15 MeV \( \gamma \)-ray in the simulation.

Since there is no experimental data of \( \gamma \)-ray emission from the \( 1s_{1/2} \) neutron hole
Table 4.4: The summaries of the energy levels and the $\gamma$-ray emission branching ratios for the $1s_{1/2}$ proton hole state from Ref. [125]. The column of “B.R. in E.L.” represents the $\gamma$-ray emission branching ratios of each energy level, and the column of “BR of ($X_\alpha \rightarrow \gamma + Y$)” represents the branching ratios of each de-excitation mode.

<table>
<thead>
<tr>
<th>Decay scheme</th>
<th>Energy level (MeV)</th>
<th>$J^\pi$</th>
<th>$E_\gamma$ (MeV)</th>
<th>BR in E.L. (%)</th>
<th>BR of ($X_\alpha \rightarrow \gamma + Y$) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{13}$C+d</td>
<td>3.09</td>
<td>$^{1/2}_2^+$</td>
<td>3.09</td>
<td>100</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>3.68</td>
<td>$^{3/2}_2^+$</td>
<td>3.68</td>
<td>99.3</td>
<td>4.2</td>
</tr>
<tr>
<td></td>
<td>3.85</td>
<td>$^{5/2}_2^+$</td>
<td>3.09</td>
<td>1.20</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.68</td>
<td>36.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.85</td>
<td>62.5</td>
<td></td>
</tr>
<tr>
<td>$^{12}$C+t</td>
<td>4.44</td>
<td>$2^+$</td>
<td>4.44</td>
<td>100.0</td>
<td>5.8</td>
</tr>
<tr>
<td>$^{14}$N+n</td>
<td>4.92</td>
<td>$0^-$</td>
<td>4.92</td>
<td>97</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>5.11</td>
<td>$2^-$</td>
<td>5.11</td>
<td>79.9</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td></td>
<td>5.69</td>
<td>$1^-$</td>
<td>3.38</td>
<td>63.9</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5.69</td>
<td>36.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.83</td>
<td>$3^-$</td>
<td>5.11</td>
<td>62.9</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5.83</td>
<td>21.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.20</td>
<td>$1^+$</td>
<td>3.89</td>
<td>76.9</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6.20</td>
<td>23.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.45</td>
<td>$3^+$</td>
<td>5.11</td>
<td>8.1</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6.44</td>
<td>70.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.03</td>
<td>$2^+$</td>
<td>7.03</td>
<td>98.6</td>
<td>(6.7)</td>
</tr>
<tr>
<td>$^{14}$C+p</td>
<td>6.09</td>
<td>$1^-$</td>
<td>6.09</td>
<td>100.0</td>
<td>(&lt;0.1)</td>
</tr>
<tr>
<td></td>
<td>6.59</td>
<td>$0^+$</td>
<td>6.09</td>
<td>98.9</td>
<td>(&lt;0.1)</td>
</tr>
<tr>
<td></td>
<td>6.73</td>
<td>$3^-$</td>
<td>6.09</td>
<td>3.6</td>
<td>(0.43)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6.73</td>
<td>96.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.90</td>
<td>$0^-$</td>
<td>6.09</td>
<td>100.0</td>
<td>(&lt;0.1)</td>
</tr>
<tr>
<td></td>
<td>7.01</td>
<td>$2^+$</td>
<td>6.09</td>
<td>1.4</td>
<td>(6.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.01</td>
<td>98.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.34</td>
<td>$2^-$</td>
<td>6.09</td>
<td>49.0</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6.73</td>
<td>34.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.34</td>
<td>16.7</td>
<td></td>
</tr>
</tbody>
</table>
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Figure 4.9: Energy level scheme of proton hole state in $^{15}$N from Ref. [122]. The de-excitation modes are shown.

state, the branching ratio values of neutron hole states are assigned to the same values than the proton hole state ones.

Other continuum hole states As shown in Figure 4.8, the removal energy distribution of $^{16}$O extends to $E \sim 300$ MeV. The nucleon states with removal energy larger than 62 MeV are referred to as “continuum nucleon states”, as there is no peak in the energy region in the figure. There is no experiment that observes $\gamma$-ray emission from these continuum states. In this thesis, we assume that no $\gamma$-ray is emitted from the states.

Summary

The expected energy distribution of primary $\gamma$-rays is shown in Figure 4.10. Most of $\gamma$-rays have energy of 6.18 MeV or 6.32 MeV, as they are de-excited from $\sim 6$ MeV energy level of $1p_{3/2}$ nucleon hole states. The other energy levels of $1p_{3/2}$ hole states and $s_{1/2}$ hole states have smaller branching ratios to emit $\gamma$-rays with $E_\gamma > 3$ MeV.

From Ref. [115], Figure 4.11 shows the comparison between the NCQE cross-section $\sigma_{NCQE}$ and the $\gamma$-ray production cross-section with only primary $\gamma$-rays $\sigma_\gamma$. The shape of $\sigma_\gamma(E_\nu)$ is similar to the shape of $\sigma_{NCQE}(E_\nu)$\footnote{Because the $\sigma_\gamma(E_\nu)$ mainly depends on the removal energy of $1p_{3/2}$ nucleon state, and the $\sigma_{NCQE}(E_\nu)$ is dependent on the average value of the removal energy, the shapes of the two cross-sections are not identical.} The ratio of $\sigma_\gamma/\sigma_{NCQE}$ is $\sim41\%$ for neutrino energy of 600 MeV.

4.3.3 Other neutrino interactions

On top of the $\gamma$-rays produced in NCQE interactions, the $\gamma$-ray events coming from the other $\nu$-oxygen interactions are introduced here.
Figure 4.10: The energy distribution of primary $\gamma$-rays induced by NCQE reactions. The $\gamma$-rays with energy of 6.18 MeV and 6.32 MeV dominate in the energy distribution. The $\gamma$-rays with energy of 9.93 MeV are emitted from the 9.93 MeV energy level of $1p_{3/2}$ proton hole state.

NC interaction

NC inelastic The neutral current (NC) inelastic interaction, in which the target nucleus is excited, produces the de-excitation $\gamma$-rays. Therefore, the NC inelastic interaction is a background source for NCQE interaction measurement. The processes of de-excitation $\gamma$-rays induced by NC inelastic interactions are given by

$$\nu + ^{16}O \rightarrow \nu + ^{16}O^* \rightarrow ^{15}N^* + p \ (^{15}O^* + n) \quad (4.35)$$

If the neutrino has energy of $E_\nu \geq 200$ MeV, the NC inelastic cross-section $\sigma_{NC\text{inelastic}}(E_\nu)$ is predicted using an extrapolation method [130, 131]. Then, the extrapolation result is calculated as $\sigma_{NC\text{inelastic}}(E_\nu=500 \text{ MeV}) \simeq 4.8 \times 10^{-40}\text{cm}^2$, which is much smaller than the cross-section of NCQE reaction $\sigma_{NCQE}(E_\nu=500 \text{ MeV})$. We assume that the $\gamma$-rays production for the NC inelastic reaction is similar to the NCQE-reaction one. As a result, the NC inelastic reaction contributes $<3\%$ fraction of the de-excitation $\gamma$-ray events.

NC1$\pi$ The NC1$\pi$ interaction has two kinds of production mechanisms: The first one is via a delta ($\Delta$) resonance. The second one is a coherent interaction with the entire nucleus. Since the $\gamma$-rays events induced by NC1$\pi$ $\Delta$ resonance dominate, we focus on the NC1$\pi$ $\Delta$ resonance reactions here. The neutrino with energy of around 1 GeV excites a $\Delta$ resonance in the scattering, which then decays into a nucleon and a pion as below:

$$\nu + N \rightarrow \nu + \Delta \rightarrow \nu + N' + \pi \quad (4.36)$$

If the produced pion is absorbed before going out of the nucleus or if it is absorbed by the other oxygen nucleus in water, a de-excitation $\gamma$-ray is produced as below.

$$\pi^\pm + ^{16}O \rightarrow X^*_\alpha + N' + \ldots \rightarrow Y + \gamma + \ldots$$

where the residual nucleus $X^*_\alpha$ emits $\gamma$-rays, and the produced nucleon $N'$ induces the secondary $\gamma$-ray production.
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Figure 4.11: The cross-section of neutrino-oxygen (anti-neutrino-oxygen) NCQE reaction $\sigma_{NCQE}(E_{\nu})$ is plotted as the red dashed line (blue dashed line). The cross-section of primary $\gamma$-ray production induced by neutrino-oxygen (anti-neutrino-oxygen) NCQE reaction $\sigma_{\gamma}(E_{\nu})$ is plotted as the red line (blue line).\cite{115}

In NEUT, the pion absorption in the nuclear medium is simulated using the pion scattering data from Ref. \cite{132,134}. Then, the branching ratio of $\gamma$-ray emission for each residual nucleus $X^*_\alpha$ are assigned using the experimental results of $\pi^-$ absorption at rest in water at CERN \cite{136}. In this experiment, the $\gamma$-rays are emitted from the residual excited nuclei such as $^{16}$O*, $^{15}$N*, $^{14}$N*, $^{14}$C*, $^{13}$N*, $^{12}$C*, and $^{10}$B*. The residual nuclei and the $\gamma$-ray emission branching ratios are summarized in Table 4.5. The sum of $\gamma$-ray emission branching ratios for each residual nucleus is less than 6.1%.

The expected number of NC1$\pi\Delta$ resonance events is $\sim 20\%$ fraction of the de-excitation $\gamma$-ray events at energy of the T2K neutrino.

CC interaction

If the neutrino-nucleus charge current (CC) interaction produces a charge lepton with a low momentum, the CC interaction might be a background source. There are two possible situations leading to a $\gamma$-ray candidate event induced by CC interaction: First, the charged lepton signal with a mis-identified Cherenkov angle is selected as a $\gamma$-ray event. Second, a nucleon is knocked out of the nucleus in a CCQE interaction, and a de-excitation $\gamma$-ray is emitted from the excited nucleus. The expected number of CC events is $\sim 4\%$ fraction of the de-excitation $\gamma$-ray events.

Background reaction cross-section correction by external data

The T2K experiment uses a series of external experiments and on-situ measurements to correct the prediction of neutrino interaction cross-sections \cite{129}. The external experiments such as MiniBooNE\cite{92,95}, SciBooNE\cite{97,98}, and NOMAD\cite{96} measure the neutrino cross-sections for a neutrino energy from subGeV to few GeV. In the NCQE
Table 4.5: The γ-ray emission branching ratios of the excited nucleus produced by pion absorption are summarized. The nucleus emits a γ-ray with a branching ratio less than 6.1%.

<table>
<thead>
<tr>
<th>residual nucleus</th>
<th>Energy level (MeV)</th>
<th>$J^\pi$</th>
<th>$E_\gamma$ (MeV)</th>
<th>BR of $(X_\alpha \to \gamma + Y)$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{16}$O</td>
<td>6.13</td>
<td>3$^-$</td>
<td>6.13</td>
<td>1.7</td>
</tr>
<tr>
<td>$^{15}$N</td>
<td>5.270</td>
<td>$\frac{5}{2}^+$</td>
<td>5.27</td>
<td>0.5</td>
</tr>
<tr>
<td>$^{14}$N</td>
<td>2.313</td>
<td>0$^+$</td>
<td>2.31</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>3.945</td>
<td>1$^+$</td>
<td>1.63+2.31</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>5.106</td>
<td>2$^-$</td>
<td>5.11</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>2$^-$</td>
<td>2.79+2.31</td>
<td></td>
<td>0.2</td>
</tr>
<tr>
<td>$^{14}$C</td>
<td>6.728</td>
<td>3$^-$</td>
<td>6.72</td>
<td>&lt;0.2</td>
</tr>
<tr>
<td>$^{13}$C</td>
<td>3.684</td>
<td>$\frac{3}{2}^-$</td>
<td>3.68</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>3.854</td>
<td>$\frac{5}{2}^+$</td>
<td>3.85</td>
<td>1.0</td>
</tr>
<tr>
<td>$^{12}$C</td>
<td>4.439</td>
<td>2$^+$</td>
<td>4.44</td>
<td>4.0</td>
</tr>
<tr>
<td>$^{10}$B</td>
<td>0.717</td>
<td>3$^+$</td>
<td>0.72</td>
<td>1.3</td>
</tr>
</tbody>
</table>

cross-section measurement, they are used to constrain the simulation model for the background neutrino interactions, such as CCQE, CC1π, and NC1π.

The cross-section models in NEUT have some input parameters, that are replaced using external experimental results. In the analysis, the used parameters are listed as follows:

- $M_{A}^{QE}$: the axial mass for axial vector form factor of CCQE cross-section model.
- $M_{A}^{RES}$: the axial mass for axial vector form factor of CC1π Δ resonance(res) reaction model or NC1π Δ resonance(res) reaction model.
- Three normalization parameters (norm) for CCQE, CC1π res, and NC1π res that are empirical and control the overall normalization of the cross-section.

Table 4.6 summarizes the parameters of the background cross-section models.

### 4.4 Detector Simulation

Super-K has developed a GEANT3-based[100] package (SKDETSIM) which is designed to simulate the propagation and interaction of the particles produced by the neutrino interaction. The package also simulates the Cherenkov light production by the charge particles, the photon absorption and scattering in water, the photon detection by the PMTs, and the signal digitization by SK DAQ.

#### 4.4.1 Secondary gamma ray production

Here, the simulation of secondary γ-ray production is described. Unlike primary γ-ray production, there is no experimental data about the secondary γ-ray production. We only use some simulators in hand to predict the production without a data correction from external experiments.
Table 4.6: The parameters for the cross-section models. The values of the parameters are used to correct the cross-sections in the simulation.

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Value</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{QE}^A$</td>
<td>1.21 GeV/c$^2$</td>
<td>axial mass for axial vector form factor of CC quasi-elastic</td>
</tr>
<tr>
<td>$M_{RES}^A$</td>
<td>1.41 GeV/c$^2$</td>
<td>axial mass for axial vector form factor of CC1π (res) or NC1π (res)</td>
</tr>
<tr>
<td>CCQE norm. $E_\nu &lt; 1.5$ GeV</td>
<td>1.0</td>
<td>normalization value for CCQE, $E_\nu &lt; 1.5$ GeV</td>
</tr>
<tr>
<td>CC1π(res) norm. $E_\nu &lt; 2.5$ GeV</td>
<td>1.15</td>
<td>normalization value for CC1π (res), $E_\nu &lt; 2.5$ GeV</td>
</tr>
<tr>
<td>NC1π(res) norm.</td>
<td>0.96</td>
<td>normalization value for NC1π (res)</td>
</tr>
</tbody>
</table>

Figure 4.12: The kinetic energy $T_N$ distribution of free nucleons escaped from oxygen nucleus by NCQE reactions. The vertical axes of the two plots are given in arbitrary units.
As seen in Figure 4.6, the secondary γ-rays are induced by hadronic reactions. The hadronic reactions are simulated using GCALOR \cite{135} of GEANT3. GCALOR is completed by four simulators: FLUKA, SCALE, NMTC, and MICAP. FLUKA and SCALE simulate the hadronic reactions of nucleons having a kinetic energy $T_N > 10\text{GeV}$ and $10\text{GeV} > T_N \leq 3\text{GeV}$ respectively. While the NMTC and MICAP are used for hadronic reactions of nucleons with a relatively low kinetic energy. Figure 4.12 shows the kinetic energy $T_N$ distribution of free nucleons escaping from the oxygen nucleus by NCQE reactions. In the left plot, the protons with $T_N \leq 1\text{ MeV}$ come from the de-excitation of the specific energy levels\footnote{The E.L. of 10.70 MeV for $1p_{3/2}$ nucleon hole state, the E.L. of 10.48 MeV and the E.L. of 9.61 MeV for $1p_{3/2}$ neutron hole state.} for $1p_{3/2}$ nucleon hole state. The protons with $1\text{ MeV} \leq T_N \leq 5\text{ MeV}$ comes from the three body decay of $1s_{1/2}$ nucleon state. The protons with $25\text{ MeV} \leq T_N$ are the knocked out protons in the NCQE reactions. In the figure, the most free nucleons induced by NCQE reactions have kinetic energy lower than 2.5 GeV. Thus, MICAP\cite{137} is used to simulate the neutron reactions having a kinetic energy $T_n$ below 20 MeV. Table 4.7 shows the summary of the simulators used for nucleon hadronic reactions.

The secondary γ-ray energy versus the incident nucleon kinetic energy ($E_\gamma - T_N$) distributions are shown in Figure 4.13. In the neutron plot of the figure, there is a discontinuity in the borderline of two simulators. The discontinuity shows that the two simulators have different predictions at boundary kinetic energy of $T_N = 20\text{ MeV}$. We suppose that a single nucleon should be knocked out by the hadronic reactions, then de-excitation γ-ray with 6 MeV should be produced. But, there is no peak at $E_\gamma = 6\text{ MeV}$ at region of neutron kinetic energy $T_N \geq 20\text{ MeV}$, where the hadronic reactions are simulated by NMTC.

Here, we focus on the multiplicity of secondary γ-rays since it affects the determination of Cherenkov angle as mentioned in Appendix B.3. Figure 4.14 shows the multiplicity of secondary γ-rays induced by neutrons. We expect that the multiplicity of secondary γ-rays is distributed continuously, but there is a gap for single γ-ray in the simulation by GEANT3.

We suppose that the GCALOR simulator in GEANT3 does not predict the secondary γ-ray production with the required accuracy. The details and the impact on systematic uncertainty of the simulation of secondary γ-ray production are in Section 5.3.4 and Section 6.3.

The total energy distribution of secondary γ-rays is shown in Figure 4.15. The peak of the distribution is located at 7 MeV, and the tail extends to high energy. Super-K observes de-excitation γ-ray events that consist of primary γ-rays and secondary γ-rays.

<table>
<thead>
<tr>
<th>hadron particle</th>
<th>$T_n &lt; 20\text{MeV}$</th>
<th>$20\text{MeV} \leq T_n &lt; 3.5\text{GeV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>neutron</td>
<td>MICAP</td>
<td>NMTC</td>
</tr>
<tr>
<td>proton</td>
<td>NMTC</td>
<td>NMTC</td>
</tr>
</tbody>
</table>
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Figure 4.13: The secondary $\gamma$-ray energy versus nucleon kinetic energy ($E_\gamma-T_N$) distributions. The dots represent the $\gamma$-rays from the nucleon hadronic reactions. Left plot shows the $\gamma$-rays induced by protons. The right plot shows the $\gamma$-rays induced by neutrons, and there is a discontinuous boundary of $T_N = 20\,\text{MeV}$.

Figure 4.14: The multiplicity of secondary $\gamma$-rays induced by neutrons. The black line represent the secondary $\gamma$-ray simulated by GEANT3, and there is a gap at single $\gamma$-ray. The red line represents the result simulated by GEANT4.
Figure 4.15: Distribution of total energy of secondary $\gamma$-rays. The peak of the distribution is at 7 MeV, and the tail extends to high energy.

### 4.5 Results of Monte Carlo simulation

The expected energy distribution of de-excitation $\gamma$-ray events in T2K Run1-3 is shown in Fig. 4.16 after having applied the selection described in Chapter 5. The reconstructed energy region is distributed from 4 MeV to 30 MeV. Table 5.8 shows that 68% of $\gamma$-ray events are expected to be induced by the NCQE reactions. The peak is located at $\sim$5 MeV because of the 6.18 MeV and 6.32 MeV primary $\gamma$-rays.
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Figure 4.16: The expected energy distribution of de-excitation $\gamma$-ray events in T2K Run1-3. The red histogram is the NCQE events, the green histogram is the NCothers (or NC non-QE) events, and the blue histogram is the CC events. The black histogram is the beam-unrelated events which are discussed in Chapter 5.
Chapter 5

Event selection

This chapter discusses the selection of de-excitation $\gamma$-ray candidate events induced by the NCQE reactions from the T2K Run1-3 data. There are two background sources. First is the beam-related background events, which are induced by other interactions than NCQE such as NCothers interactions and CC interactions as mentioned in the previous chapter. Second, the radioactive impurities in the Super-K detector cause the beam-unrelated background events, and the rate is high at lower energy.

Comparisons between the observed candidate events and the expected candidate events are shown in this chapter.

5.1 Event selection

Several selections are applied to search the de-excitation $\gamma$-ray events in T2K spill data. Table 5.1 summarizes the used selections by sequence.

5.1.1 Data set

The de-excitation $\gamma$-ray candidate events are searched from the T2K beam spill data, which are taken during the following periods: RUN1(from Jan. 2010 to Jun. 2010), RUN2(from Nov. 2010 to Mar. 2011), RUN3(from Mar. 2012 to Jun. 2012). The analysis uses the data with the proton on target (POT) of $3.01 \times 10^{20}$. Normally, the

<table>
<thead>
<tr>
<th>selection name</th>
<th>contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good beam spill</td>
<td>$\nu$ beam good + SK data quality</td>
</tr>
<tr>
<td>Reconstructed Energy</td>
<td>$4 \text{ MeV} \leq E_{\text{rec}} \leq 30 \text{ MeV}$</td>
</tr>
<tr>
<td>Timing</td>
<td>$\Delta T_0$ within $\pm100$ ns from bunch centers</td>
</tr>
<tr>
<td>Fiducial Volume</td>
<td>vertex distance to ID wall</td>
</tr>
<tr>
<td>DWall</td>
<td>vertex distance to ID wall</td>
</tr>
<tr>
<td>EffWall</td>
<td>vertex distance to ID wall</td>
</tr>
<tr>
<td>OvaQ</td>
<td>depend on vertex and hit pattern</td>
</tr>
<tr>
<td>Pre-activity</td>
<td>muon pre-activity</td>
</tr>
<tr>
<td>Cherenkov angle</td>
<td>$\theta_{\text{rec}} &gt; 34.0^\circ$</td>
</tr>
</tbody>
</table>
horn was operated with 250kA configuration except the RUN3b, in which 200kA horn current configuration was applied. The T2K Run periods, corresponding the Super-K Run number, and other information are summarized in Table 5.2.

Table 5.2: Summary of the T2K Run1-3 data set. The total protons on target (POT) is $30.1 \times 10^{19}$.

<table>
<thead>
<tr>
<th>T2K Run</th>
<th>MR Run</th>
<th>SK Run</th>
<th>POT($\times 10^{19}$)</th>
<th>Period: Start-End</th>
</tr>
</thead>
<tbody>
<tr>
<td>RUN1</td>
<td>29-31</td>
<td>66251-66608</td>
<td>0.34</td>
<td>23, Jan.–25, Mar., 2010</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>66679-66727</td>
<td>0.76</td>
<td>14, Apr.–01, May., 2010</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>66769-66902</td>
<td>1.21</td>
<td>09, May.–31, May., 2010</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>66916-66945</td>
<td>0.93</td>
<td>07, Jun.–26, Jun., 2010</td>
</tr>
<tr>
<td>RUN2</td>
<td>36</td>
<td>67877-67977</td>
<td>4.16</td>
<td>18, Nov.–25, Dec., 2010</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>68045-68175</td>
<td>5.67</td>
<td>19, Jan.–28, Feb., 2011</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>68200-68208</td>
<td>1.26</td>
<td>04, Mar.–11, May., 2011</td>
</tr>
<tr>
<td>RUN3b</td>
<td>41</td>
<td>69542-69586</td>
<td>2.14</td>
<td>08, Mar.–21, Mar., 2012</td>
</tr>
<tr>
<td>RUN3c</td>
<td>42</td>
<td>69626-69720</td>
<td>11.24</td>
<td>08, Apr.–24, May., 2012</td>
</tr>
<tr>
<td></td>
<td>43</td>
<td>69734-69753</td>
<td>2.41</td>
<td>27, May.–09, Jun., 2012</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>30.10</td>
<td></td>
</tr>
</tbody>
</table>

5.1.2 Good beam spill selection

As mentioned in Section 2.5.3, every spill information is sent from J-PARC to SK DAQ system. Information of every hit PMT within $\pm 500 \mu$sec from the beam arrival time are stored.

The spill data flagged as “beam good spill” which is defined by the J-PARC beam-line status. The details of the flag are mentioned in Ref. [138]. Additional data quality flag is referred to as “SK data quality”, which is based on the SK DAQ alive time and other SK data quality. The cuts for SK data quality are defined as follows:

1. SK DAQ alive: Due to the power failure and other SK DAQ failure, the deadtime fraction over all T2K spill data is 0.10%. The alive time of SK DAQ is the period without the mentioned DAQ failures.

2. Bad subrun cut: If a PMT has some discharges at dynode, a flasher noise is generated. The recorded 1 min data including the flash event is labeled as a “bad subrun”. This cut removes 0.31% fraction of the spill data.

3. GPS error: If both the GPS1 data and the GPS2 data have error flags, this spill is marked as bad spill. Until the end of T2K RUN3, there is no bad spill tagged by this cut.

4. Special data block: There are two special types of event blocks which are not recorded as normal data. The first block is “pedestal block”, which is designed to save pedestal data of all channels on the front-end electronics. The second block

1A “SK subrun” is a unit of recorded data corresponding to about one minute of real time observation.
is “TDC reset block”, which is reseting some counting in TDC chips. This cut removes 0.08% fraction of the all T2K spill data.

Table 5.3 shows the summary of good spills in each T2K RUN. Totally, the inefficiency of the “SK quality” is below 0.5%.

Table 5.3: Summary of good spill for T2K RUN1-3 data set. During all period, the Total POT is $6.70 \times 10^{19}$.

<table>
<thead>
<tr>
<th>T2K Run</th>
<th>RUN1</th>
<th>RUN2</th>
<th>RUN3</th>
<th>Total</th>
<th>Inefficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td># of good spill($\times 10^6$)</td>
<td>1.00</td>
<td>1.480</td>
<td>1.762</td>
<td>4.245</td>
<td>0.49%</td>
</tr>
<tr>
<td>Bunch # in per spill</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 5.1.3 Event reconstruction

Super-K developed analysis tools to reconstruct the low energy event information such as vertex, direction, energy, and Cherenkov angle. Here, the reconstruction methods are described briefly [85, 86]. Details of the reconstruction method are in Appendix B.

**Vertex reconstruction** For neutrino events having energy less than 100 MeV, the charged particle produced from neutrino reaction does not travel so far from the position of neutrino interaction. The track of the charged particle can be viewed as the vertex of the neutrino event. Therefore, Cherenkov photons emitted from the charged particle are supposed to be generated at the same position and the same timing. The timing of each hit PMT $t_i$ corresponds to the time-of-flight $t_{tof,i}$ from the vertex.

The vertex reconstruction of Super-K uses the timing information of hit PMTs to search the vertex [85]. First, for each possible vertex position, residual time $t_{res,i}$, which is a difference between the observed timing and the one expected from the assumed vertex position, is calculated for every hit PMTs. Second, a likelihood function is constructed from the residual times and is used to judge the most possible vertex candidates. A larger likelihood value of the vertex candidate represent that the residual times of hit PMTs distributed narrowly. The most procurable vertex is searched in the grid steps. The search process is repeated with a finer length of step until the step is 1cm at last.

**Energy reconstruction** For low energy events, the average number of photo-electron of each hit PMT is one or two. It is hard to use the number of photoelectrons to reconstruct the energy value. The number of “effective hit PMTs” $N_{\text{eff}}$ is used to reconstruct the energy of event [86]. The number of hit PMTs is corrected with information such as dark noise rate, PMT photo-cathode coverage correction, water transparency, quantum efficiency to obtain $N_{\text{eff}}$. As the reconstructed energy is a function of $N_{\text{eff}}$, a mono-energy electron calibration is used to define the function. If $E_{\text{rec}}$ is less than 25 MeV, $E_{\text{rec}}(N_{\text{eff}})$ is given by

$$E_{\text{rec}} = 0.82 + 0.13N_{\text{eff}} - 1.11 \times 10^{-4}N_{\text{eff}}^2 + 1.25 \times 10^{-6}N_{\text{eff}}^3 - 3.42 \times 10^{-9}N_{\text{eff}}^4 \quad (5.1)$$

If the reconstructed energy is larger than 25 MeV, the fitting function of reconstructed energy is given by

$$E_{\text{rec}} = 25.0 + 0.138 \times (N_{\text{eff}} - 189.8) \quad (5.2)$$
Cherenkov angle reconstruction  As a total number of photo-electrons of low energy event is below 200 p.e., it is not easy to fit a ring pattern to obtain the Cherenkov angle. A statistical method is introduced: any three hit PMTs and the reconstructed vertex compose a circular cone. The opening angle of the circular cone is taken account as an entry of the statics. All the possible opening angles are calculated, and the Cherenkov angle is chosen as the angle with most entries of in statics.

With the statistical method, the reconstructed Cherenkov angles \( \theta_{\text{rec}} \) of electron event and muon event are 42 degree and less than 34 degree respectively, as their masses are different. Because the hit PMTs of multi-gamma event distribute widely as shown in Figure B.6, the Chenrenkov angle is reconstructed as 90 degree for such events.

5.1.4 Energy selection

As described in Section 2.5.3, we define the threshold of SLE software trigger as \( N_{200} \geq 25 \) to tag events with a reconstructed energy (total electron energy) above 4.0 MeV in the spill data, where the \( N_{200} \) is the number of hit PMTs within a 200 ns window. The tagged signals are referred to as very first event candidates, which are prepared to reconstruct their event information. Then, we remove the events which have the total number of hit PMTs larger than 400 (\( N_{\text{TOT}} > 400 \)), which is corresponding to \( \sim 60 \) MeV electron signal before the reconstruction process to save CPU time.

The energy spectrum of the signal events is expected to have a peak near 6 MeV. We set the lower threshold for reconstructed energy to be 4 MeV, where the trigger efficiency is above 99.5%. We set the higher threshold to be 30 MeV, to eliminate the Michel electron background.

5.1.5 Timing cut

To remove the beam-unrelated background events, the GPS timing information is used. The timing of an event in spill is denoted as \( \Delta T_0 \), in which the arrival time of the spill leading edge is used to be the zero point. First, the events are selected with “on-timing” criteria with the time interval of \(-2 \mu s < \Delta T_0 < 10 \mu s\).

Second, the eight bunch structure of T2K beam provides a finer selection by the timing information. The de-excitation \( \gamma \)-ray events are distributed within either of the eight bunch timings. To determine the timing of the eight bunch centers, we use high-statistics fully contained (FC) events with high statistic, which have energy of \( \mathcal{O}(100 \) MeV). The timing \( \Delta T_0 \) distribution of the FC events is shown in Figure 5.1 and the eight bunch centers are determined by fitting the timing distribution. The fitted eight bunch centers are given by

\[
\Delta T_0 = 99.5 + 581.0 \times (i - 1) \, (ns)
\]

where \( i \) is \( i \)-th bunch. The \( i \) is 1 \( \sim \) 6 in RUN1, and \( i \) is 1 \( \sim \) 8 in the other RUNs. The time interval of every bunch center is 581ns. The first bunch center has a offset of 99.5 ns.

After the determination, we define the second “on-timing” criteria that restricts the selection to be within \( \pm 100 \) ns from the nearest bunch center.

Besides, an criteria of timing is used to estimate the number of beam-unrelated events \( N_{\text{beam-unrelated}}^{\text{exp}} \): the events within \( \Delta T_0 = (-5, -500) \) \mu sec are selected. This timing cut is referred to as “off-timing”.
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Figure 5.1: The $\Delta T_0$ timing distribution of T2K FC events exhibits the eight bunch structure clearly. The eight dotted vertical lines represent the 581 nsec interval bunch center positions fitted to the observed FC event times. T2K Run1-2 and T2K RUN3 data are stacked.

5.1.6 Radioactivity background cut

The main contribution of beam-unrelated background events is from the radioactive impurities contained in the material of PMT and ID wall. The background events are expected to appear near ID wall frequently, so we remove the events with vertices near the ID wall to reduce the background event rate. However, the vertices of background events might be mis-reconstructed. To deal with this situation, the quality parameters of the event fit (reconstruct) are used to reduce the background rates.

Fiducial Volume

The beam-unrelated background events cluster near the inner detector wall, so we remove the events whose the vertices are within 2m from the ID wall. The used volume of the Super-K detector is inside 2 meter distance from the ID wall, fiducial volume (FV) as illustrated in Figure 5.2.

Distance to ID wall

To remove the background events entering FV from the ID wall, two parameters are used: dWall and effWall.

First, the dWall is defined as the distance from the reconstructed vertex to nearest ID wall. Second, the effWall is calculated as a distance from the reconstructed vertex along the backward of reconstructed direction to the ID wall. Figure 5.2 shows an instruction of FV, dWall and effWall. As the dWall cut and the effWall cut make stricter selections than FV volume cut, the threshold value of dWall and the threshold value of effWall are not shorter than 2 meter for event with vertex inside FV. We remove the events that have shorter dWall value or effWall value than corresponding threshold values, and most
Figure 5.2: Illustration of FV, effWall and dWall in the Super-K tank. The dWall is the distance from the reconstructed vertex to nearest ID wall. The effWall is a distance from the reconstructed vertex along the backward of reconstructed direction to the ID wall.

of the removed events are backgrounds from the inner detector wall. In Appendix E, optimizations of the corresponding thresholds are discussed.

Goodness of the reconstruction

Although the vertex cuts remove most of backgrounds, there are remained background events with mis-reconstructed vertex. Here, two goodness parameters, that depend on the event reconstruction are introduced to remove such backgrounds.

For neutrino events, the residual timings of hit PMTs with a well-reconstructed vertex distributed narrowly. While for the radioactive background events, the residual timings distribute widely. A vertex goodness parameter $G_V$ is a function of the residual timing distribution. If the residual timings $t_{res,i}$ of hit PMTs distribute narrowly, the value of $G_V$ is larger.

For neutrino events, the positions of hit PMTs are expected to be located uniformly on azimuthal angle of the Cherenkov ring. While the hit PMTs of mis-reconstructed events do not distributed uniformly over the azimuthal angle, which is indicated as shown in Figure 5.3. From the figure, the azimuthal angle of the hit PMT depends on the reconstructed vertex and reconstructed direction. A direction goodness parameter $G_A$ is used to check the quality the reconstruction. For well-reconstructed events, the intervals of azimuthal angles $\Delta \zeta = \zeta(i) - \zeta(i-1)$ are expected to distribute similar to the uniform distribution, and they are close the average of the interval of azimuthal angles. The value of $G_A$ is proportional to the largest difference between the intervals of azimuthal angles $\zeta(i) - \zeta(i)$ and the average interval $\Delta \zeta_{avg} = 2\pi / N_{hit\ PMT}$, where $N_{hit\ PMT}$ is the number
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Figure 5.3: The azimuthal angle of \( i \)-th hit PMT in the Cherenkov ring.

of selected hit PMTs. Therefore, a small value of \( G_A \) represents that the hit PMTs are distributed uniformly.

The goodness of the event reconstruction is defined as

\[
\text{ovaQ} \equiv G_V^2 - G_A^2
\]

(one dimensional variable of the vertex and angular reconstruction qualities). For a well-reconstructed information of event, \( G_V \) is large and \( G_A \) is small. Events with the ovaQ value less than a certain threshold are removed, as most of them are backgrounds with mis-reconstructed vertex or direction. Details of the ovaQ parameter are described in Appendix D.

Optimization of the thresholds

To obtain the maximum signal-to-noise (S/N) ratio, we optimize threshold of dWall, threshold of effWall, and threshold of ovaQ. Here, introductions of the optimization of the the thresholds of dWall, effWall, and ovaQ are described. Details of the optimization and the results are in Appendix E.

A figure-of-merit (FOM) is used to an parameter which represent the S/N ratio. The FOM is given by

\[
FOM \equiv \frac{N_{\text{signal}}}{\sqrt{N_{\text{signal}} + N_{\text{background}}}}
\]

where \( N_{\text{signal}} \) (\( N_{\text{background}} \)) is the expected numbers of the beam-related (beam-unrelated) events. \( N_{\text{signal}} \) and \( N_{\text{background}} \) are the functions of thresholds of (dWall, effWall, ovaQ). The expected number of beam-related events is obtained using the neutrino beam simulations, while the expected number of beam-unrelated events are obtained using “off-timing” events with the timing \( \Delta T_0 \in (-500 \mu s, -5 \mu s) \). By scaling the number of off-timing events, we estimate the number of the beam-unrelated event occurring within the live-time of \( N_{\text{bunch}} \times 200 \) ns.

As the rate of background events depend on their energies, we search the threshold value which maximize the FOM for every 0.5 MeV- step energy within (4 MeV, 6.5 MeV). The cut thresholds of dWall, effWall and ovaQ are given as a function of energy as the linearly fitted lines to the obtained values. Those are shown in Fig. 5.4. An event with dWall, effWall or ovaQ less than the corresponding threshold is removed.
5.1.7 Pre-activity cut

Cosmic muons or induced muons from $\nu_\mu$ charge current (CC) reactions with small momentum emit very little Cherenkov photons in water. Their decay electron signal from the muon passes the selection of reconstructed energy. To remove such events, we probe the pre-activity in the timing region $0.2 \sim 20 \mu s$ before.

We search the maximum number of hit PMTs in 30 ns window $N_{30}$ among the $0.2\sim20\mu s$ before the on-timing selected event. If $N_{30}$ is larger than 22, there is likely the parent muon and the event candidate are considered as a decay electron event. The accidental dark noises might cause a signal of $N_{30} \geq 22$, and the pre-activity cut is expected to remove less than 0.1% of the de-excitation $\gamma$-ray signal events.

5.1.8 Cherenkov angle cut

In the beam-related backgrounds, some CC reactions or NCothers reactions produce a muon or a pion that emits Cherenkov light. The induced muons with momentum less than of 250 MeV/c remain after the reconstructed energy selection. The reconstructed Cherenkov angle is used to identify these background events. Since the mass of a muon or a pion is heavier than an electron. The Cherenkov opening angle distribution of the muon (or pion) events has a peak at $\sim 28^\circ$ which is much smaller than the maximum cherenkov angle of $34^\circ$.

The Cherenkov angle distribution of T2K $\nu$ beam MC simulation events are plotted in Figure 5.5. Most events with angles below 34 degree are CC events and NCothers events. Therefore, we remove the events with Cherenkov angle less than 34 degree.

---

2The method to reconstruct the Cherenkov angle value of an event is described in Appendix B.3.
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Figure 5.5: Reconstructed Cherenkov angle distribution of T2K RUN1-3 simulated events. The events are selected after the other selections. The red histogram represents the NCQE events, and the green histogram is the NCothers events including NC1π (res), NC1π (coh), etc. The yellow, blue, and light blue histogram show the CC events.

5.1.9 Efficiency of expected events

The $\nu$ beam-related events are estimated using the MC simulations, while the “off-timing” data events are used to estimate the beam-unrelated background events as described in Appendix E. Figure 5.6 shows the energy distributions of expected events in range of (4 MeV, 30 MeV) before and after the selections. The efficiency of signal (background) events is defined as efficiency = (the number of events after all the selections)/(the number of events after the energy selection). The number of the off-timing events is reduced to only 1.2 events, and the efficiency is below 0.1%. While the expected number of the beam-related events during the T2K RUN1-3 period is 49.8, and the efficiencies for each T2K run is $\sim 90\%$ as shown in Table 5.4.
Figure 5.6: The reconstructed energy (Reco. Energy) distribution of expected event from the T2K beam MC simulation and the off-timing data. The plot shows that the dWall, effWall and ovaQ cuts remove the radioactive background events effectively to less than 0.1%. After selections, the beam-unrelated events are expected to be only 1.2 events for T2K RUN1-3.

Table 5.4: The numbers of selected events at each selection procedure for T2K Run1-3. The expected numbers of selected event $N_{exp}$ include beam-related MC simulation and off-timing (beam-unrelated). The expected numbers of selected event have good agreement with the numbers of observed data events $N_{obs}$ in every procedure.

<table>
<thead>
<tr>
<th>T2K RUN1-3</th>
<th>$N_{obs}$</th>
<th>$N_{exp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>On-timimg data</td>
<td>beam-related MC</td>
</tr>
<tr>
<td>energy &amp; timing</td>
<td>1582</td>
<td>55.85</td>
</tr>
<tr>
<td>dWall</td>
<td>273</td>
<td>55.49</td>
</tr>
<tr>
<td>effWall</td>
<td>159</td>
<td>54.58</td>
</tr>
<tr>
<td>ovaQ</td>
<td>49</td>
<td>53.17</td>
</tr>
<tr>
<td>angle &amp; pre-activity</td>
<td>43</td>
<td>49.8</td>
</tr>
<tr>
<td>cut effiency</td>
<td>–</td>
<td>89.2%</td>
</tr>
</tbody>
</table>

5.1.10 Summary of selection
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- **Lowfit Program**
  - Black: after bunch time cut (GPS)
  - Red: after dwall cut
  - Blue: after effwall cut
  - Green: after ovaQ cut

Figure 5.7: Vertex distribution of the selected $\gamma$-ray events at each selection process for the T2K Run1-3 data. The black lines are Super-K ID wall, and the blue dash lines are boundary of FV that is 2m distance inside the Super-K ID wall. $X, Y, Z$ are the three orthogonal axises, and $Z$ is the vertical axis. $R^2$ is distance from circle center, and that is equal to $X^2 + Y^2$.

Figure 5.8: Reconstructed energy distribution of the selected events at each selection process for the T2K Run1-3 data.
**Observed number of selected events**  Table 5.4 shows the summary of the event selecting of the T2K spill data. The vertex distributions of events in each selection process are shown in Figure 5.7. Figure 5.9 shows the selection parameters (dWall, effWall, ovaQ) distributions in each selection process. Figure 5.8 shows the energy distributions of selected events in each selection process. After the selections, 43 data events are selected as the de-excitation $\gamma$-ray candidates.

Figure 5.9: dWall (upper left) distribution, effWall (upper right) distribution and ovaQ (lower) distribution of the selected events at each selection process for the T2K Run1-3 data.

**Comparison between expected events and observed events**  Table 5.4 shows the comparison between the numbers of events from the T2K spill data and the numbers of expected event at each selection process.
5.2 Changes by updates of spectroscopic factors and branching ratio

As described in previous section, the spectroscopic factors (SFs) and the γ-ray emission branching ratios (BRs) of $1p_{3/2}$ nucleon hole state are updated by the recent theoretical calculations [115]. Table 5.5 shows the SFs and BRs of the NEUT default (before) and the updated (now) in the simulation. The SF×BR of $1p_{3/2}$ decreases by 20% and 18% respectively for the proton and neutron hole states.

The NCQE events are separated into “primary γ-ray only”, “secondary γ-ray only”, and “both primary γ-ray and secondary γ-ray” as shown in Figure 5.20. The comparison of the reconstructed Cherenkov angle distributions of “primary γ-only” events is shown in plot (i) of Figure 5.10. The expected number of “primary γ-ray only” events decreases by $\sim 23\%$ after the updates. The expected number of “both primary γ-ray and secondary γ-ray” events decreases by $\sim 23\%$ as shown in plot (iii) of Figure 5.10. Some of the primary γ-ray component in “both primary γ-ray and secondary γ-ray” events migrate into the “only secondary γ-ray” events after the updates. Then, the expected number of “secondary γ-ray only” increases $\sim 13\%$ as shown in plot (ii) of Figure 5.10. As a result, the expected number of NCQE events decreases by 9.3% which is smaller than the decrease of the ratio of SF×BR by $\sim 18\%$.

We now check the changes of the total de-excitation γ-ray events, which include the NCQE events and the background events. Figure 5.11 shows the comparison of the Cherenkov angle distributions of total events. Since only the primary γ-rays production is updated, the multiplicity of γ-rays does not change significantly. The reconstruction of the Cherenkov angle depends on the multiplicity of γ-rays as described in Appendix

### Table 5.5: Summaries of spectroscopic factors (SFs) of $1p_{3/2}$ hole state and γ-ray emission branching ratios (BRs) of the state.

<table>
<thead>
<tr>
<th>1p$_{3/2}$ nucleon hole</th>
<th>SF</th>
<th>γ-ray emission BR</th>
<th>SF×BR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p  n</td>
<td>p  n</td>
<td></td>
</tr>
<tr>
<td><strong>Before</strong></td>
<td>0.435 0.375</td>
<td>93% 100%</td>
<td>0.40 0.38</td>
</tr>
<tr>
<td><strong>Now</strong></td>
<td>0.352 0.352</td>
<td>92% 87%</td>
<td>0.32 0.31</td>
</tr>
<tr>
<td><strong>change ratio</strong></td>
<td>-20% -18%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| 5.2 Changes by updates of spectroscopic factors and branching ratio

<table>
<thead>
<tr>
<th>NCQE events</th>
<th>background events</th>
<th>total events</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Before</strong></td>
<td>38.4</td>
<td>17.3</td>
</tr>
<tr>
<td><strong>Now</strong></td>
<td>34.8</td>
<td>16.2</td>
</tr>
<tr>
<td><strong>change ratio</strong></td>
<td>-9.3%</td>
<td>-6%</td>
</tr>
</tbody>
</table>

We now check the changes of the total de-excitation γ-ray events, which include the NCQE events and the background events. Figure 5.11 shows the comparison of the Cherenkov angle distributions of total events. Since only the primary γ-rays production is updated, the multiplicity of γ-rays does not change significantly. The reconstruction of the Cherenkov angle depends on the multiplicity of γ-rays as described in Appendix
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Figure 5.10: Cherenkov angle distributions of the NCQE events categorized by γ-rays. The black line shows the distribution using the NEUT default SR×BR (Before), and the red line shows the distribution applying the update SR×BR (Now). (i) The top plot is a Cherenkov angle distributions of “only primary γ-ray” events, which are from NCQE interactions. The main peak is located around 42°. The expected number of event decreases by ∼ 23% after the updates. (ii) The bottom left plot is a Cherenkov angle distributions of “only secondary γ-ray” events. The expected number of event increases by ∼ 13% after the updates. (iii) The bottom right plot is a Cherenkov angle distributions of “both primary γ-ray and secondary γ-ray” events. The expected number of event decreases by ∼ 23% after the updates.
5.3. **SELECTION RESULTS**

Figure 5.11: Cherenkov angle distributions of total events. The distribution using the NEUT default and updated SR×BR are indicated respectively by black (Before) and red (Now) lines. The expected number of total events decreases by 8% after the updates.

Therefore, the shape of the Cherenkov angle distribution is barely changed by the updates. Finally, the expected number of total events decreases by 8% after the updates as shown in Table 5.6.

## 5.3 Selection results

As shown in Table 5.4, 43 events are selected as the final de-excitation γ-ray candidates for the T2K RUN1-3 data, while the expected number of events is 51.0. Here, the comparisons between the data events and the expected events are described.

### 5.3.1 Vertex distribution

The vertex 2-D distributions of final candidate events inside the Super-K ID tank are shown in Figure 5.12. The vertex distribution is uniform inside fiducial volume.

### 5.3.2 Timing distribution

Figure 5.13 shows the $\Delta T_0$ timing distribution of data events without the “on-timing” cut. It is clear that the event rates in the timing region of $\Delta T_0 \in (-2, 10) \mu$sec are higher than the other off-timing region. We use the “on-timing” cut to remove the beam-unrelated backgrounds as mentioned previously.

Let us look at the details of the timing distribution, there is the clear structure of eight bunched as shown in Figure 5.14, where the timing region from $-1\mu$sec to $+5\mu$sec is shown. We expect that there are 3.6 events that outside the eight timing windows, and six events are found outside the eight timing windows, and the number is consistent with the expectations.
### 5.3.3 Event rates

The event rates for every MR runs (main ring) and every T2K runs are shown in Figure 5.16, and the summary of the average rates of each T2K RUN is in Table 5.7. Forty three events are found with the accumulated POT of $3.1 \times 10^{19}$. Therefore, the average event rate is 1.43 event per $10^{19}$ POT.

#### Kolmogov-Smirnov test

The Kolmogov-Smirnov test (K-S test)\cite{139, 141} is used to check the data event rate, which is supposed to be proportional to the T2K proton on target (POT). The cumulative distribution function (cdf) for the event rate is supposed to be a linear function increasing with the accumulative POT number. Figure 5.17 shows the number of $\gamma$-ray candidate events as a function of accumulative POT, and the red line is the cumulative probability
Figure 5.13: The timing distribution of events that are selected without “on-timing” cut for T2K RUN1-3 data example. The green arrow region is timing region of $\Delta T_0 \in (-2, 10) \mu s$.

Figure 5.14: The $\Delta T_0$ distribution of candidate events. The bunch centers are denoted as eight vertical dashed lines. The on-timing and off-timing events are shown in solid and hashed, respectively. Six off-timing events with hashed histogram is consistent with the expectation number of off-timing events which is 3.6 for the time integral of $(-1 \mu s, 5 \mu s)$.
Figure 5.15: The residual timing distribution of events. The residual timings are relative to each nearest bunch center. T2K RUN1-3 candidate events are stacked within $\pm 100$ ns, and the RMS of all on-timing events are $\sim 25$ ns. Three events with black solid are off-timing events, which is statistically consistent with 1.8 off-timing expected events for the time integral.

Figure 5.16: Event rate of each MR Run normalized by $10^{19}$ POT. The red histogram is representing the average event rates of each T2K RUN.
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Figure 5.17: The de-excitation γ-ray candidates as a function of the accumulative POT for T2K RUN1-3. The red line is supposed as the cumulative probability distribution function for the uniform accumulative rate. The vertical dash lines are showing the boundaries of each T2K RUN.

distribution function for the uniform accumulative rate. After the normalization of the vertical axis by the number of candidate events, the $D$ value of K-S test for 43 candidates is calculated as 0.0924. As a result, the K-S probability (significance) is 0.839, which means we do not reject the uniform distribution hypothesis at the 83.9% level.

5.3.4 Energy and other parameters distributions

Table 5.8: Summary of the expected number of event of T2K RUN1-3. The NCQE signal is about $\sim 70\%$ of the final event candidates.

<table>
<thead>
<tr>
<th>T2K Run</th>
<th>RUN1-3</th>
<th>Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCQE</td>
<td>34.8</td>
<td>68.2%</td>
</tr>
<tr>
<td>NCothers</td>
<td>13.0</td>
<td>25.5%</td>
</tr>
<tr>
<td>CC</td>
<td>2.0</td>
<td>3.9%</td>
</tr>
<tr>
<td>Beam un-related</td>
<td>1.2</td>
<td>2.3%</td>
</tr>
<tr>
<td>Total</td>
<td>51.0</td>
<td>–</td>
</tr>
</tbody>
</table>

After all the selections, the numbers of expected events for each neutrino reactions are summarized in Table 5.8. The NCQE signal is expected to be $\sim 70\%$ fraction of the total candidate events, while beam-unrelated background is only about 2%. The observed number of candidates events is 43 which is less than the expected number of candidate events of 51.0. The comparisons between data events and expected events are discussed as follows.

$^3D$ is the maximum value of absolute distance between two cumulative distribution functions.
**Energy distribution**  The reconstructed energy distributions of the data candidate events and the expected candidate events is shown in Figure 5.18. The peak of the energy distribution is near 5 MeV, which is close to the expected 6 MeV prompt $\gamma$-ray. There are events with multiple $\gamma$-rays that originate from the contribution of secondary $\gamma$-rays overlapping with the primary $\gamma$-rays, and the tail in the reconstructed energy distribution extends to high energy region.

![Energy distribution graph](image)

Figure 5.18: Comparison of the reconstructed energy spectrum between the expected events (histogram) and the data events(dots).

**Cherenkov angle distribution**  Cherenkov angle distributions are shown in Figure 5.19. The expected number of candidate events of MC simulation is larger than that of data events near 90 degree, while the expected number of candidate events are smaller than that of data events near 42 degree. As mentioned previously, the Cherenkov angles of multi-gamma events are reconstructed near 90 degree. Because of de-excitation $\gamma$-ray production characteristics, most primary $\gamma$-rays after the NCQE reactions are produced as single $\gamma$-ray as discussed in Chapter 4.3.2. Most secondary $\gamma$-rays in GEANT3 simulation are produced as multiple $\gamma$-rays as shown in Figure 4.14. Figure 5.20 shows that the most events with angle near 90 degree have secondary $\gamma$-rays. The GCALOR simulator in GEANT3 is used to simulate the free nucleon-oxygen nucleus interactions that produce secondary $\gamma$-rays. However, there is no previous experiment data about $\gamma$-rays produced at neutron-water interactions. Therefore, we do not confirm the $\gamma$-ray multiplicities in GCALOR. There is an experiment proposal to observe the de-excitation $\gamma$-rays from water target using semi-monochromatic neutron beam in Research Center for Nuclear Physics (RCNP). The experiment proposal will be described in Appendix H. The secondary $\gamma$-ray multiplicities are expected to be confirmed in near future using the results of experiment at RCNP.
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Figure 5.19: Comparison of Cherenkov angle distribution between the expected events and data events. The peak near 28° is composed of CC background events, thus the events with the angle less than 34 degree are removed.

**dWall, effWall and ovaQ distributions** There is no statistically-significant difference in the distribution of the other parameters between the candidate events of the data events and those of the expected events as shown in Fig. [5.21]

### 5.3.5 Summary

This section describes the 43 observed events and the expected events as follows:
The vertex distribution of the data candidate events is uniform. The event rate of T2K RUN1-3 is 1.43 events per 10^{19} POT, and the event rate is proportional to the T2K POT with 83.9% significance.

Comparing the events with the event prediction shows no statistically-significant difference between the data candidate events and the expected candidate events in most parameter distributions, except the Cherenkov angle distribution. The discrepancy in the Cherenkov angle distribution is supposed due to the the poor information about secondary γ-ray production, and a neutron-water experiment at RCNP is expected to correct the simulation in near future.
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Figure 5.20: Cherenkov angle distribution of expected beam-related events, that is stacked by NCQE events and other reaction events. The green hatched histogram, blue hatched histogram and pink hatched histogram represent the NCQE events with “only primary $\gamma$-ray”, “both primary $\gamma$-ray and secondary $\gamma$-ray”, and “only secondary $\gamma$-ray” respectively. Near 90 degree, most of NCQE events have secondary $\gamma$-rays.
Figure 5.21: Comparison of the dWall, effWall and ovaQ distributions between the expected events (histogram) and the data events (dots) of T2K RUN1-3.
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Chapter 6
Systematic Errors

In this chapter, the uncertainty on the NCQE cross-section measurement is described. The systematic uncertainties come from the following error sources: 1. Neutrino beam flux 2. Neutrino cross-section 3. Primary γ-ray production 4. Secondary γ-ray production 5. Detector response 6. Neutrino oscillation parameters. Table 6.1 summarizes the details for each error source. The statistical uncertainty is calculated using Poisson counting statistics. Finally, toy MC experiments are used to evaluate the combined uncertainty on the NCQE cross-section measurement.

Table 6.1: Summary of sources of systematic uncertainty.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Sources details</th>
<th>Prediction details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutrino beam flux</td>
<td>Hadronic interactions, proton beam alignment, off-axis angle, horn alignment, horn field, MC statistics</td>
<td>Sec. 4.2</td>
</tr>
<tr>
<td>Neutrino Cross-section</td>
<td>Parameters for background neutrino cross-section models: $M_A^{QE}, M_A^{RES}$, CCQE norm., CC1π res norm., NC1π res norm., etc.</td>
<td>Subsec. 4.3.3</td>
</tr>
<tr>
<td>Primary γ production</td>
<td>Spectroscopic factors, and γ-ray emission branching ratios</td>
<td>Subsec. 4.3.2 and Subsec. 4.4.1</td>
</tr>
<tr>
<td>Secondary γ production</td>
<td>Differences between simulators</td>
<td>Subsec. 4.4.1</td>
</tr>
<tr>
<td>Detector response</td>
<td>Energy resolution, energy scale, trigger efficiency, dWall, effWall, ovaQ, Pre-activity, Cherenkov angle</td>
<td>Sec. 5.1 Appendix C and Appendix D</td>
</tr>
<tr>
<td>Oscillation parameters</td>
<td>$\theta_{23}$ and $\Delta m_{23}^2$</td>
<td>Ref. 63</td>
</tr>
</tbody>
</table>

In the following sections, the estimation of the uncertainties due to each source are described.

6.1 Neutrino beam flux and neutrino cross-sections

The sources of uncertainty due to flux are the hadron productions and the T2K beam parameters. The hadron productions include the production cross-sections, the pion and
Figure 6.1: The left plot shows the correlation matrix for the flux and cross-section parameters with only constrains from the external experiments (non-ND280). The correlation matrix that includes a fit of the ND280 data is shown in the right plot \(^{129}\). The parameters are summarized in Table 6.2.

The kaon production multiplicities. As described in Sec. 4.2, the uncertainty on the hadron productions is corrected by the results of CERN NA61/SHINE experiment. The beam parameters include the proton beam position and direction, the horn current and alignment, the target alignment, and the neutrino beam intensity. The uncertainty due to the cross-sections of the background interactions from the uncertainties on the parameters of each cross-section model.

To get a precise prediction on the neutrino flux and on the neutrino interaction cross-sections for the neutrino oscillation analysis, the T2K experiment uses the ND280 measurement and the following set of external experimental results: CERN NA61/SHINE, MiniBooNE, SciBooNE, NOMAD. Hence the size of uncertainties is driven by these measurements. The prediction and the uncertainty of the neutrino flux are given in bins of neutrino energy in Table 6.2. Fourteen parameters for cross-section models which are used to predict the background interaction cross-sections such as CCQE, CC1\(\pi\) (res), CC1\(\pi\) coherent, NC1\(\pi\) (res), NC1\(\pi\) coherent etc. Table 6.2 shows the errors of the input parameters for the cross-section models, e.g axial mass, normalization parameters for each type of reactions, and W shape \(^{129}\). Among the fourteen parameters, the five cross-section parameters (\(M^{QE}_{A}, M^{RES}_{A}\), CCQE norm., CC1\(\pi\) res norm., and NC1\(\pi\) res norm.) are also measured by ND280, and are summarized in Table 6.2. Figure 6.1 represents this correlation matrices obtained only with the external experiment constrains (left) and with ND280 data in addition to the external constrains (right). The correlations between flux and cross-section, after inclusion of ND280 data are negative, which means they are anti-correlated \(^{129}\).

Since the ND280 detectors do not yet provide a measurement of the NCQE reaction, we use only the external experiment data to correct and constrain the flux and cross-section prediction. One observes that there is no correlation between fluxes and cross-sections. Table 6.2 summarizes the errors of the parameters for the flux and the cross-section models, and the errors are obtained from the non-ND280 matrix shown in the left plot of Figure 6.1.

In the measurement of the NCQE cross-section, we only assign the uncertainty due to flux for the NCQE events. For the background events, both the flux and cross-section

\(^{1}\) The parameter “W shape” provides a way to modify the shape of the pion momentum distribution in NC1\(\pi\) (res) reaction, that shows a poor agreement with MiniBooNE data. This parameter represents the decay width of the resonant pion production.
Table 6.2: The matrix binning (0∼25) for the neutrino beam flux and the parameters for the cross-section models at Super-K. The error of the binning or parameters of the non-ND280 matrix are used to assign the uncertainties of the events. The bottom nine parameters for cross-section are not listed in the matrix, and the nominal values and errors of the parameters are listed.

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>bin No.</th>
<th>Error</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>neutrino beam flux $\nu_\mu$</td>
<td>0 ∼ 10</td>
<td>bining: 0-0.4, 0.4-0.5, 0.5-0.6, 0.6-0.7, 0.7-1.0, 1.0-1.5, 1.5-2.5, 2.5-3.5, 3.5-5.0, 5.0-7.0, 7.0-30.0, (GeV)</td>
<td></td>
</tr>
<tr>
<td>neutrino beam flux $\bar{\nu}_\mu$</td>
<td>11 ∼ 12</td>
<td>bining: 0-1.5, 1.5-30.0 (GeV)</td>
<td></td>
</tr>
<tr>
<td>neutrino beam flux $\nu_e$</td>
<td>13 ∼ 19</td>
<td>bining: 0-0.5, 0.5-0.7, 0.7-0.8, 0.8-1.5, 1.5-2.5, 2.5-4.0, 4.0-30.0, (GeV)</td>
<td></td>
</tr>
<tr>
<td>neutrino beam flux $\bar{\nu}_e$</td>
<td>20 ∼ 21</td>
<td>bining: 0-2.5, 2.5-30.0, (GeV)</td>
<td></td>
</tr>
<tr>
<td>$M^{QE}_A$</td>
<td>22</td>
<td>0.45GeV</td>
<td>axial mass for axial vector form factor of CC quasi-elastic</td>
</tr>
<tr>
<td>$M^{RES}_A$</td>
<td>23</td>
<td>0.221GeV</td>
<td>axial mass for axial vector form factor of CC1 pion (res) or NC1 pion (res)</td>
</tr>
<tr>
<td>CCQE norm. $(E_\nu &lt; 1.5\text{GeV})$</td>
<td>24</td>
<td>0.11</td>
<td>normalization value for CCQE, $E_\nu &lt; 1.5\text{GeV}$</td>
</tr>
<tr>
<td>CC1p(res) norm. $(E_\nu &lt; 2.5\text{GeV})$</td>
<td>25</td>
<td>0.32</td>
<td>normalization value for CC1 pion (res), $E_\nu &lt; 2.5\text{GeV}$</td>
</tr>
<tr>
<td>NC1p(res) norm.</td>
<td>26</td>
<td>0.33</td>
<td>normalization value for NC1 pion (res)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>normal value</th>
<th>Error (1σ)</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCQE norm. $(1.5 &lt; E_\nu &lt; 3.5\text{GeV})$</td>
<td>1</td>
<td>30%</td>
<td>normalization value for CCQE, $1.5 &lt; E_\nu &lt; 3.5\text{GeV}$</td>
</tr>
<tr>
<td>CCQE norm. $(E_\nu &gt; 3.5\text{GeV})$</td>
<td>1</td>
<td>30%</td>
<td>normalization value for CCQE, $E_\nu &gt; 3.5\text{GeV}$</td>
</tr>
<tr>
<td>CC1p(res) norm. $(E_\nu &gt; 2.5\text{GeV})$</td>
<td>1</td>
<td>40%</td>
<td>normalization value for CC1 pion (res), $E_\nu &gt; 2.5\text{GeV}$</td>
</tr>
<tr>
<td>CC coherent norm.</td>
<td>1</td>
<td>100%</td>
<td>normalization value for CC coherent</td>
</tr>
<tr>
<td>CC other shape</td>
<td>0</td>
<td>40%</td>
<td>error for CC others $\sigma = \text{CC other shape}/E_\nu$</td>
</tr>
<tr>
<td>CC $\nu_e$ norm.</td>
<td>1</td>
<td>6%</td>
<td>normalization value for $\nu_e$ CC interaction</td>
</tr>
<tr>
<td>NC coherent norm.</td>
<td>1</td>
<td>30%</td>
<td>normalization value for NC coh</td>
</tr>
<tr>
<td>NC other norm.</td>
<td>1</td>
<td>30%</td>
<td>normalization value for NC other</td>
</tr>
<tr>
<td>W shape</td>
<td>87.7 MeV</td>
<td>53%</td>
<td>decay width of resonance pion production</td>
</tr>
</tbody>
</table>
Table 6.3: The uncertainties due to the neutrino fluxes and cross-sections. The NCQE cross-section is the goal of this analysis, and therefore the uncertainty due to the NCQE cross-section is not assigned here.

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Flux (%</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCQE</td>
<td>11%</td>
<td>-</td>
</tr>
<tr>
<td>NCOthers</td>
<td>10%</td>
<td>18%</td>
</tr>
<tr>
<td>CC</td>
<td>12%</td>
<td>24%</td>
</tr>
</tbody>
</table>

uncertainties are assigned. The uncertainties due to the flux and the cross-section for the neutrino interaction events are summarized in Table 6.3.

6.2 Primary Gamma Production

In the primary \(\gamma\)-ray production, the sources of uncertainty are the spectroscopic factors and the \(\gamma\)-ray emission branching ratios which are explained in Subsection 4.3.2 and Subsection 4.3.3 respectively.

6.2.1 NCQE interaction

In Subsection 4.3.2, four kinds of single hole states were mentioned for the \(^{15}\text{O}\) nucleus: \(1p_{1/2}, 1p_{3/2}, 1s_{1/2}\), and other continuum hole states. The removal energies of each single hole state is \(E(1p_{1/2}) < E(1p_{3/2}) < E(1s_{1/2}) < E(\text{continuum})\). Table 6.4 summarizes the uncertainties due to each single hole state, the multi-hole states, and the error due to the neglecting of the \(\gamma\)-rays having an energy \(E_{\gamma} < 3\) MeV are listed in the table.

For the NCQE events, the error sources of each hole state in \(^{8}\text{O}\) and \(E_{\gamma} < 3\) MeV simulation are discussed in the following paragraphs.

Table 6.4: The uncertainties for each source of primary \(\gamma\)-ray production. The uncertainty for NCQE events due to primary \(\gamma\)-ray production is 10%.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1p_{3/2})</td>
<td>3</td>
</tr>
<tr>
<td>(1s_{1/2})</td>
<td>1</td>
</tr>
<tr>
<td>continuum states</td>
<td>3</td>
</tr>
<tr>
<td>multi-holes</td>
<td>9</td>
</tr>
<tr>
<td>(E_{\gamma} &lt; 3) MeV</td>
<td>1</td>
</tr>
<tr>
<td>total</td>
<td>10</td>
</tr>
</tbody>
</table>

\(1p_{3/2}\) hole state Most primary \(\gamma\)-rays are produced from \(1p_{3/2}\) hole states. The uncertainties on the probabilities for the three energy levels that make up the \(1p_{3/2}\) nucleon hole state are quoted as 5.4%. This value is obtained from the \(^{16}\text{O}(e,e'p)^{15}\text{N}\) experiment [123]. As mentioned in Table 4.3, the errors on the branching ratios for the four decay modes (9.93 MeV, 5.27+5.30 MeV, 6.32 MeV, 7.30 MeV) of the 9.93 MeV energy level are 1.9%, 1.5%, 1.2% and 0.8% respectively. If the probabilities for the 6.32
MeV and 9.93 MeV energy levels and BRs for the four decay modes in 9.93 MeV energy level are increased by the error size, the expected number of NCQE events increases by 3%. Thus, the uncertainty due to primary γ-ray production from the 1p3/2 nucleon hole state is set to ±3%.

1s1/2 hole state The γ-ray emission branching ratios of the 1s1/2 nucleon hole state are summarized in Table 4.4 [125]. The branching ratios to emit γ-rays with $E_\gamma > 6$ MeV and $3 \text{ MeV} \leq E_\gamma \leq 6$ MeV are $15.6 \pm 1.3^{+0.6}_{-1.0}\%$ and $27.9 \pm 1.5^{+3.4}_{-2.6}\%$ respectively. If the branching ratios for γ-ray emission are increased by their error sizes, the expected number of NCQE events is increased by $\sim \pm 1\%$ with respect to the nominal number of events. The uncertainty due to the 1s1/2 hole state is therefore set to $\sim \pm 1\%$.

continuum hole states As mentioned in Subsection 4.3.2, the nominal simulation assumes that no γ-ray is produced from the hole states deeper than 1s1/2 (continuum states). To estimate the uncertainty due to the continuum hole states, we compare the expected number of NCQE events with zero branching ratios from such states (nominal) to the expected number of the events where the γ-ray emission branching ratio for the continuum states is assumed to be the same as the branching ratio of the 1s1/2 hole state. The comparison shows that the expected number of NCQE events changes by less than 3%. The uncertainty due to the continuum hole states is therefore set to $\pm 3\%$.

multi-holes states It is expected that about 40% of the NCQE events have multi-nucleons knocked out. Since there is no experimental data to measure the de-excitation γ-rays from the multi-hole states, we assume the simulation to be the same as the single hole case. To obtain the uncertainty due to the multi-hole states, we compare the expected number of events assuming the default single hole simulation with the expected number of events assuming that no γ-ray is produced from the multi-holes states. The difference between the two expected numbers of NCQE events is 9%, so the uncertainty due to the multi-hole states is taken to be 9%.

$E_\gamma < 3$ MeV Because the γ-rays with energy less than 3 MeV produced from 1s1/2 hole states do not pass the trigger, they do not affect the expected number of events. The de-excitation γ-rays with $E_\gamma < 3$ MeV are not simulated. To estimate the uncertainty due to this neglected γ-rays, we compare the expected number of NCQE events removing the γ-rays with energy less than 3 MeV in simulation (nominal) to the expected number of events assuming the branching ratios from Table III in Ref. [140]. The change of the expected number of NCQE events is within 1%, so the uncertainty due to the γ-rays is set to 1%.

Summary of NCQE reaction The uncertainties of each source in primary γ-ray production are summarized in Table 6.4. Since the error sources are independent with each other, they are summed up in quadrature to obtain the total uncertainty. As a result, the uncertainty of NCQE events due to the primary γ-rays production is determined to be 10%. The uncertainty of multi-holes states dominates in the uncertainty due to the primary γ-ray production.
6.2.2 NC1π interaction

The de-excitation γ-rays are produced from the π absorption after NC1π reactions, where the γ-ray emission branching ratios for the default event estimation is listed in Table 4.5. To evaluate the uncertainty due to primary γ-ray production for NC1π events, we compare the expected number of events assuming the default branching ratios with the expected number of events under the following two scenarios: first, for zero γ-ray emission branching ratios in π absorption (calculated resulting in a 0.6% decrease from the default case); second, for γ-ray emission branching ratios set to the same values as these of NCQE interactions (the expected number of events increases by 2.5% from the default case). Hence, the uncertainty of NC background events due to primary γ-ray production is set to the maximum deviation which is equal to 3%.

6.3 Secondary Gamma Production

Table 6.5: Summary of the simulators used for the nominal expected events and the alternative expected events.

<table>
<thead>
<tr>
<th>Nominal simulation</th>
<th>Alternative simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>neutron energy region</td>
<td>T_n &lt; 20MeV</td>
</tr>
<tr>
<td>simulator</td>
<td>MICAP</td>
</tr>
<tr>
<td>20MeV ≤ T_n &lt; 3.5GeV</td>
<td>NMTC</td>
</tr>
</tbody>
</table>

In Subsection 4.4.1, the simulation processes for secondary γ-ray production were described. In Table 4.7, the NMTC simulator and the MICAP simulator [137] are used to simulate the hadronic interactions induced by free nucleons. Since there are no experimental constrain on γ-rays induced by neutron-oxygen (n−16O) interaction, the uncertainty due to secondary γ-rays is calculated by comparing the expected number of events using the different simulation models. Here, we make an alternative estimation of the expected number of events with different simulators. Table 6.5 summarizes the simulators used for the nominal (default) estimation and the simulators used for the alternative estimation.

Table 6.6: The percentage difference between the expected numbers of NCQE (NC1π) events for the default simulation and the alternative simulation. The uncertainty of NCQE (NC1π) events due to secondary γ-ray production is set to 12.6% (13.2%).

<table>
<thead>
<tr>
<th>Interaction</th>
<th>T_n &lt; 30MeV</th>
<th>T_n &gt; 30MeV</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCQE</td>
<td>2.8%</td>
<td>12.3%</td>
<td>12.6%</td>
</tr>
<tr>
<td>NC1π</td>
<td>2.9%</td>
<td>12.9%</td>
<td>13.2%</td>
</tr>
</tbody>
</table>

The resulting difference between the expected number of events with the nominal (default) simulation and the expected number of events with the alternative simulation are listed in Table 6.6. In the region where neutrons have a kinetic energy T_n > 30MeV, the average energy of the simulated secondary γ-rays by the NEUT simulator is higher.
than the average energy of the secondary $\gamma$-rays using NMTC. The variation of the expected number of events induced by the neutron with $T_n > 30$ MeV is $\sim 12\%$, and this error dominates the uncertainty due to secondary $\gamma$-ray production.

### 6.4 Detector response

The uncertainty due to the detector response is based on the Super-K detector properties that include the following error sources: energy scale, energy resolution, trigger efficiency, dWall cut, effWall cut, ovaQ cut, pre-activity cut, and Cherenkov angle cut [86]. The error size is measured during the Super-K calibration as described in Appendix C. As a result, Table 6.7 shows the uncertainties due to each error source. The total uncertainty due to the detector response is calculated as $2.2\%$.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy scale</td>
<td>0.4</td>
</tr>
<tr>
<td>Energy resolution</td>
<td>1</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>1</td>
</tr>
<tr>
<td>dWall</td>
<td>1</td>
</tr>
<tr>
<td>effWall</td>
<td>0.5</td>
</tr>
<tr>
<td>ovaQ</td>
<td>0.5</td>
</tr>
<tr>
<td>Pre-activity</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>Cherenkov angle</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>2.2</strong></td>
</tr>
</tbody>
</table>

Table 6.7: Summary of the uncertainties of each source in the detector response. The uncertainty due to the detector is calculated to be $2.2\%$.

### 6.5 Oscillation parameters

For the CC background events, there is an uncertainty due to the neutrino oscillation parameters. From the T2K $\nu_\mu$ disappearance results [63], the oscillation parameters with $68\%$ confidence level errors are $\Delta m^2_{32} = 2.443^{+0.18}_{-0.17}$, and $\sin^2 2\theta_{23} = 1.0^{+0.00}_{-0.02}$.

The uncertainties of the expected number of CC events due to the oscillation parameters ($\Delta m^2_{32}, \sin^2 2\theta_{23}$) are shown in Table 6.8. The effects of these two parameter uncertainties on the expected number of events are uncorrelated.

<table>
<thead>
<tr>
<th>Interactions</th>
<th>$+\Delta m^2_{32}$</th>
<th>$-\Delta m^2_{32}$</th>
<th>$\sin^2 2\theta_{23}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCQE</td>
<td>+0.077</td>
<td>-0.12</td>
<td>+0.027</td>
</tr>
<tr>
<td></td>
<td>+5.9%</td>
<td>-8.9%</td>
<td>+2.0%</td>
</tr>
<tr>
<td>CCothers</td>
<td>-0.014</td>
<td>+0.13</td>
<td>+0.14</td>
</tr>
<tr>
<td></td>
<td>-2.6%</td>
<td>+24.6%</td>
<td>+27.5%</td>
</tr>
<tr>
<td>CC total</td>
<td>+0.064</td>
<td>+0.009</td>
<td>+0.17</td>
</tr>
<tr>
<td></td>
<td>+3.5%</td>
<td>+0.5%</td>
<td>+9.2%</td>
</tr>
</tbody>
</table>

Table 6.8: Summary of the uncertainties on the CCQE events and the CCothers events due to the oscillation parameters.
The total uncertainty for CC events due to the oscillation parameters is 10%. Since only 4% of the number of de-excitation $\gamma$-ray events comes from CC event, the uncertainty due to the oscillation parameters is 0.4%.

### 6.6 Uncertainty of beam-unrelated events

The uncertainty on the number of beam-unrelated background events is based on the statistical uncertainty of accidental events during 23 hours SK live-time data. Total off-timing $\Delta T_0 \in (-500 \mu s, -5 \mu s)$ of the T2K spill data is about 23 hours.

### 6.7 Summary of uncertainties

Table 6.9: Summary of the systematic uncertainties on the expected number of NCQE events and background events.

<table>
<thead>
<tr>
<th>Systematic error</th>
<th>Signal</th>
<th>Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>interactions</td>
<td>NCQE</td>
<td>NCothers</td>
</tr>
<tr>
<td>fraction of events</td>
<td>68%</td>
<td>25%</td>
</tr>
<tr>
<td>Flux</td>
<td>11%</td>
<td>10%</td>
</tr>
<tr>
<td>Cross-section</td>
<td>–</td>
<td>18%</td>
</tr>
<tr>
<td>Primary $\gamma$ production</td>
<td>10%</td>
<td>3%</td>
</tr>
<tr>
<td>Secondary $\gamma$ production</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td>Detector response</td>
<td>2.2%</td>
<td>2.2%</td>
</tr>
<tr>
<td>Oscillation parameters</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Total systematic error</td>
<td>20%</td>
<td>25%</td>
</tr>
</tbody>
</table>

Table 6.9 summarizes the systematic uncertainties from each error source. They are estimated based on the variances for the expected numbers of NCQE events and background events. Because the de-excitation $\gamma$-ray events induced by true NCQE reactions is 69% of the total number of the selected $\gamma$-ray events, the 20% uncertainty on the NCQE events dominates the uncertainty on the NCQE cross-section measurement. Among the error sources considered in estimation for the NCQE events, the uncertainty due to the secondary $\gamma$-ray production is largest. A future experiment at RCNP is expected to reduce this uncertainty due to secondary $\gamma$-ray production, and the proposal is described in Section H. The uncertainty due to the neutrino flux for the NCQE events is 11% and is constrained by the CERN NA61 experiment. T2K has a plan to include additional NA61 results to give a stricter constraint on the error size in future. The uncertainty due to primary $\gamma$-ray production is 10%, and is dominated by the uncertainty on the $\gamma$-rays produced from the multi-holes states (9%). The uncertainties of the NCothers events and CC events are 25% and 30% respectively, and the fraction of the beam-related background events (NCothers+CC) is ~30%. Therefore, the uncertainties of the NC other events and CC events are minor in the NCQE cross-section measurement.

The calculation of the NCQE cross-section including each uncertainty (see Equation 7.1) is obtained by shifting an error envelop that will include the uncertainties from each error source. The details of the method are described in Appendix F.
Chapter 7

Result

We use the de-excitation $\gamma$-ray event rate induced by NCQE reactions to measure the NCQE cross-section value $\sigma_{\nu,NCQE}$. The flux-averaged cross-section $<\sigma_{\nu,NCQE}^{\text{obs}}>\text{ value}$ is measured by scaling the theoretical flux-averaged cross-section $<\sigma_{\nu,NCQE}^{\text{theory}}>$ as follows:

$$<\sigma_{\nu,NCQE}^{\text{obs}}>=\frac{N_{\text{obs}}-N_{\text{exp}}^{\text{bkg}}}{N_{\text{exp}}^{\text{bkg}}-N_{\text{exp}}^{\text{bkg}}}<\sigma_{\nu,NCQE}^{\text{theory}}>(7.1)$$

where the observed number of events is $N_{\text{obs}}$, which includes the NCQE signal and the background events. The expected number of beam-related background events and beam-unrelated background is written as $N_{\text{exp}}^{\text{bkg}}$, which is $\sim 30\%$ of total events. $N_{\text{exp}}$ is the expected number of total events, and $N_{\text{exp}}^{\text{exp}}-N_{\text{exp}}^{\text{bkg}}$ is equal to $N_{\nu,NCQE}$. The expected number of backgrounds $N_{\text{exp}}^{\text{bkg}}$ is written as

$$N_{\text{exp}}^{\text{bkg}}=N_{\text{beam-unrelated}}^{\exp}+N_{\text{NOthers}}^{\exp}+N_{\text{CC}}^{\exp}$$

(7.2)

$N_{\text{beam-unrelated}}$ is the expected number of beam-unrelated events which are from radioactive impurities in the detector wall and the PMTs. $N_{\text{NOthers}}$ is the expected number of neutral current background events. $N_{\text{CC}}^{\exp}$ is the expected number of charge current background events. $N_{\nu}^{\exp}$ is the expected number of events which are induced by anti-neutrinos.

In the following sections, we will discuss the details of cross-section calculation from the observed number of events $N_{\text{obs}}$.

7.1 Measurement of $\nu$ NCQE cross-section

Theoretical NCQE cross-section

The flux-averaged NCQE cross-section $<\sigma_{\nu,NCQE}^{\text{theory}}>\text{ is calculated as follows}$

$$<\sigma_{\nu,NCQE}^{\text{theory}}>=\sum_{E_{\nu}=0\text{GeV}}^{10\text{GeV}}\sum_{i}^{1-3}r_{i}\frac{d\Phi_{i}(E_{\nu})}{dE_{\nu}}\Delta E_{\nu}\times\sigma_{\nu,NCQE}^{\text{theory}}(E_{\nu})$$

(7.3)

where $E_{\nu}$ is the neutrino energy, and we sum up every energy bin from 0 to 10 GeV, and $\sigma_{\nu,NCQE}^{\text{theory}}(E_{\nu})$ is the theoretical NCQE cross-section from Ref. [115]. The $r_{i}$ is the P.O.T. fraction for i-th T2K RUN, and $i = 1 \sim 3$. The combination of $\nu_{\mu}$, $\nu_{e}$ and $\bar{\nu}_{\mu}$ flux is denoted as $\Phi_{i}(E_{\nu})$. 
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Figure 7.1: The NCQE cross-section distribution for T2K RUN1-3 observation is made using toy experiments. The details of toy experiments are in Appendix F. The vertical black dashed line shows the center of the integral area, and that represents the center value for the cross-section result as $1.55 \times 10^{-38}\text{cm}^2$. The red dashed lines denote the boundaries of $\alpha\%$ C.L. region, which is calculated by the $\alpha\%$ fraction of integral area from the center value. Here, we calculate the fraction of integral area as $\alpha = 68, 90, 95, 100$. As a result, the 68% confidence interval is $(1.08, 2.34) \times 10^{-38}\text{cm}^2$, and the 90% confidence interval is $(0.78, 2.91) \times 10^{-38}\text{cm}^2$.

The median energy of the T2K beam flux is at 0.63GeV, and the 68% region around this center value is within (0.40GeV, 0.95GeV). As a result, $<\sigma^\text{theory}_{\nu,NCQE}>$ is calculated as $2.01 \times 10^{-38}\text{cm}^2$.

Measured cross-section

The expected number of total events is $N^\text{exp}_{\text{tot}} = 51.0$, and the expected background number is $N^\text{exp}_{\text{bkg}} = 16.2$. The observed number of events is $N^\text{obs} = 43$. Hence, the NCQE cross-section is calculated as below.

$$<\sigma^\text{obs}_{\nu,NCQE}> = \frac{43 - 16.2}{51.0 - 16.2} \times 2.01 \times 10^{-38} = 1.55 \times 10^{-38}\text{cm}^2$$

Uncertainties

As described in Section 6.7, we assigned the systematic uncertainties for the NCQE signal events and the backgrounds events (NCothers, CC, and beam un-related) separately as shown in Table 6.9. Many toy experiments with systematic and statistical fluctuation are conducted to evaluate the total uncertainty as mentioned in Fig F.1. The measured NCQE cross-section distribution with the uncertainty is shown as Figure 7.1. In the plot, the center value represent the measured cross-section value, and the integrated area below the center value ($A/2$) is the same with the one above the center value ($A/2$). A $\pm 1\sigma$ confidence level interval of the measurement is the inverval between two boundaries of $\pm \frac{68}{2}\%$ of the integrated area from the center value ($\pm \frac{68}{2}\%.A$). The statistical uncertainty is calculated from the observed number of events, and the error is $1/\sqrt{43} \sim 15\%$. 
Here, the 68% confidence interval on the cross-section is \((1.08, 2.34) \times 10^{-38} \text{cm}^2\), and this region includes systematic uncertainty and statistical uncertainty.

**Results**

The flux-averaged \(\nu\)-oxygen NCQE cross-section measurement is \(< \sigma_{\nu,\text{NCQE}}^{\text{obs}} > = 1.55 \times 10^{-38} \text{cm}^2\) with a 68% confidence level interval of \((1.08, 2.34) \times 10^{-38} \text{cm}^2\). Figure 7.2 shows the comparison between the theoretical prediction and this result, and the theoretical NCQE cross-section is consistent with the measured cross-section at 68% C.L. interval.

Here, we separate the uncertainty into the systematic uncertainty and the statistical uncertainty, the measurement results are written as

\[
< \sigma_{\nu,\text{NCQE}}^{\text{obs}} > = 1.55 \pm 0.395(\text{stat.})^{+0.65}_{-0.33}(\text{sys.}) \times 10^{-38} \text{cm}^2
\]  

(7.5)

The p-value of a background-only hypothesis (No NCQE) is \(4 \times 10^{-8}\), and the hypothesis is rejected with a probability of \(5.4\sigma\). Thus, the measurement provides an evidence for NCQE signal.
Figure 7.2: The T2K measurement of the flux-averaged NCQE cross-section. The measurement result is denoted as the black point. The vertical black line represents 68% confidence level interval of the measurement. While the red dashed line denotes the theoretical cross-section from Ref. [115], and the flux-averaged theoretical cross-section is shown as horizontal red line. The theoretical cross-section value is within 68% confidence interval of the measurement. The horizontal error bars are representing the 68% region from the flux center at each side of the median energy. The gray histogram shows the non-oscillated T2K neutrino flux at Super-K.
7.2 Updates with T2K RUN4 data

Here, we add the T2K RUN4 data to the samples for measuring the NCQE cross-section. T2K RUN4 started from October 2012 to May 2013, the accumulated POT is $3.56 \times 10^{20}$, which is more than that of T2K RUN1-3. The event selection cuts as mentioned previously are used to select 59 $\gamma$-ray candidates in T2K RUN4 data. The expected number of beam-related events is calculated to be 60.0, and the expected number of beam-unrelated events is 1.2. The details of T2K RUN4 events are described in Appendix G. The rate of events and the distributions of events for T2K RUN1-4 are described in the following paragraphs.

Event rate for T2K RUN1-4 The event rates for every MR runs (main ring) and every T2K runs (1-4) are shown in Figure 7.3, and a summary of the average rates of each T2K RUN is in Table 7.1. One hundred and two events are found with accumulated POT is $65.70 \times 10^{19}$, and the average event rate is 1.55 events per $10^{19}$ POT. The event rate of T2K RUN1-3 is 1.43 events per $10^{19}$ POT, and the two event rates are consistent in statistics.

![Figure 7.3: Event rate of each MR Run normalized by $10^{19}$ POT. The red histogram is representing the average event rate of each T2K RUN.](image)

<table>
<thead>
<tr>
<th>T2K Run</th>
<th>RUN1</th>
<th>RUN2</th>
<th>RUN3</th>
<th>RUN4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of events</td>
<td>3</td>
<td>17</td>
<td>23</td>
<td>59</td>
</tr>
<tr>
<td>Event rate per $10^{19}$POT</td>
<td>0.928</td>
<td>1.534</td>
<td>1.457</td>
<td>1.657</td>
</tr>
</tbody>
</table>
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Figure 7.4: de-excitation $\gamma$-ray candidates as a function of the accumulative POT for T2K RUN4. The red line is supposed as the cumulative probability distribution function for the uniform accumulative rate. The vertical dash lines are showing the boundaries of each T2K RUN.

**Kolmogov-Smirnov test** We use the Kolmogov-Smirnov test to check event rate of T2K RUN1-4 in unit of $10^{19}$ proton-on-target (POT). Figure 7.4 shows the number of $\gamma$-ray candidate events as a function of accumulative POT, and the red line is the cumulative probability distribution function for the uniform accumulative rate. The $D$ value of K-S test is 0.0532, and significance is 0.929. The uniform distribution hypothesis is not rejected at the 92% level. The uniformity of T2K RUN 1-4 event rate is improved from that of T2K RUN1-3 event rate.

**Energy and other parameters distributions** The reconstruction energy distributions of data events and the expected events for T2K RUN1-4 are shown in Figure 7.5. The distribution of data events is consistent with that of expected events in statistics.

Figure 7.6 shows the Cherenkov angle distributions of data events and expected events for T2K RUN1-4. In the figure, there are discrepancies at 42 degree and near 90 degree between the expected number of candidate events of MC simulation and that of data events.

There is no statistically-significant difference in the distribution of the other parameters between the data and the expectation as shown in Fig. 7.7. All distributions of the T2K RUN 1-4 events are similar with those of the T2K RUN 1-3 events.
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Figure 7.5: Comparison of the reconstructed energy spectrum between the expected events (histogram) and the data (dots) for T2K RUN1-4. The NCQE component is about 68% of total expected number of events.

Figure 7.6: Comparison of Cherenkov angle distribution between the expected events and data. The peak near 28° is composed of CC background events, thus the events with the angle less than 34 degree are removed.
Updated result of $\nu$-oxygen NCQE cross section 102\((=43+59)\) events are found as the $\gamma$-ray candidate events for T2K RUN1-4 data. While the expected number of events, $N_{\text{tot}}^{\text{exp}}$, is 112.2, and the expected number of background events $N_{\text{bkg}}^{\text{exp}}$ is 34.6. The updated NCQE cross-section is calculated as below

$$<\sigma_{\nu,\text{NCQE}}^{\text{obs}}>= 102 - 34.6 \over 112.2 - 34.6 \times 2.01 \times 10^{-38} = 1.75 \times 10^{-38}\text{cm}^2$$ (7.6)

As T2K RUN4 has a higher event rate than T2K RUN1-3 as shown in Figure 7.3. The updated cross-section increased by $\sim 13\%$ compared with that of RUN1-3. ($\sigma_{\nu,\text{NCQE}}^{\text{RUN1-3}} = 1.55 \times 10^{-38}\text{cm}^2$). As the updated uncertainty is described in Appendix G.3, the 68$\%$ confidence level (C.L.) interval is (1.33, 2.52)\times10^{-38}\text{cm}^2, and the 90$\%$ C.L. interval region is (1.04, 3.06)\times10^{-38}\text{cm}^2. The comparison between the observed NCQE cross-section and the theoretical one is as shown in Figure 7.8. The updated measurement remains consistent with the theoretical calculation within the 68$\%$ confidence level region. The
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Figure 7.8: The T2K measurement of the flux-averaged NCQE cross-section for T2K RUN1-4 data. The measurement result is denoted as the black point calculated using Equation 7.7. The vertical line represents the 68% confidence interval of the measured cross-section. As the event rate for RUN4 is higher, the observed cross-section value increases by about 13%. The theoretical cross-section value is also within the 68% confidence interval of the measurement.

The NCQE cross-section with the systematic and statistical errors is written as

\[
< \sigma^{\text{obs}}_{\nu, \text{NCQE}} > = 1.75 \pm 0.27(\text{stat.})^{+0.70}_{-0.36}(\text{sys.}) \times 10^{-38}\text{cm}^2 \tag{7.7}
\]

where the systematic uncertainty dominates the whole uncertainty. With adding the data of T2K RUN4, we reject the background-only hypothesis \( \sigma_{\text{NCQE}} = 0 \) with a \( p \)-value of \( 1.42 \times 10^{-20} \).

The summary of cross-section results between the previous (RUN1-3) and RUN 1-4 are as shown in Table 7.2. The updated statistical uncertainty decreases by a large amount, while the systematic uncertainty remains the same. The analysis reached the systematic error limit, so the updated accuracy of the cross-section is not improved by a large amount.

<table>
<thead>
<tr>
<th>T2K RUNs</th>
<th>( N^{\text{obs}} )</th>
<th>( N^{\text{exp}}_{\text{sig}} )</th>
<th>( N^{\text{exp}}_{\text{bg}} )</th>
<th>( &lt; \sigma^{\text{obs}}_{\nu, \text{NCQE}} &gt; )</th>
<th>Stat. error</th>
<th>Sys. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-3</td>
<td>43</td>
<td>34.8</td>
<td>16.2</td>
<td>( 1.55 \times 10^{-38}\text{cm}^2 )</td>
<td>( \pm 25.48% )</td>
<td>(+41.93%)</td>
</tr>
<tr>
<td>1-4</td>
<td>102</td>
<td>77.6</td>
<td>34.6</td>
<td>( 1.75 \times 10^{-38}\text{cm}^2 )</td>
<td>( \pm 15.42% )</td>
<td>(+40.0%)</td>
</tr>
</tbody>
</table>
7.3 Future improvement

As we saw in Equation 7.7, the systematic uncertainty dominates in the total uncertainty for the NCQE cross-section measurement. The uncertainty of the NCQE signal events is 20%, and the uncertainty due to secondary $\gamma$-ray production is 13% that dominates the uncertainty of signal events as shown in Table 6.9. But there is no previous experimental data about the observation of the $\gamma$-rays induced by neutron-water reactions, the uncertainty due to secondary $\gamma$-ray production is estimated using a different simulation. Appendix I describes the experimental proposal at Reach Center for nuclear Physics (RCNP) to measure the $\gamma$-rays produced from neutron-water reactions. The measurements of neutron-water experiment are expected to reduce the uncertainty due to secondary $\gamma$-ray production. There are some improvements by analysis method as described in Appendix I.
Chapter 8

Impact to other physics

8.1 Sterile neutrino search in T2K experiment

The neutrino oscillation scenario with one sterile neutrino state mixing with three active neutrino states is studied in this chapter. If there exist sterile neutrino states, active-to-sterile oscillation is expected to decrease the flux summed over the three active neutrinos. As sterile neutrinos do not interact with matter via weak current, disappearance of neutral current events is a useful tool to probe the existence of sterile neutrino. The disappearance of de-excitation $\gamma$-ray events induced by neutral current reaction in the far detector can be used to search for the sterile neutrino at the T2K experiment.

To explain the LSND anomaly, a scenario with one sterile neutrino $\nu_s$ mixing with the three active neutrinos $\nu_e, \nu_\mu, \nu_\tau$ was introduced. The oscillation probabilities with one sterile neutrino state are described in Appendix A.3.

8.1.1 Oscillation probabilities of four mass eigenstates

For the scenario with one sterile neutrino and three active neutrinos, Figure 8.1 shows possible mass hierarchies, if normal hierarchy is assumed for the active neutrinos ($m_3 > m_2, m_1$). Three following models are introduced: $m_4 \simeq m_1$ model, $m_4 \simeq m_3$ and $m_4 >> m_3$ model. Three CP delta phase angles $\delta_i$ and $\theta_{14}$ are assumed to be zero, as the long base-line experiments such as T2K have no sensitivity to study those angles.

$m_4 \simeq m_3$ model A scenario has a degenerate between the third and the fourth mass eigenstates. The SNO results [142] indicate that there is no discernible mixing between active and sterile neutrinos. The oscillation is too small to be observed in long base-line experiment such as T2K, MINOS [40]. Therefore, we do not study on this model.

$m_4 \simeq m_1$ model Because the degeneracy of $m_4 \simeq m_1$ and $|\Delta m^2_{13}| >> |\Delta m^2_{12}|$, $m_4 \sim m_2$ is assumed. For the oscillation experiment with baseline of $O(10^2 \text{km})$, there is no sensitivity for $\theta_{14}$ and $\theta_{24}$ with the assumption. We set the mixing angle $\theta_{14} = \theta_{24} = 0^\circ$. Then, the oscillation probabilities are simplified as follows.

$$P_{\nu_\mu \rightarrow \nu_\mu} = 1 - 4 |U_{\mu 3}|^2 (1 - |U_{\mu 3}|^2) \sin^2 \Delta_{31},$$

$$P_{\nu_\mu \rightarrow \nu_\alpha} = 4 |U_{\mu 3}|^2 |U_{\alpha 3}|^2 \sin^2 \Delta_{31},$$

(8.1)
Figure 8.1: The schematic of three possible mass hierarchy for four mass eigenstates. Here, the normal hierarchy is assumed, so the $m_3 > m_2, m_1$. The two right models show that expanded mass state $m_4$ is degenerate with $m_1$ and $m_3$. The left one shows the mass eigenstate $m_4$ is heavier than the other states, and we assume the mass-squared splitting $\Delta m_{41}$ is same as suggested by the LSND result of $O(1 \text{ eV}^2)$.

where $\alpha = e, \tau, s$, $U_{\mu 3} = c_{13}s_{23},$ and $U_{s 3} = -c_{13}c_{23}s_{34}$. Equation 8.1 shows the $\nu_\mu$ disappearance probability which doesn’t include $\theta_{34}$ term. The probability is the same with one of only three active neutrino mixing.

$m_4 >> m_3$ model Here, $\Delta m^2_{43}$ is assumed to be $O(1 \text{ eV}^2)$. The oscillation term of $\sin^2 \Delta_{4i}$ changes rapidly, so we take the average value to substitute the oscillation terms. The average of $\sin^2 \Delta_{41}$ or $\sin^2 \Delta_{43}$ is $\frac{1}{2}$, while the average of $\sin 2\Delta_{41}$ or $\sin 2\Delta_{41}$ is zero. On the other hand, the $\Delta m_{31}$ terms are relevant at far site, as $L/E_{\nu} = 295.0[\text{km}]/0.63[\text{GeV}] \sim 468$. $\theta_{14} = 0^\circ$ and $\delta_2 = 0^\circ$ are assumed, then the oscillation probabilities become

$$P_{\nu_\mu \to \nu_\mu} = 1 - 4\left\{ |U_{\mu 3}|^2(1 - |U_{\mu 3}|^2 - |U_{\mu 4}|^2) \sin^2 \Delta_{31} + \frac{1}{2} |U_{\mu 4}|^2(1 - |U_{\mu 4}|^2) \right\}, \quad (8.3)$$

$$P_{\nu_\mu \to \nu_\alpha} = 4R \left\{ (|U_{\mu 3}|^2|U_{\alpha 3}|^2 + U_{\mu 4}^* U_{\alpha 4} U_{\mu 3} U_{\alpha 3}^*) \sin^2 \Delta_{31} + \frac{1}{2} |U_{\mu 4}|^2 |U_{\alpha 4}|^2 \right\}, \quad (8.4)$$

where the elements of the mixing matrix are written as below

$$U_{\mu 3} = c_{13}s_{23}c_{24},$$
$$U_{\mu 4} = s_{24},$$
$$U_{s 3} = -c_{13}s_{23}c_{34}s_{24} - c_{13}c_{23}s_{34},$$
$$U_{s 4} = c_{24}c_{34}, \quad (8.5)$$

For Super-K atmospheric neutrino oscillation, the $\nu_\mu$ disappearance result gave a strict upper bound on $\theta_{24} = 7.7^\circ$ [35]. Here we set the $\theta_{24} = 0^\circ$, the $\nu_\mu$ disappearance probability
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Figure 8.2: The expected number of de-excitation $\gamma$-ray events for T2K RUN1-4 as a function of $\theta_{34}$. The accumulative POT is $6.57 \times 10^{20}$.

is simplified to be the same with the probability of assuming only three active neutrino mixing. With the assumption, the oscillation probability $P(\nu_\mu \rightarrow \nu_s)$ of $m_4 >> m_3$ model is the same with that of $m_4 \simeq m_1$ model.

8.1.2 Sensitivity of $\theta_{34}$ using T2K RUN1-4 de-excitation $\gamma$-ray events

Here, we consider the sensitivity of $\theta_{34}$ using the de-excitation $\gamma$-ray events induced by the T2K neutrino beam. As shown in Table 5.8 and Table G.5, there are > 93% fraction of neutral current events (NCQE+NCothers) in the $\gamma$-ray candidate events. Figure 8.2 shows the expected number of events as a function of $\theta_{34}$ under the sterile $\nu$ models ($m_4 = m_1$, $m_4 >> m_3$). The $\nu_\mu$ disappearance probability is simplified to be the same with the probability of only three active neutrino mixing, so the measurement of $\sin^2 \theta_{23}$ and $\Delta m_{32}^2$ under one sterile neutrino scenario are the same with the measurement under only three active neutrino scenario. The T2K's best-fit result [26] of $\sin^2 \theta_{23} = 0.514$ and $\Delta m_{32}^2 = 2.51 \times 10^{-3}$ eV$^2$/c$^4$ are used. For $\theta_{13}$, the result of $\sin^2 2\theta_{13} = 0.09$ from the DayaBay is used [28].

To constrain the mixing angle $\theta_{34}$, we compare the true (observed) number of events ($N_{\text{obs}}$) with some assigned values of $\theta_{14}$ to the expected number of events $N_{\text{exp}}$ calculated based on the oscillation probabilities of Equation 8.3 and Equation 8.4. Here, the $\chi^2$ is used to predict the sensitivities to the mixing angle $\theta_{34}$:

$$\chi^2(\theta_{34}) \equiv 2\{N_{\text{exp}} - N_{\text{obs}} + N_{\text{obs}} \ln \left( \frac{N_{\text{obs}}}{N_{\text{exp}}} \right) \} + \sum_i \left( \frac{\epsilon_i}{\sigma_{\text{sys},i}} \right)^2,$$

(8.6)

$$N_{\text{exp}} = \sum_i (1 + \epsilon_i) N_{\text{exp},i}$$

(8.7)
Table 8.1: The summary of systematic uncertainties based on the expected number of the NCQE events and the background events. The uncertainties of the NCothers events and the CC events due to the flux and the cross-section are assigned with the correlation matrix including the ND280 data.

<table>
<thead>
<tr>
<th>interactions</th>
<th>NCQE</th>
<th>NCothers</th>
<th>CC</th>
<th>beam-unrelated</th>
</tr>
</thead>
<tbody>
<tr>
<td>fraction of events</td>
<td>68%</td>
<td>25%</td>
<td>4%</td>
<td>2%</td>
</tr>
<tr>
<td>Flux</td>
<td>11%</td>
<td>–</td>
<td>10%</td>
<td>–</td>
</tr>
<tr>
<td>Cross-section</td>
<td>15%</td>
<td>18%</td>
<td>6%</td>
<td>–</td>
</tr>
<tr>
<td>Primary γ production</td>
<td>10%</td>
<td>3%</td>
<td>7.6%</td>
<td>–</td>
</tr>
<tr>
<td>Secondary γ production</td>
<td>13%</td>
<td>13%</td>
<td>2.2%</td>
<td>–</td>
</tr>
<tr>
<td>Detector response</td>
<td>2.2%</td>
<td>2.2%</td>
<td>10%</td>
<td>–</td>
</tr>
<tr>
<td>Oscillation parameters</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Total systematic error</td>
<td>25%</td>
<td>23%</td>
<td>17.2%</td>
<td>0.8%</td>
</tr>
</tbody>
</table>

where \( N_{\text{exp},i} \) denotes the expected number of \( i \)-th reaction events, where the \( i \)-th reaction is NCQE, NCothers, CC, and beam-unrelated. The systematics nuisance parameter \( \epsilon_i \) is a shift from the nominal value for the \( i \)-th reaction events. The \( \sigma_{\text{sys},i} \) is the systematic uncertainty of the \( i \)-th reaction. We use the ND280 fitting results to give a constrained errors for NCothers and CC reactions, whose correlation matrix is shown in right plot of Figure 6.1. The systematic uncertainties of the de-excitation γ-ray events are summarized in Table 8.1. Because the ND280 detectors measure the “flux×cross-section”, the uncertainties due to the neutrino flux and the cross-section are entangled in the table. For the NCQE events, the uncertainty due to the flux is the same as Table 6.9, and the uncertainty due to the cross-section is assumed to be 15% according to the recent theoretic calculation.[143]

To minimize the sensitivity function \( \chi^2(\theta_{34}) \) for every \( \theta_{34} \), the \( \epsilon_i \) is derived by solving the equality \( \partial \chi^2(\theta_{34})/\partial \epsilon_i = 0 \),

\[
\epsilon_i = \sigma_{\text{sys},i}^2 N_{\text{exp},i} \left( \frac{N_{\text{obs}}}{\sum_i N_{\text{exp},i} + \sum_i \epsilon_i N_{\text{exp},i}} - 1 \right)
\]  

and

\[
\sum_i \epsilon_i N_{\text{exp},i} = \frac{1}{2} \left( \sum_i N_{\text{exp},i} + \sum_i \sigma_{\text{sys},i}^2 N_{\text{exp},i}^2 \right) + \frac{1}{2} \sqrt{\left( \sum_i N_{\text{exp},i} + \sum_i \sigma_{\text{sys},i}^2 N_{\text{exp},i}^2 \right)^2 - 4 \left( \sum_i N_{\text{exp},i} \sum_i \sigma_{\text{sys},i}^2 N_{\text{exp},i} - N_{\text{obs}} \sum_i \sigma_{\text{sys},i}^2 N_{\text{exp},i} \right)},
\]  

Figure 8.3 shows the sensitivity of \( \theta_{34} \), the true value of \( \theta_{34}^{\text{true}} \) is assumed to be 0 degree and 20 degree. The sensitivity result of \( \theta_{34}^{\text{true}} = 0^\circ \ (20^\circ) \) is drawn as black line (dashed line) in the figure, and the best fit value is at \( 0^\circ \ (20^\circ) \) and upper limit is 53.5 (59) degree at 90% confidence level (C.L.).

Future sensitivity

As mentioned previously, the T2K experiment plans to accumulate data equivalent to \( 7.8 \times 10^{21} \) POT, and the ratio of neutrino beam to anti-neutrino beam will be about
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Figure 8.3: The sensitivity of $\theta_{34}$ for the T2K RUN1-4 period. The true value of $\theta_{34}^{\text{true}}$ is set to be 0 degree and 20 degree. The expected number of events is calculated with the statistics of $6.57 \times 10^{20}$ POT. The black line (dashed line) shows the result with $\theta_{34}^{\text{true}}$ set to be 0 (20) degree. The systematic error is shown in Table 8.1.

Because the analysis of the de-excitation $\gamma$-ray induced by anti-neutrino does not finish yet, this thesis uses data of neutrino beam to search for sterile neutrinos, and the accumulative POT is about half of total accumulative POT in future.

Now, the systematic uncertainty for the sterile search is 24%. There are several ideas to reduce the systematic error in future. As mentioned in Section H, the neutron-water experiment at RCNP is expected to reduce the uncertainty due to secondary $\gamma$-ray production. The ND280 has a ability to measure the proton induced by the NCQE reactions, so it is possible to reduce the uncertainties due to flux and cross-section. It is possible to lower the systematic error to $\sim$ 15% with the results of experiment at RCNP and the ND280 results. Furthermore, there is a proposal to build a water Cherenkov detector in the near site. With the water detector, the systematic uncertainty may be reduced to a few percent in future.

Figure 8.4 shows the sensitivities of $\theta_{34}$ with the different error sizes of 25%, 15%, and 5%, which are corresponding to the possible error sizes in future. In the figure, the true angle $\theta_{34}^{\text{true}} = 0.0$, 20.0 degree is assigned. If the true $\theta_{34}^{\text{true}}$ is 0.0 degree, the 90% C.L. limits on the $\theta_{34}$ for error sizes of 25%, 15%, and 5% are 51°, 40°, and 28° respectively. The rejection regions at 90% C.L. are highly dependent on the error sizes. If the true mixing angle $\theta_{34}$ is 20.0 degree, the the 90% C.L. limits on the $\theta_{34}$ for error sizes of 25%, 15%, and 5% become 56°, 46°, and 34.5° respectively. The rejection regions of $\theta_{34}$ at 90% C.L. are highly dependent on the error sizes.
Figure 8.4: The sensitivities of $\theta_{34}$ with different error sizes for the T2K future target. The true value of $\theta_{34}$ is set to be 0 and 20.0 degree. The expected number of events is calculated with the T2K goal statistics of $7.8 \times 10^{21}$ POT, and only half of the data are used. The red line, green line and blue line represent the results with error sizes of 25%, 15%, and 5% respectively, and the true mixing angle $\theta_{34}^{\text{true}}$ is set to be zero degree. The dash lines of red, green, and blue are representing the results with error sizes of 25%, 15%, and 5%, if the true mixing angle $\theta_{34}^{\text{true}}$ is set to be 20.0 degree.

8.1.3 Discussion

Comparison to the results of MINOS

As mentioned previously, the MINOS experiment gave the strictest results of the mixing angle $\theta_{34}$ \cite{40, 41}. For $m_4 \simeq m_1$ model, the $\theta_{34}$ limit at 90% C.L. is $37^\circ$ (here, $\theta_{13} = 11.5^\circ$). For $m_4 >> m_1$ model, the $\theta_{34}$ limit at 90% C.L. is $37^\circ$. Disappearance of NC events is not found in the observation, so the best fit is $\theta_{34} = 0.0$. Compare to the T2K future sensitivities, the results with error size of 15% have a comparable limit ($40^\circ$) with the limit of MINOS.

If the error size is reduced to a few percents in future, the result of $\theta_{34}$ is expected to give a stricter limit than the MINOS result.

8.2 Impact to supernova relic neutrino search at Super-K

The supernova relic neutrino (SRN) search at Super-Kamiokande has been conducted via the inverse beta decay reaction ($\nu_e + p \rightarrow n + e^+$) \cite{56}. To reduce the background event rate, there is a plan for future Super-K to add gadolinium compound to detect the
produced neutron by observing the 8 MeV $\gamma$-ray in neutron-Gadolinium capture reaction. But, the NCQE reaction produces neutrons in water, so the de-excitation $\gamma$-rays induced by the NCQE interaction are remaining background events in the SRN search. Here, we discuss about the impact of uncertainty size of de-excitation $\gamma$-ray for the SRN search.

### 8.2.1 Event spectrum under Gd-enhance neutron tagging

As mentioned in Section 1.4, the neutron tagging method can remove the nuclear spallation events and the atmospheric neutrino reaction events. But an efficiency of neutron detection is only $\sim 17\%$ with the delayed 2.2 MeV $\gamma$-ray\(^{57}\).

To improve the efficiency of neutron detection, the SK-Gd is proposed to add soluble gadolinium compound (Gd$_2$SO$_4$) into Super-K water. A neutron is captured on gadolinium (Gd) by 90\% efficiency\(^{144}\). The neutron capture yields a 7.9 MeV delayed $\gamma$-ray by 80.5\% probability or a 8.5 MeV delayed $\gamma$-ray by probability of 19.3\%. The detection efficiency of 8 MeV $\gamma$-ray signal is $\sim 74\%$ under the following selections:

1. The reconstructed vertex of $\gamma$-ray event is located within 200 cm from the prompt event.

2. The reconstructed energy of $\gamma$-ray event is larger than 3 MeV.

3. The time of $\gamma$-ray event is within 60 $\mu$s after the prompt event.

After the selections, the coincidence probability of accidental background events is $\sim 2 \times 10^{-4}$. As a result, the efficiency of neutron detection is expected to about $0.90 \times 0.74 = 67\%$, which is much larger than the efficiency by observing the 2.2 MeV $\gamma$-ray signal.

It is possible to lower the energy threshold to 12 MeV or even to 10 MeV with low background rate of spallation events\(^1\) Figure 8.5 shows the reconstructed energy distributions of the SRN events and the other background events using Gd-enhanced neutron tagging method. Here, the LMA model\(^{50}\) is used to predict SRN flux for observation of ten years, and we use the atmospheric $\nu$ flux to predict the background events for the same observation period. The de-excitation $\gamma$-ray events are induced by neutrino neutral current interactions, and most of the NC reactions are NCQE and NC1$\pi$ reactions. The simulation is used to estimate the neutron multiplicity, and the efficiency of selection is applied to estimate a detected neutron multiplicity. Only one detected neutron capture on Gd signal is 37\% of the area of detected neutron multiplicity\(^{120}\). We suppose that 37\% fraction of NC events remain after the selection. The energy distribution of NC events is shown as the blue dash-line in Figure 8.5.

### 8.2.2 Sensitivity of SRN

$\chi^2$ function As mentioned in Sec. 1.4 LMA model predicts the flux of SRN. Here, we use a sensitivity function to estimate a discovery potential of SRN under a prediction of SRN flux by LMA model. The “discovery” of SRN represents that we can exclude the “no SRN signal” hypothesis $N_{sig} = 0$ by the confidence level of 3$\sigma$. The uncertainty

\(^1\)With the selection of neutron tagging, the remaining background events are induced by the reactor neutrinos and the spallation of $^9$Li nucleus. The reconstructed energy of reactor neutrinos and $^9$Li decay events are distributed below 10 MeV mostly.
Figure 8.5: The spectrum of supernova relic neutrino events and background events in SK-Gd proposal. The red line shows the spectrum of SRN signal for ten years observation, and it is estimated by LMA model\[50\]. Other dash lines are showing the background spectrum from atmospheric neutrino. The blue dash-line is the de-excitation $\gamma$-ray induced by NCQE and NC$\pi$ reactions. The rate of decay electron backgrounds after CC reactions are expected to be reduced to 1/5 under the Gd-enhanced neutron tagging. The pink dash-line is showing the reduced decay-e background events. The green dash-line is the remained anti-nue events.

of number of NC events has influence on the sensitivity of SRN search. Therefore, the sensitivity function $\chi^2$ is defined as

$$\chi^2(N_{\text{sig}}^{\text{exp}}) \equiv \frac{(N_{\text{obs}} - N_{\text{bkg}}^{\text{exp}} - N_{\text{sig}}^{\text{exp}})^2}{\sigma_{\text{stat}}^2 + \sigma_{\text{NC,sys}}^2} \quad (8.10)$$

where the testing number $N_{\text{sig}}^{\text{exp}}$ is the expected number of SRN signal events with the reconstructed energy at region of (10 MeV, 30 MeV). $N_{\text{bkg}}^{\text{exp}}$ is the expected number of background events with the reconstructed energy at region of (10 MeV, 30 MeV). $N_{\text{bkg}}^{\text{exp}}$ includes the number of decay electron events $N_{\text{decay-e}}$, the number of anti-nue events $N_{\nu_e}$, and the number of de-excitation $\gamma$-ray events induced by NC interactions $N_{\text{NC}}$ (or called NC events) $N_{\text{bkg}}^{\text{exp}} = N_{\text{decay-e}} + N_{\nu_e} + N_{\text{NC}}$. The observed number (true) of events is assigned as $N_{\text{obs}} = N_{\text{true}}^{\text{sig}} + N_{\text{bkg}}^{\text{exp}}$, where $N_{\text{true}}^{\text{sig}}$ is the number of SRN signal predicted by LMA model \[50\]. The true number of the signal events and the expected numbers of background events are summarized in Table 8.2. The statistical error is the square root of the observed number of event $\sigma_{\text{stat}} \equiv \sqrt{N_{\text{obs}}}$. For background, we consider only the uncertainty of the number of NC events $\sigma_{\text{NC,sys}}$, and the uncertainty is written as

$$\sigma_{\text{NC,sys}} \equiv N_{\text{NC}} \cdot \delta \varepsilon_{\text{NC,sys}}, \quad (8.11)$$

where $\delta \varepsilon_{\text{NC,sys}}$ is the uncertainty of de-excitation $\gamma$-ray events induced by NC interactions.
Table 8.2: Summary of the number of the SRN events predicted by LMA model \[50\] and the expected number of background events. The numbers of events having the reconstructed energy \(E_{\text{rec}}\) within energy region of (10 MeV, 30 MeV) and (12 MeV, 30 MeV) are listed.

<table>
<thead>
<tr>
<th>(E_{\text{rec}}) region</th>
<th>10-30MeV</th>
<th>12-30MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_{\text{true}}^{\text{sig}})</td>
<td>33.55</td>
<td>27.25</td>
</tr>
<tr>
<td>(N_{\text{NC}})</td>
<td>33.34</td>
<td>18.38</td>
</tr>
<tr>
<td>(N_{\nu e})</td>
<td>1.65</td>
<td>1.62</td>
</tr>
<tr>
<td>(N_{\text{decay}^\text{e}})</td>
<td>17.06</td>
<td>16.46</td>
</tr>
<tr>
<td>(N_{\text{exp}}^{\text{bkg}})</td>
<td>52.05</td>
<td>36.47</td>
</tr>
</tbody>
</table>

**Uncertainty of NC events** As mentioned in Section 1.4, the events with the Cherenkov angle \(38^\circ \leq \theta_{\text{res}} \leq 50^\circ\) are selected in the SRN search. As shown in Figure 5.19, there is a discrepancy between the Cherenkov angle distributions of the observed data events and the expected events. As mentioned in Subsection 5.3.4, the discrepancy is due to the secondary \(\gamma\)-ray multiplicity. The discontinuity at the distribution of simulated \(\gamma\)-rays as shown in Figure 4.13 is used to estimate the uncertainty due to the multiplicity of secondary \(\gamma\)-rays to be 50% \[120\].

Besides the uncertainty due to the secondary \(\gamma\) multiplicity, there are other error source of NC events induced by atmospheric neutrinos such as atmospheric neutrino flux, primary \(\gamma\)-ray production, detector response, etc. If the energy of atmospheric neutrino is \((10^{-1}, 10^2)\) GeV, the systematic uncertainty due to atmospheric flux is 8% \(\sim\) 20% \[148\]. Therefore, \(\delta \varepsilon_{\text{NC,sys}}\) is \(\sim 60\%\) which is obtained including the uncertainty due to secondary \(\gamma\)-ray multiplicity and the maximum uncertainty of atmospheric neutrino flux, and other uncertainties. In this thesis, we test \(\delta \varepsilon_{\text{NC,sys}} = 0.6\) to have a study on the sensitivity of SRN search.

In future, it is possible to reduce the \(\delta \varepsilon_{\text{NC,sys}}\) by the neutron-water experiment at RCNP and the de-excitation \(\gamma\)-rays observation at the T2K experiment. We estimate the sensitivities of SRN search with \(\delta \varepsilon_{\text{NC,sys}}\) range of 10% \(\sim\) 60% in the next paragraph.

**Sensitivity of the SRN search** Left plot in Figure 8.6 shows the sensitivities for SRN search with different error sizes of NC background events, and the energy threshold is 10 MeV. The plot shows the sensitivities with three kinds error sizes of \(\delta \varepsilon_{\text{NC,sys}}\): 10%, 30%, and 60%. Only the distribution with error size of 10% rejects no SRN hypothesis at 3\(\sigma\) confidence level. The right plot in the Figure 8.6 shows the sensitivities with the energy threshold of 12 MeV. The sensitivities are similar with those with threshold 10 MeV.

Now, the SK-Gd proposal is approved as the Super-K project. It is important for the SRN search to reduce the error size of NC events using the external experiment data. In near future, the reduced uncertainty of NC events leads the SK-Gd proposal having high potential to search for the SRN signal.
Figure 8.6: The sensitivities of SRN under the SK-Gd proposal with different error size of NC events. The left plot shows sensitivities with the energy threshold of 10 MeV, and the right plot shows the sensitivities with the energy threshold of 12 MeV.
Chapter 9

Conclusion

The study of the de-excitation $\gamma$-ray events induced by the neutral current quasi-elastic (NCQE) reactions has the two motivations: First, the de-excitation $\gamma$-ray events mostly induced by NCQE reactions from atmospheric neutrinos are one of the main background events for the supernova relic neutrino search. Second, the $> 93\%$ fraction of the de-excitation $\gamma$-ray events are induced by neutral current reactions, including NCQE reactions. It is possible to use the events to search for the active-to-sterile neutrino oscillation.

There was an observation of the NCQE events at the near detector of the K2K experiment, but they didn’t give a measurement of the $\nu$-water NCQE cross-section. The average energy of T2K neutrinos is 630 MeV, and the NCQE cross-section dominates in all NC reaction cross-sections. It is possible to give a measurement at Super-K of the NCQE cross-section with the T2K neutrino beam.

This thesis reports the first neutrino-oxygen NCQE cross-section measurement by observing the de-excitation $\gamma$-rays induced by the T2K neutrino beam. To measure the cross-section, we scale up the theoretical cross-section by a factor obtained from the comparison between the expected number of events and the observed number of candidate events.

The expected number of de-excitation $\gamma$-ray events is estimated by the MC simulations, and the procedures of the simulation are as follows: a neutrino beam simulation, a neutrino interaction simulation, and a detector simulation. In the analysis, we update the NCQE cross-section model and the spectroscopic factors and the $\gamma$-rays emission branching ratios, then the expected number of candidate events are 51.0. Among the candidate events, 68.2\% fraction of events are expected as the NCQE events, and the main background events are from NC1$\pi$ resonance interaction.

In observation, the de-excitation $\gamma$-ray events are selected from the T2K RUN1-3 spill data. To remove the background events, we use the following information of the events: energy, timing, vertex, direction, goodness of reconstruction, Cherenkov angle, and pre-activity. Forty-three candidate events are found in T2K RUN1-3 data after selections. The comparison between the observed events and the expected events shows that there are no statistically-significant differences except the Cherenkov angle distribution.

The measurement of flux-averaged $\nu$-oxygen NCQE cross-section $\sigma_{\nu,NCQE}$ during the T2K RUN1-3 period is $< \sigma_{\nu,NCQE}^{obs,T2KRUN1−3} > = 1.55 \times 10^{-38}\text{cm}^2$ with a 68\% confidence level interval of $(1.08, 2.34) \times 10^{-38}\text{cm}^2$. The theoretical NCQE cross-section $< \sigma_{\nu,NCQE}^{theory} > = 2.01 \times 10^{-38}\text{cm}^2$ is consistent to the measurement within 68\% confidence level. The results
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are written with separated systematic and statistical uncertainty as

\[ <\sigma_{\nu,NCQE}^{\text{obs},T2KRUN1-3}> = 1.55 \pm 0.395(\text{stat.})^{+0.65}_{-0.33}(\text{sys.}) \times 10^{-38}\text{cm}^2 \]  

(9.1)

This is the first measurement of $\nu$-oxygen NCQE cross-section. Then, we add the T2K RUN4 data to update the cross-section measurement. The $\nu$-oxygen NCQE cross-section is updated as \( <\sigma_{\nu,NCQE}^{T2KRUN1-4}> = 1.75 \times 10^{-38}\text{cm}^2 \) with the 68% confidence interval is \((1.33, 2.52) \times 10^{-38}\text{cm}^2\). The theoretical cross-section is consistent with the updated measurement at the 68% confidence level. The updated NCQE cross-section is written as

\[ <\sigma_{\nu,NCQE}^{\text{obs},T2KRUN1-4}> = 1.75 \pm 0.27(\text{stat.})^{+0.70}_{-0.36}(\text{sys.}) \times 10^{-38}\text{cm}^2 \]  

(9.2)

This thesis reported the first measurement of $\nu$-oxygen NCQE cross-section by observing the de-excitation $\gamma$-ray, and the results shed light on the study of the active-sterile neutrino oscillation in the T2K experiment and the atmospheric background events for SRN search in Super-K experiment.

According to the measurement of de-excitation $\gamma$-ray during the T2K RUN1-4 period, the effects on the sterile neutrino search and the supernova relic neutrino search are discussed. For the sterile neutrino search, we have a potential to measure the extended mixing angle $\theta_{34}$ with the simplified assumptions such as $\theta_{14} = \theta_{24} = 0^\circ$. If the true value of $\theta_{34}^{\text{true}}$ is 0\(^\circ\) (20\(^\circ\)), the upper limit is 53.5\(^\circ\) (59\(^\circ\)) at 90% confidence level for the T2K RUN1-4 period. The rejection regions at 90% confidence level are highly dependent on the error sizes. To get the same corresponding limit with the limit of MINOS, the error size should be reduced within 15% for the T2K target of \(7.8 \times 10^{21}\) POT.

In the supernova relic neutrino (SRN) search at Super-K, the de-excitation $\gamma$-ray induced by atmospheric neutrino is a source of background. The sensitivity for the SRN search is affected by the following error source of de-excitation $\gamma$-ray: the uncertainties of the expected number of neutral current reaction events, the discrepancy at Cherenkov angle distribution between the expectation and the observation. If the error size due to neutral current events is larger than 10%, the SRN discovery does not reach 3$\sigma$ confidence level with 10 years observation.

We suggest that the poor information about multiplicity of secondary $\gamma$-rays leading the discrepancy at angle distribution between data and MC simulations. An experimental proposal in RCNP plans to measure the $\gamma$-rays induced by neutrons, and the results are expected to be helpful to reduce the current uncertainty.
Appendix A

Neutrino Mass and Neutrino Oscillation Theory

This chapter describes the theory of neutrino mass, the theory of neutrino oscillation, and the neutrino oscillation probabilities with one sterile neutrino state.

A.1 neutrino mass

A.1.1 Dirac mass

Let us consider the free Dirac particles that have spin of half. The Langrangian is written as below:

\[ L = \bar{\psi} \left[ i \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} - m_D \right] \psi \]  

(A.1)

The fermion spinor \( \psi \) is projected into left-handed part and right-handed part by chiral projections as \( \psi = (P_L + P_R)\psi = \frac{1}{2}(1 - \gamma_5)\psi + \frac{1}{2}(1 + \gamma_5)\psi = \psi_L + \psi_R \), where the two project operators are \( P_L = \frac{1}{2}(1 - \gamma_5) \) and \( P_R = \frac{1}{2}(1 + \gamma_5) \). For two arbitrary spinors \( \psi \) and \( \phi \), their relations are like below:

\[ \bar{\psi} L \phi_R = 0, \quad \bar{\psi} R \phi_L = 0 \]  

(A.2)

so the product of two spinors is written as

\[ \bar{\psi} \phi = (\bar{\psi} L + \bar{\psi} R)(\phi_L + \phi_R) = \bar{\psi} L \phi_R + \bar{\psi} R \phi L \]

(A.3)

The Dirac mass term in Langrangian is written in chiral components as below\(^1\)

\[ L = -m_D(\bar{\psi} L \phi_R + \bar{\psi} R \phi_L) + h.c. \]  

(A.4)

If the \( \nu_R \) exists in addition to \( \nu_L \), the Dirac mass term for 3 flavor neutrinos is described as below

\[ L = -\bar{\psi} R m_{D,\alpha\beta} \psi_L \beta + h.c. \]  

(A.5)

where the \( m_{\alpha\beta} \) is a mass matrix. We consider the neutrinos have three flavor eigenstates of weak interaction as \( \nu^\alpha = (\nu_e, \nu_\mu, \nu_\tau) \). Then, the mass term of Langrangian is diagonalized by a unit transformation matrix as below

\[ \nu_L^\beta = U_{\beta \alpha} \nu_L^\alpha \]  

(A.6)

\(^1h.c. \) signifies Hermitian conjugate
\[ \nu^\alpha_R = V_{\alpha,i} \nu^i_R \]  

(A.7)

where the unitary matrix \( U \) is the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix\[^{[11]}\], which is referred to as the neutrino mixing matrix. The details of the matrix are described in the next section. We substitute the matrix into the Langrangian as follows

\[ \mathcal{L} = -\overline{\nu^i_L} V_{i,\alpha} m_{D,\alpha\beta} U^\beta_j \nu^j_L + h.c. \]

\[ = -\overline{\nu^i_R} m_{D,\beta} \nu^i_L + h.c. \]  

(A.8)

where

\[ V_{\alpha,i}^\dagger m U^\beta_j = m_i \]  

(A.9)

where \( m_i \) is a diagonalized mass matrix here, and the \( i = 1 \sim 3 \) that means the 3 mass eigenstates. But, only left-handed Dirac neutrinos are found, the neutrino is massless in the Standard Model.

### A.1.2 Majorana mass

The spinor \( \psi \) and its charge conjugation spinor \( \psi^c (\equiv C\gamma^0\psi^*) \) compose the Majorana equation given by

\[ i\partial\psi = m\psi^c \]  

(A.10)

The two side of the equation have \( \psi \) and \( \psi^c \) respectively, so the spinor is electrically neutral field. We write the Langrangian mass term as below

\[ \mathcal{L}_{mass} = -\frac{1}{2} \overline{\nu^i_L} m_{M,\alpha\beta} \nu^j_L + h.c. \]  

(A.11)

In a similar way with Dirac mass, we diagonalize the mass term by substituting Equation A.6

\[ \mathcal{L}_{mass} = -\frac{1}{2} \overline{\nu^i_L} m_{M,\alpha\beta} U^\beta_j \nu^j_L + h.c. \]

\[ = -\frac{1}{2} \overline{\nu^i_R} m_{M,i} \nu^i_L + h.c. \]  

(A.12)

Next, we consider the invariance of the mass term under a global transformation. A lepton under the global transformation \( (e^{i\alpha}) \) is as below:

\[ \psi \rightarrow e^{i\alpha} \psi \quad \overline{\psi} \rightarrow e^{-i\alpha} \overline{\psi} \]  

(A.13)

The charge conjugate of the lepton spinor under the global transformation is written as

\[ \psi^c \rightarrow (e^{i\alpha})^c = \eta_c C e^{i\alpha} \psi^T = e^{-i\alpha} \psi^c \quad \overline{\psi^c} \rightarrow e^{i\alpha} \overline{\psi^c} \]  

(A.14)

As a result, the mass term of Equation A.12 is not invariant under the global transformation, and this connects to break a lepton number conservation by \( \overline{\psi^c_L} \psi_L \).
A.1. NEUTRINO MASS

A.1.3 Seesaw mechanism

The Higgs field $\phi_0$ exists in Yukawa coupling, so the Langrangian of lepton coupling is written as the following equation.

$$\mathcal{L} = f_\nu \overline{\nu}_R \phi L.$$  (A.15)

Then, the seesaw mechanism introduces the Majorana mass term which is composed from the right-handed neutrinos. Now, the Langrangian is as below.

$$\mathcal{L} = f_\nu \overline{\nu}_R \nu_L \langle \phi^0 \rangle + \frac{1}{2} M \overline{\nu}_R \nu_R + h.c.$$  (A.16)

The Langrangian is rewritten by diagonalizing the mass matrix,

$$\mathcal{L} = \frac{1}{2} (\overline{\nu}_L, \overline{\nu}_R) \begin{pmatrix} 0 & m \\ m & M \end{pmatrix} (\nu_L, \nu_R)$$  (A.17)

where the mass matrix is $\begin{pmatrix} 0 & m \\ m & M \end{pmatrix}$, and $f_\nu \langle \phi^0 \rangle = m$. In Equation A.16, the effective mass $M$ is much larger than the Higgs field.

The effective Langrangian is calculated from the diagram as shown in Figure A.1, and the seesaw mechanism gives the left handed neutrino a Majorana mass under Higgs field. The effective Langrangian is written as below:

$$\mathcal{L} = \frac{f^2_\nu}{2M} \phi^0 \phi^0 \overline{\nu}_L \nu_L.$$  (A.18)

The Dirac mass $m = f_\nu \langle \phi^0 \rangle$ compares with the mass matrix in Equation A.17. Then, we know

$$m_{\nu_L} \sim \frac{m^2}{M}.$$  (A.19)

We know that the left-handed neutrino mass is $\frac{m^2}{M}$ which is very small comparing to other fermion mass in standard model. The right-handed neutrino mass $M$ appears in higher unification theories.
A.2 Theory of neutrino oscillations

The idea of neutrino oscillation is proposed by B. Pontecorvo. First, R. Davis used the reactor anti-neutrino beam to search the following reaction.

\[ \bar{\nu}_e + ^{37}\text{Cl} \rightarrow e^- + ^{37}\text{Ar} \]  

(A.20)

This reaction is only allowed if the lepton number is not conserved. B. Pontecorvo predicted the reaction occurs under the hypothesis of \( \nu \leftrightarrow \nu \) mixing [12], which is similar with \( K^0 - \bar{K}^0 \) mixing. Beside that, Pontecorvo predicted that the existence of the following mode in muon decays.

\[ \mu \rightarrow e + \gamma \]  

(A.21)

From Ref. [13], the decay is allowed by the breaking lepton number conservation, and the flavor changing as the following transition: \( \nu_\mu \leftrightarrow \nu_e \). But, the previous two reactions are not found in experiments. In the same paper [13], Pontecorvo pointed out that we have chances to observe the neutrino oscillations from reactor or accelerator sources.

At present, we know that neutrino flavor changing exists. This section describes the neutrino oscillation probabilities.

**neutrino mixing**

The neutrino mixing is firstly proposed in Nagoya model by Z. Maki, M. Nakagawa, and S. Sakata in 1962 [11]. The two neutrino states in weak interaction is called as two “weak” neutrino states: \( \nu_e, \nu_\mu \). The authors introduced the two “true” neutrino states \( (\nu_1, \nu_2) \) that are expressed by linear combination of the “weak” neutrinos as below.

\[
\begin{align*}
\nu_1 &= \nu_e \cos \delta + \nu_\mu \sin \delta \\
\nu_2 &= -\nu_e \sin \delta + \nu_\mu \cos \delta
\end{align*}
\]  

(A.22)

where the mixing angle \( \delta \) is real number. The unitary mixing matrix \( U \) connects the weak states and the true states together.

As mentioned previously, there are three generations \( (N = 3) \) for lepton and quarks in the Standard Model. The three “flavor” neutrino eigenstates \( \nu^i = (\nu_e, \nu_\mu, \nu_\tau) \) are written as the linear combination of three “mass” neutrino eigenstates \( \nu^i = (\nu_1, \nu_2, \nu_3) \).

\[ \nu^i_L = U_{i,k} \nu^k_L \]  

(A.23)

where the unitary matrix \( U_{i,k} \) is referred to as the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix, which describes the neutrino mixing. In the similar way with the Cabbibo-Kobayashi-Masukawa (CKM) matrix, the parameterization of the PMNS matrix is obtained as the following explanations. The degree of freedom for a \( N \times N \) unitary matrix \( U \) is \( 2N^2 - 2 \times \frac{N(N-1)}{2} - N = N^2 \), because of the constrains of \( U^\dagger U = 1 \). Then, the eigenstate bases are redefined by multiplying a phase, and the physics results do not change. Except an overall common phase, \( 2N-1 \) parameters are absorbed into the mass eigenstates and the flavor eigenstates. Thus, the total number of independent parameters is \( N^2 - (2N-1) = (N-1)^2 \). Of these parameters, \( N(N-1)/2 \) variables are the mixing angles \( \theta_{ij} \). Other \( (N-1)(N-2)/2 \) variables are the complex phases \( \delta_i \), such as CP violation phases.

For three Dirac neutrinos, the PMNS matrix has 3 mixing angles and one CP violation phase. The mixing matrix is a product of three rotation matrices, and each of the rotation matrix has an mixing angles between two mass states:
A.2. THEORY OF NEUTRINO OSCILLATIONS

\[ U = \begin{pmatrix} 1 & 0 & 0 \\ 0 & c_{23} & s_{23} \\ 0 & -s_{23} & c_{23} \end{pmatrix} \begin{pmatrix} c_{13} & 0 & s_{13}e^{-i\delta} \\ 0 & 1 & 0 \\ -s_{13}e^{i\delta} & 0 & c_{13} \end{pmatrix} \begin{pmatrix} c_{12} & s_{12} & 0 \\ -s_{12} & c_{12} & 0 \\ 0 & 0 & 1 \end{pmatrix} \]

The product of the three matrices is written as

\[ U = \begin{pmatrix} c_{12}c_{13} & s_{12}c_{13} & s_{13}e^{-i\delta} \\ -s_{12}c_{23} - c_{12}s_{23}s_{13}e^{i\delta} & c_{12}c_{23} - s_{12}s_{23}s_{13}e^{i\delta} - c_{12}c_{23}s_{13}e^{-i\delta} & s_{13}c_{13} \\ s_{12}s_{23} - c_{12}c_{23}s_{13}e^{i\delta} & s_{23}c_{13} \end{pmatrix} \]  
(A.24)

where \( s_{ij} = \sin \theta_{ij} \) and \( c_{ij} = \cos \theta_{ij} \). \( \theta_{ij} \) is a mixing angle, \( \delta \) is the CP violating phase for Dirac neutrino.

If the neutrino is a Majorana particle, that means that neutrino and anti-neutrino are the same in the mass basis. The \( \nu^c_i = \nu_i \) condition constrains the mass eigenstate phase. Only \( N = 3 \) parameters are absorbed into the flavor eigenstates, and \( N(N - 1)/2 = 3 \) complex phases remain in the mixing matrix. In addition to \( \delta \) phase, we include two more CP-violating phases: \( \alpha_1 \) and \( \alpha_2 \). The PMNS matrix for the three Majorana neutrino mixing is written as below:

\[ U^M = \begin{pmatrix} c_{12}c_{13} & s_{12}c_{13} & s_{13}e^{-i\delta} \\ -s_{12}c_{23} - c_{12}s_{23}s_{13}e^{i\delta} & c_{12}c_{23} - s_{12}s_{23}s_{13}e^{i\delta} & s_{13}c_{23}c_{13} \\ s_{12}s_{23} - c_{12}c_{23}s_{13}e^{i\delta} & s_{23}c_{23}c_{13} \end{pmatrix} \]

A.2.1 neutrino Oscillation in Vacuum

The neutrino flavor eigenstates are connected to the neutrino mass eigenstates by PMNS matrix as shown in Equation A.6. The mass eigenstates \( |\nu_i\rangle \) are stationary states at the beginning. After a time interval, the mass states under time evaluations are given by

\[ |\nu_i(\vec{x}, t)\rangle = e^{-iE_i t} |\nu_i(\vec{x}, t = 0)\rangle \]  
(A.25)

The flavor neutrino states \( |\nu_\alpha(\vec{x}, t)\rangle \) are the linear combination of the mass states.

\[ |\nu_\alpha(\vec{x}, t)\rangle = \sum_i U_{\alpha i} e^{-iE_i t} |\nu_i(\vec{x}, t = 0)\rangle = \sum_{i, \beta} U_{\alpha i} U_{\beta i}^* e^{-iE_i t} |\nu_\beta(\vec{x}, t = 0)\rangle \]  
(A.26)

where the \( |\nu_\beta(\vec{x}, t = 0)\rangle \) is the flavor state wave function at \( t = 0 \). The energy of \( i \)-th mass eigenstate \( E_i \) is expanded by relativistic approximation as \( E_i = \sqrt{m_i^2 + p^2} \approx p + m_i^2/2p \approx p + m_i^2/2E_i \). Here, we suppose that \( p >> m_i \), so \( E \approx p \). The probability of flavor transition amplitude \( A(\alpha \rightarrow \beta)(t) \) at the certain time \( t \) is given by

\[ A(\alpha \rightarrow \beta)(t) = \langle \nu_\beta | \nu_\alpha(\vec{x}, t) \rangle = e^{-ipt} \sum_{i, \beta} U_{\beta i}^* U_{\alpha i} e^{-im_i^2 t/2E} \]  
(A.27)

Instead of time \( t \), the distant \( L \) from the source to the detector is often used for probing the oscillation in neutrino oscillation. Now, the oscillation probability is derived as a function of distance \( P(L) = |A(\alpha \rightarrow \beta)|^2 \) as follows:

\[
P(\nu_\alpha \rightarrow \nu_\beta)(L) = |A^2(\alpha \rightarrow \beta)|^2 \\
= \sum_{i, j} U_{\alpha i} U_{\alpha j}^* U_{\beta i} U_{\beta j} e^{(-i(m_i^2 - m_j^2)L/2E)} \\
= \sum_{i, j} |U_{\alpha i} U_{\beta j}^*|^2 + 2Re \sum_{i, j> i} U_{\alpha i} U_{\alpha j}^* U_{\beta i} U_{\beta j} e^{(-i(\Delta m^2_{ij}L)/2E)} 
\]  
(A.28)
where the mass-squared splitting is $\Delta m^2_{ij} = m^2_i - m^2_j$. The neutrino flavor transition (oscillation) occurs, if at least two neutrino mass are not degenerate ($m_i \neq m_j$).

**Two generation oscillation** In neutrino oscillation experiments, the two flavor transition probability is measured by the following specific condition: The effect of one mixing angle is much more relevant than the effect from the other two angles, and the effect of one mass-squared splitting is much larger than the effect of the other one. To simplify the calculation, the three-flavor mixing is approximated as only the two-flavor mixing. The approximation of mixing matrix is represented as

$$U = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix}$$

The two mass eigenstates is $|\nu_i\rangle = (\nu_1 \nu_2)^T$. The oscillation probabilities are calculated as

$$P(\nu_\alpha \rightarrow \nu_\alpha) = 1 - \sin^2 2\theta \sin^2 \left( \frac{\Delta m^2_{ij} L}{4E} \right)$$

$$P(\nu_\alpha \rightarrow \nu_\beta) = \sin^2 2\theta \sin^2 \left( \frac{\Delta m^2_{ij} L}{4E} \right)$$ (A.29)

Here, the two neutrino scenario does not include the complex phase, and the $CP$ is invariant in the oscillation. The probability of $\nu_\alpha \rightarrow \nu_\beta$ of Equation (A.29) is the same with the probability of $\nu_\beta \rightarrow \nu_\alpha$, $\bar{\nu}_\alpha \rightarrow \bar{\nu}_\beta$, $\bar{\nu}_\beta \rightarrow \bar{\nu}_\alpha$.

**Three generation oscillation** The PMNS matrix of Dirac neutrino is used here, and the oscillation probability of $\nu_\alpha \rightarrow \nu_\beta$ is given by

$$P(\nu_\alpha \rightarrow \nu_\beta) = \delta_{\alpha\beta} - 4 \sum_{i>j}^3 \text{Re}(U_{\alpha i}^* U_{\beta i} U_{\alpha j} U_{\beta j}) \sin^2 \left( \frac{\Delta m^2_{ij} L}{4E} \right)$$

$$+ 4 \sum_{i>j}^3 \text{Im}(U_{\alpha i}^* U_{\beta i} U_{\alpha j} U_{\beta j}) \sin \left( \frac{\Delta m^2_{ij} L}{4E} \right) \cos \left( \frac{\Delta m^2_{ij} L}{4E} \right)$$ (A.30)

For the $\nu_\mu \rightarrow \nu_\mu$ oscillation, the probability under the limit $|\Delta m^2_{32}| >> |\Delta m^2_{21}|$ is

$$P(\nu_\mu \rightarrow \nu_\mu) \simeq 1 - 4c_{13}^2 s_{23}^2 (1 - c_{13}^2 s_{23}^2) \sin^2 \left( \frac{\Delta m^2_{32} L}{4E_{\nu}} \right)$$ (A.31)

The leading term of $\nu_\mu \rightarrow \nu_e$ oscillation probability is given by:

$$P(\nu_\mu \rightarrow \nu_e) \simeq 4c_{13}^2 s_{13}^2 s_{23}^2 \sin^2 (\Delta_{31})$$ (A.32)

where the phase factor is given by

$$\Delta_{ij} = \frac{\Delta m^2_{ij} L}{4E_{\nu}} = 1.27 \frac{\Delta m^2_{ij}[eV^2]L[km]}{E_{\nu}[GeV]}$$ (A.33)

**A.2.2 Neutrino Oscillation in Matter**

The missing solar neutrino problem as mentioned in Section 1.3.2 is solved by the neutrino oscillations as the following descriptions: The $\nu_e$ disappearance occurs inside the Sun and in the vacuum space. The disappearance results of solar neutrino are compared
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to the disappearance results of reactor neutrino oscillation, and there is expected to the extra mixing effect for traveling in dense matter of the Sun (the MSW effect or matter effect). The modified oscillation model in matter is proposed by Stanislav Mikheyev, Alexei Smirnov, and Lincoln Wolfenstein [16, 17].

The physical scenario of the MSW effect is as follows: If \( \nu \) travel travel in matter, all three flavors of neutrinos interact with electrons of matter via neutral weak current, and only \( \nu_e \)s interact with electrons in matter via both charge weak current and neutral weak current. The NC interactions only induce a phase term over all flavors, so the NC effect does not change the oscillation results. While the CC interactions have contributions to \( \nu_e \)s, and the effective Hamiltonian due to the MSW effect is given by

\[
H_{\text{MSW}} = \frac{G_F}{\sqrt{2}} [\bar{\nu}_e \gamma^\mu (1 - \gamma_5) \nu_e][\bar{\nu}_e \gamma_\mu (1 - \gamma_5)e].
\]

After a Fierz transformation, the Hamiltonian becomes

\[
H_{\text{MSW}} = \frac{G_F}{\sqrt{2}} [\bar{\nu}_e \gamma^\mu (1 - \gamma_5) \nu_e][\bar{\nu}_e \gamma_\mu (1 - \gamma_5)e].
\]

The second term of the Hamiltonian represent the four-current density of the electrons. As there is no permanent current density in the Sun, the spatial components of current must be zero. The four-current density of the electrons is as follows

\[
\langle e|\bar{e}\gamma^i (1 - \gamma_5)e|e \rangle = 0
\]

\[
\langle e|\bar{e}\gamma^0 (1 - \gamma_5)e|e \rangle = N_e
\]

where the \( N_e \) is the electron number density in matter. For the left-handed neutrinos, \((1 - \gamma_5)\) is replaced by 2. Now, the effective Hamiltonian is written as

\[
H_{\text{MSW}} = \sqrt{2} G_F N_e \bar{\nu}_e \nu_e = V_{\text{eff}} \bar{\nu}_e \nu_e \tag{A.36}
\]

\( \nu_e \) receives a potential \( V_{\text{eff}} = \sqrt{2} G_F N_e \) in matter, while \( \nu_\mu \) receives a potential of \(-\sqrt{2} G_F N_e\). Let us consider a two-flavor oscillation, the Schrodinger equation of neutrino is given by

\[
i \frac{d}{dt} |\nu^\alpha\rangle_t = \left( \frac{m^\dagger m}{2E} + V_{\text{eff}} \right) |\nu^\alpha\rangle
\]

where the \( m \) is the mass matrix, and the mass term is written as \( m^\dagger m = U m^2_{\text{diag}} U^\dagger \). Here, the two mass square \( m^2_1, m^2_2 \) are replaced with mass-squares splitting \( \Delta m^2 \). Then, \( \sqrt{2} G_F N_e \) substitutes \( V_{\text{eff}} \) for only electron neutrinos, the equation becomes

\[
i \frac{d}{dt} \begin{pmatrix} \nu_e \\ \nu_\mu \end{pmatrix} = \begin{pmatrix} -\frac{\Delta m^2}{4E} \cos 2\theta + \sqrt{2} G_F N_e & \frac{\Delta m^2}{4E} \sin 2\theta \\ \frac{\Delta m^2}{4E} \sin 2\theta & \frac{\Delta m^2}{4E} \cos 2\theta \end{pmatrix} \begin{pmatrix} \nu_e \\ \nu_\mu \end{pmatrix} \tag{A.38}
\]

We diagonalize the above Hamiltonian as follows

\[
\begin{pmatrix} \nu_e \\ \nu_\mu \end{pmatrix} = U \begin{pmatrix} \tilde{\nu}_1 \\ \tilde{\nu}_2 \end{pmatrix} = \begin{pmatrix} \cos \tilde{\theta} & \sin \tilde{\theta} \\ -\sin \tilde{\theta} & \cos \tilde{\theta} \end{pmatrix} \begin{pmatrix} \tilde{\nu}_1 \\ \tilde{\nu}_2 \end{pmatrix} \tag{A.39}
\]

where the \( \tilde{\theta} \) is given by

\[
\cos 2\tilde{\theta} = \frac{-A/\Delta m^2 + \cos 2\theta}{\sqrt{(A/\Delta m^2 - \cos 2\theta)^2 + \sin^2 2\theta}} \tag{A.40}
\]
\[
\sin 2\tilde{\theta} = \frac{\sin 2\theta}{\sqrt{(A/\Delta m^2 - \cos 2\theta)^2 + \sin^2 2\theta}} \quad (A.41)
\]

and \( A \) is given by
\[
A(x) = 2\sqrt{2}G_F E N_e \approx 7.56 \times 10^{-5} eV^2 \left( \frac{\rho(x)}{g/cm^2} \right) \left( \frac{E}{GeV} \right), \quad (A.42)
\]
where \( G_F \) is the Fermi coupling constant, \( E \) is the neutrino energy, and \( N_e \) is the electron number density in the matter. \( N_e \) is proportional to the matter density \( \rho(x) \) inside the Sun. Here, the modified mass eigenvalues \( \tilde{m}_{1,2}^2 \) become
\[
\tilde{m}_{1,2}^2 = \frac{A}{2} \mp \frac{1}{2} \sqrt{(A - \Delta m^2 \cos 2\theta) + (\Delta m^2)^2 \sin^2 2\theta}. \quad (A.43)
\]

As a result, we use the same equation of oscillation probability with modified parameters. The \( \nu_e \to \nu_e \) probability averaged by time becomes as follows.
\[
P_{\nu_e \to \nu_e} = \sin^2 \theta \sin^2 \tilde{\theta} + \cos^2 \theta \cos^2 \tilde{\theta} \quad (A.44)
\]

If the neutrino mixing reaches maximum, the modified angle is \( \tilde{\theta} = \frac{\pi}{4} \). The maximum mixing is referred to as “resonance”, and the resonance occurs at \( A = \Delta m^2 \cos 2\theta \), where the electron density \( N_{e,crit} \) is
\[
N_{e,crit} = \frac{1}{2\sqrt{2}G_F} \frac{\Delta m^2 \cos 2\theta}{E} \quad (A.45)
\]
where \( N_{e,crit} \) is called as “critical” electron density. We suppose that the density of Sun is decreasing exponentially from the Sun’s core. If the electron neutrinos travel somewhere with mass density that is the same with the critical density, the electron flavor changes to muon flavor maximally at there. After the resonance occurring, the flavor transition is relatively small until the arrival to Earth.

For long-baseline accelerator neutrino experiments, the mass effect also appears as a minor term of oscillation probability \( P(\nu_\mu \to \nu_e) \), which is written as below
\[
P(\nu_\mu \to \nu_e) \approx (1 \pm 2 \frac{A(x)}{\Delta m_{32}^2}) P_{vac}(\nu_\mu \to \nu_e) \quad (A.46)
\]
where \( P_{vac}(\nu_\mu \to \nu_e) \) is the oscillation probability in vacuum. In the extra term of \( \pm 2 \frac{A(x)}{\Delta m_{32}^2} \), the plus sign refers to neutrino, and minus refers to anti-neutrino. If the sign of \( \Delta m_{32}^2 \) is plus, the mass effect enhances (suppresses) the oscillation probability for neutrino (anti-neutrino). This is vice versa for the minus sign of \( \Delta m_{32}^2 \). We call the plus (minus) sign of \( \Delta m_{32}^2 \) is normal (inverted) hierarchy of neutrino mass. The mass effect gives us a chance to determine the mass hierarchy and the baseline mass density by accelerator neutrino experiments.

### A.2.3 CP violation

If we apply a \( \mathcal{CP} \) operator to a particle with velocity \( v \), the corresponding antiparticle with velocity \( -v \) is obtained. The \( \mathcal{CP} \) symmetry refers command physical laws for particles and anti-particles. Hence, searching for a \( \mathcal{CP} \) violation is a key to solve intrinsic
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difference for matter and anti-matter. The CP violation appears in the oscillation probabilities difference between neutrino and anti-neutrino. Here, the CP violation in the neutrino oscillations is described.

Let us recall the neutrino oscillation probability as below:

\[ P(\nu_\alpha \rightarrow \nu_\beta; U)(L) = \sum_i \sum_j U_{\alpha i} U_{\beta j}^* U_{\beta j} U_{\alpha i} e^{i \left( \frac{m_i^2 - m_j^2}{2E} \right) L} \]

If we exchange the two flavors, the oscillation probability of \( P(\nu_\beta \rightarrow \nu_\alpha) \) is given by

\[ P(\nu_\beta \rightarrow \nu_\alpha; U)(L) = \sum_i \sum_j U_{\beta i} U_{\alpha j}^* U_{\alpha j} U_{\beta i} e^{i \left( \frac{m_i^2 - m_j^2}{2E} \right) L} = P(\nu_\alpha \rightarrow \nu_\beta; U^*)(L) \]  

(A.47)

By the way, the CPT invariant suggests as the following equation.

\[ P(\nu_\beta \rightarrow \nu_\alpha; U) = P(\nu_\alpha \rightarrow \nu_\beta; U) \]  

(A.48)

We compare Equation (A.47) and Equation (A.48) to obtain the following equation.

\[ P(\overline{\nu}_\alpha \rightarrow \overline{\nu}_\beta; U) = P(\nu_\alpha \rightarrow \nu_\beta; U^*) \]  

(A.49)

The anti-neutrino oscillation probability is obtained by replacing unitary matrix \( U \) with its complex conjugate matrix \( U^* \) in neutrino oscillation probability. For Dirac neutrinos, the complex conjugate matrix \( U^* \) of the PMNS matrix replaces its complex phase \( \delta \) with \(-\delta\). Therefore, we replace the CP phase \( \delta \) in the neutrino oscillation probability with \(-\delta\) to get anti-neutrino oscillation probability. In practice, the CP violation is observed from the difference between \( P(\nu_\mu \rightarrow \nu_e) \) and \( P(\overline{\nu}_\mu \rightarrow \overline{\nu}_e) \). The neutrino oscillation probability of \( \nu_\mu \rightarrow \nu_e \) is written as

\[ P(\nu_\mu \rightarrow \nu_e) = 4c_{13}^2 s_{13}^2 s_{23}^2 \sin^2 \Delta_{31} + 8 c_{13} s_{13} s_{23}(c_{12} c_{23} \cos \delta - s_{12} s_{23}) \cos \Delta_{32} \sin \Delta_{31} \sin \Delta_{21} - 8 c_{13} c_{12} c_{23} s_{13} s_{23} \sin \delta \sin \Delta_{32} \sin \Delta_{31} \sin \Delta_{21} + 4 s_{12}^2 c_{13}^2 (c_{12}^2 c_{23}^2 + s_{12}^2 s_{23}^2) - 2 c_{12} c_{23} s_{12} s_{23} \sin \delta) \sin^2 \Delta_{31} + 8 c_{13}^2 s_{13}^2 s_{23}^2 (1 - 2 s_{13}^2) \left( \frac{a}{\Delta m^2_{31}} \sin^2 \Delta_{31} - \frac{a \cdot L}{4E_{\nu}} \cos \Delta_{32} \sin \Delta_{31} \right) \]  

(A.50)

where the last term in the equation is due to the matter effect for long baseline, and the coefficient \( a \) is \( a [eV] = 7.56 \times 10^{-5} \rho [g/cm^3] E_{\nu} [GeV] \). The corresponding probability of anti-neutrino oscillation is obtained by \( \delta \rightarrow -\delta \) and \( a \rightarrow -a \). Now, the magnitude of the difference of neutrino-antineutrino oscillation probability in vacuum is given by

\[ \Delta P = P(\nu_\mu \rightarrow \nu_e) - P(\overline{\nu}_\mu \rightarrow \overline{\nu}_e) = -16 \sin \delta \cdot c_{13}^2 c_{12} c_{23} s_{12} s_{13} s_{23} \sin \Delta_{32} \sin \Delta_{31} \sin \Delta_{21} \]  

(A.51)

The difference between the two probabilities depends on the CP phase \( \delta \). For example, if the delta angle is \( \delta = \pm \pi/2 \), the CP violation of neutrino oscillation is at maximum. The oscillation probabilities of \( \nu_\mu \rightarrow \nu_e \) and \( \overline{\nu}_\mu \rightarrow \overline{\nu}_e \) at the T2K experiment are shown in Figure A.2. The T2K experiment has high potential to measurement the probability difference \( \Delta P \) leading to prove CP violation in lepton sector in future.
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A.3 Oscillation probabilities with one sterile neutrino state

As mentioned in Section 1.3.3, there are “3+2” model and “3+1” model to explain the LSND anomalies. For long-baseline neutrino experiments, there is a chance to find active-sterile neutrino oscillation by searching the disappearance of neutron current events in far detector. Here, the scenario with one sterile neutrino $\nu_s$ and three active neutrinos $\nu_e, \nu_\mu, \nu_\tau$ is studied. Therefore, one more mass state $\nu_4$ is introduced the expanded $4 \times 4$ unitary mixing matrix given by

$$U = R_{34}(\theta_{34}) R_{24}(\theta_{24}, \delta_2) R_{14}(\theta_{14}) R_{23}(\theta_{23}) R_{13}(\theta_{13}, \delta_1) R_{12}(\theta_{12}, \delta_3)$$

where $R_{ij}$ means an element of mixing matrix. Because of $L/E_\nu = 295.0[\text{km}]/0.63[\text{GeV}] \sim 468$, the oscillation is more sensitive to $\Delta m_{32}^2$ than $\Delta m_{21}^2$. The two mass states $m_1, m_2$ are assumed to be degenerate in the analysis, the mixing matrix is represented as the approximation in the second line of Equation (A.52)

Then, the mixing matrix is written as

$$U = \begin{pmatrix}
U_{e1} & U_{e2} & c_{14}s_{13}e^{-i\delta_1} & s_{14} \\
U_{\mu1} & U_{\mu2} & -s_{14}s_{13}s_{24}e^{-i(\delta_1+\delta_3)} + c_{13}s_{23}c_{24} & c_{14}s_{24}e^{-i\delta_2} \\
U_{\tau1} & U_{\tau2} & -s_{14}c_{13}s_{24}s_{34}e^{-i\delta_1} - c_{13}s_{23}s_{34}s_{24}e^{i\delta_2} + c_{13}c_{23}c_{34} & c_{14}c_{24}s_{34} \\
U_{s1} & U_{s2} & -s_{14}c_{13}s_{24}s_{34}e^{-i\delta_1} - c_{13}s_{23}s_{34}s_{24}e^{i\delta_2} - c_{13}c_{23}c_{34} & c_{14}c_{24}c_{34}
\end{pmatrix}$$

where $s_{ij}$ is $\sin \theta_{ij}$, $c_{ij}$ is $\cos \theta_{ij}$, and $\delta_i$ is the CP phase of mixing matrix for Dirac neutrinos. As discussed in Section 1.3.1, the oscillation probability of $\nu_\mu$ disappearance is given by

$$P(\nu_\mu \rightarrow \nu_\mu)(L) = 1 - 4\{ |U_{\mu3}|^2 (1 - |U_{\mu3}|^2 - |U_{\mu4}|^2) \sin^2 \Delta_{31} + |U_{\mu4}|^2 |U_{\mu3}|^2 \sin^2 \Delta_{43} + |U_{\mu4}|^2 (1 - |U_{\mu3}|^2 - |U_{\mu4}|^2) \sin^2 \Delta_{41} \},$$

where $\Delta_{ij} = \frac{4\pi}{L} \sqrt{\frac{|m_i|^2 - |m_j|^2}{E_\nu}}$ for $i, j = 1, 2, 3, 4$.
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and the other oscillation probabilities are written as

\[
P(\nu_\mu \rightarrow \nu_\alpha)(L) = 4Re\{|U_{\mu 3}|^2|U_{\alpha 3}|^2 \sin^2 \Delta_{31} + |U_{\mu 4}|^2|U_{\alpha 4}|^2 \sin^2 \Delta_{41} \\
+ U_{\mu 4}^* U_{\alpha 3} U_{\mu 3}^* (\sin^2 \Delta_{31} - \sin^2 \Delta_{43} + \sin^2 \Delta_{41}) \} \\
+ 2Im\{U_{\mu 4}^* U_{\alpha 4} U_{\mu 3} U_{\alpha 3}^* (\sin 2\Delta_{31} - \sin 2\Delta_{41} + \sin 2\Delta_{43})\},
\]

(A.55)

where \( \nu_\alpha \) is \( \nu_e, \nu_\tau \) or sterile neutrino \( \nu_s \), and \( \nu_s \) does not interact with nucleus via weak interactions. As the effective potential for three active neutrino are the same, so the mass effect is neglected in the sterile search analysis.
Appendix B

Event reconstruction

B.1 Cherenkov radiation in Super-K

The Super-Kamikande detector observes Cherenkov light emitted in water. If a charge particle travels through a material at a speed \( \beta c \) faster than the speed of light \( c/n \) through the material \( (\beta c \geq c/n) \), and the charger particle emits Cherenkov lights. The Cherenkov light is emitted in a cone pattern, and the cone angle obeys the Cherenkov angle formula as below:

\[
\cos \theta_c = \frac{ct/n}{\beta ct} = \frac{1}{n\beta}, \quad \beta > \frac{1}{n}
\]

(B.1)

where the refractive index of water is \( n = 1.33 \). On other hand, a minimal velocity for a charge particle to emit Cherenkov in water is \( 0.75c \) as follows

\[
\beta = \frac{1}{n} = \frac{1}{1.33} = 0.75
\]

(B.2)

For the analysis, the electrons with 10 MeV emit Cherenkov light with a Cherenkov angle of \( \sim 42^\circ \) as below

\[
\beta = \sqrt{1 - \frac{m_e^2}{E_e^2}} = \sqrt{1 - \frac{0.511^2}{10^2}} = 0.9987 \quad \text{(if } E_e = 10\text{MeV)}
\]

\[\cos \theta_c = \frac{1}{n\beta} = \frac{1}{1.33 \times 0.9987} \sim 0.75 \quad \theta_c \sim 42^\circ
\]

(B.3)

The number of photons emitted per unit wavelength \( d\lambda \) per unit distance \( dx \) is given by

\[
\frac{d^2 N_\gamma}{dx d\lambda} = \frac{2\pi \alpha z^2}{\lambda^2} \left(1 - \frac{1}{n^2\beta^2}\right) = \frac{2\pi \alpha z^2}{\lambda^2} \sin^2 \theta_c
\]

(B.4)

where \( \alpha \) is the fine structure constant, and the transverse particle have a charge of \( z e \). If a relativistic electron is traveling through the Super-K water, the number of emitted Cherenkov photons is estimated as \( 300 \sim 400 \) per cm.

The de-excitation \( \gamma \)-rays have energy of \( \mathcal{O}(\text{MeV}) \), and the \( \gamma \)-rays scatter with electrons in water easily. Super-K observes the Cherenkov photons produced by the Compton scattered electrons. The selection for the reconstructed energy of \( \gamma \)-rays are the energy region of \( 4 \sim 30 \text{ MeV} \), and the number of emitted Cherenkov photon is a distribution of
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Figure B.1: Probability density function which is obtained from LINAC calibration [120]. The maximum peak is at 0 ns. The peaks at 40 ns and 110 ns are caused by after pulse of PMTs.

The region $600 \sim 6000$, and the number of hit PMTs is a distribution of $25 \sim 200$ hit PMTs. In an event, most signal of hit PMTs are only one photo-electron. Thereby, it is not easy to obtain the event information by the numbers of photoelectrons of the hit PMTs. The timing and the position of all hit PMTs are used for reconstructing the information of events. The event reconstruction is described in the following sections.

B.2 Low energy event reconstruction

BONSAI (branch optimization navigating successive annealing iterations) fit is used as a reconstruction tool, which is suitable for Super-K events with the energy lower than 100MeV [85]. This section describes how the BONSAI fit reconstructs vertex information, and other tools to reconstruct direction, energy information. The details of the reconstruction are mentioned in Ref. [86]. Firstly, we use the BONSAI fit to search the vertex inside the Super-K tank. Then, the vertex information is used to reconstruct other event information.

B.2.1 Vertex Reconstruction

The vertex of an event refers to the position where the track of a charge particle started out, so the vertex is not far from the position of the neutrino interaction.

To search the vertex of the event, the BONSAI fitter performs a maximum likelihood fit to the timing residuals of all hit PMTs. The residual timing $t_{res}$ of $i$-th hit PMT is defined by

$$ t_{res,i}(\vec{x}) = t_i - t_{tof,i} = t_i - \frac{|\vec{h}_i - \vec{x}|}{c'}, $$

where the $t_i$ is the time of $i$-th hit PMT, and $t_{tof,i}$ is the time of flight (TOF) which means Cherenkov light incident from the hypothesis vertex into the $i$-th hit PMT. $h_i$ is position of $i$-th hit PMT, and $\vec{x}$ is the position of hypothesis vertex. If the real vertex is substituted into $\vec{x}$, $t_{res,i}$ of all hit PMTs have a common value. We build a likelihood
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\[ \text{vertex } h_i = ct_i \quad h_j = ct_j \]

PMT \( i \) \quad PMT \( j \)

\[ \Delta t_{ij} < \Delta x/c = |\vec{h}_i - \vec{h}_j|/c. \]

Figure B.2: The inequality for a possible vertex and two hit PMTs is written as \( \Delta t_{ij} < \Delta x/c = |\vec{h}_i - \vec{h}_j|/c. \)

Figure B.2 shows that the triangle consists of a vertex and two hit PMTs, so the hit PMTs corresponding to the vertex by the above inequality. We choose the set of hit PMTs with the largest number of selected hit PMTs. To remove the effect of dark noise, we remove the hit PMTs which are located more than 12.5 meter or 35 ns apart from any other hit PMTs.

Because the tracks of Compton scattered electrons are only several centimeters, we view the tracks to be a point at the vertex. Since the photons are produced at the vertex and travel on a light cone in Minkowski space, we write down the four equations to solve a vertex. In the set of hit PMTs, any four hit PMTs construct a vertex \( \nu_\alpha = (\nu_x, \nu_y, \nu_z, ct) \) that satisfy the below equation.

\[ \sum_\alpha (x_{i\alpha} - \nu_{i\alpha})(x^{i\alpha} - \nu^{i\alpha}) = 0 \quad (i = 1 \sim 4 \text{ hit PMT}) \]  

where the coordinates of the four hit PMTs are \( x_{i\alpha} = (x_{ix}, x_{iy}, x_{iz}, ct_i) \). We use the likelihood function of Equation [B.6] to get likelihood values of all possible vertices. At the beginning, we pick up the vertex with maximum likelihood value as the beginning vertex. Next, we calculate the 12 likelihood values using 12 vertices around the beginning vertex. These vertices are 7.8 meter distant with each other, then we select the vertex maximum likelihood from the 12 vertex and the beginning vertex. We iterate the similar

\[ L(x, t_0) = \sum_{i=1}^{N_{hit}} \log(P(t_i - t_{tof} - t_0)) \]
searches to find the fine position by contract the search grid of 0.36 times than previous length every time. Until the the length of search grid is less than 1cm, we stop the vertex search. The vertex solution is found as $\sim 77$ cm for 6 MeV electrons by calibrations.

### B.2.2 Direction Reconstruction

![Diagram of the incident angle (θ, φ) of the i-th hit PMT](image)

Figure B.3: Definition of the incident angle $(\theta_i, \phi_i)$ of the i-th hit PMT [121].

After determining the vertex position, the vertex information is used to do a maximum likelihood fit with Cherenkov ring pattern to find the direction of scattered electron. First, the hit PMTs are rearranged by residual timing $t_{res,i}(\vec{x})$ order. Second, we find a maximum number of hit PMTs within 20 ns $N_{20}$, and the hit PMTs of $N_{20}$ are expected to compose a ring pattern. Third, a likelihood function is used to find most possible direction that construct the Cherenkov light cone. The likelihood function is written as

![Graph of the incident angle distribution of PMT acceptance $a(\theta_i)$](image)

Figure B.4: The incident angle distribution of PMT acceptance $a(\theta_i)$ [121].

![Graph of the likelihood function](image)

Figure B.5: The likelihood function for reconstruction of direction is a function of a reconstructed energy and a opening angle. The opening angle of the $i$-th PMT is angle between the reconstructed direction and the direction from vertex to each hit PMT [121].
B.2 LOW ENERGY EVENT RECONSTRUCTION

below:

\[ L(\vec{d}) = \sum_{i=1}^{N_{50}} \log(P_i(\cos \theta_{\text{dir},i}, E_{\text{rec}}) \times \frac{\cos \theta_i}{a(\theta_i)}) \]  \hspace{1cm} (B.9)

where \( \vec{d} \) is a hypothesis direction, and \( \theta_{\text{dir}} \) is the angle between \( \vec{d} \) and the direction from the vertex to the \( i \)-th hit PMT. The incident angle \( \theta_i \) of a photon onto a PMT is as shown in Figure B.3. The acceptance of PMT \( a \) is a function of an incident angle \( \theta_i \), as shown in Figure B.4. Therefore, we have to consider a correction in the likelihood function, and the correction term is written as \( \cos \theta_i/a(\theta_i) \).

\( P_i(\cos \theta_{\text{dir},i}, E) \) is probability density function of \( \theta_{\text{dir}} \) and the reconstructed energy \( E_{\text{rec}} \). Figure B.5 shows the 2-dimension distribution of the p.d.f. function \( P_i(\cos \theta_{\text{dir},i}, E_{\text{rec}}) \), and the peaks locate at the energy to the corresponding \( \cos \theta_{\text{dir}} \). The direction reconstruction is depend on a reconstructed energy value, so we iterate the direction reconstruction and the energy reconstruction to get the final values.

### B.2.3 Energy Reconstruction

To reconstruct the energy value of the event, we find the maximum number of hit PMTs within 50 ns window \( N_{50} \). The selected hit PMTs of \( N_{50} \) are used for the energy reconstruction. Several corrections and subtract dark noise are done to estimate the number of real effective hit PMTs, we call the number as \( N_{\text{eff}} \). \( N_{\text{eff}} \) of an event is calculated by

\[ N_{\text{eff}} = \sum_{i=1}^{N_{50}} \left\{ X_i + \epsilon_{\text{tail}} - \epsilon_{\text{dark}} \right\} \times \frac{N_{\text{all}}}{N_{\text{alive}}} \times \frac{1}{S(\theta_i, \phi_i)} \times \exp\left( \frac{r_i}{\lambda(t)} \right) \times G_i(t) \]  \hspace{1cm} (B.10)

The explanations for correction factors and dark noises term in Equation B.10 are as follows:

\( X_i \): The factor estimates the number of multiple photoelectrons in the \( i \)-th hit PMT. If the hit PMT is close to the vertex, the Cherenkov cone does not expand widely. The observed number of photoelectrons is expected to be more than one. \( X_i \) is defined as

\[ X_i = \begin{cases} \log \frac{1}{1-x_i}, & x_i < 1 \\ 3.0, & x_i = 1 \end{cases} \]  \hspace{1cm} (B.11)

\[ x_i = \frac{N_{\text{neigh,hit},i}}{N_{\text{neigh},i}} \]  \hspace{1cm} (B.12)

where \( N_{\text{neigh},i} \) is number of live PMT in \( 3 \times 3 \) PMT surrounding the \( i \)-th hit PMT, and that means the neighboring 8 PMTs minus the number of bad PMTs. \( N_{\text{neigh,hit},i} \) is a number of hit PMTs among the 8 neighboring PMTs excluding the bad PMTs. The \( \log(1 - x_i)^{-1} \) term expresses the average number of photoelectron per PMT in the area obtained from the Poisson statistics.

\( \epsilon_{\text{tail}} \): Late (tail) hit correction factor. Some Cherenkov photons are scattered in water or reflected by surface of inner wall, thus they are too late to be included within 50 ns window. Here, the number of hits PMT within 100 ns window \( N_{100} \) is used to estimate
the effect of the late hit PMTs. The hit PMTs due to dark noise are subtracted to get $\epsilon_{tail}$ as below:

$$\epsilon_{tail} = \frac{N_{100} - N_{50} - N_{\text{alive}} \times R_{\text{dark}} \times 50\text{ns}}{N_{50}}$$  \hspace{1cm} (B.13)$$

where $N_{\text{alive}}$ is the number of all functional PMTs, that means the number of all PMT minus the number of bad PMT. $R_{\text{dark}}$ is the dark noise rate.

$\epsilon_{\text{dark}}$: The factor of the accidental dark noise of PMTs. The dark noise rate during the SK IV period is about 4.5KHz.

$$\epsilon_{\text{dark}} = \frac{N_{\text{alive}} \times R_{\text{dark}} \times 50\text{ns}}{N_{50}}$$  \hspace{1cm} (B.14)$$

$\frac{N_{\text{all}}}{N_{\text{alive}}}$: Correction factor for the number of dead PMT. The number of total PMT $N_{\text{all}}$ is 11,129 during the SK IV period.

$\frac{1}{S(\theta_{i}, \phi_{i})}$: PMT photo-cathode coverage correction. $S(\theta_{i}, \phi_{i})$ is an effective photo-cathode area as viewing from the angles $(\theta_{i}, \phi_{i})$, and the definition of angle $(\theta_{i}, \phi_{i})$ is shown in Figure B.3. The function $S(\theta_{i}, \phi_{i})$ is determined by MC simulation with the fiber-reinforced plastic PMT covers. The LINAC calibration and DT calibration are used to check the effect of photo-cathode coverage correction on $N_{\text{eff}}$.

$\exp(\frac{r_{i}}{\lambda(t)})$: Correction factor for water transparency. $r_{i}$ is the distance from the vertex to the $i$-th PMT. $\lambda(t)$ is the water transparency factor which is varying with the SK RUN period.

$G_{i}(t)$: This factor adjusts relative quantum efficiency for all PMTs. The calibration for Q.E. of all PMTs is described in Ref. [82].

$N_{\text{eff}}$ is determined by the Equation [B.10] and we use $N_{\text{eff}}$ to determine the reconstructed energy of the event $E_{\text{rec}}$. The reconstruction energy $E_{\text{rec}}(N_{\text{eff}})$ is obtained by MC simulation events which are using a mono-energetic electron source. In low energy region ($E_{\text{rec}} < 25 \text{ MeV}$), $E_{\text{rec}}(N_{\text{eff}})$ is a fourth order function of $N_{\text{eff}}$ given by

$$E_{\text{rec}} = 0.82 + 0.13 \times N_{\text{eff}} - 1.11 \times 10^{-1} - 4N_{\text{eff}}^2 + 1.25 \times 10^{-6}N_{\text{eff}}^3 - 3.42 \times 10^{-9}N_{\text{eff}}^4$$  \hspace{1cm} (B.15)$$

If the reconstructed energy exceeds 25 MeV, the fitting function is first order of $N_{\text{eff}}$:

$$E_{\text{rec}} = 25.0 + 0.138 \times (N_{\text{eff}} - 189.8)$$  \hspace{1cm} (B.16)$$

### B.3 Cherenkov Angle Reconstruction

For loe energy events ($E_{\text{rec}} \leq 100\text{MeV}$) of Super-K, there are three particle sources: electron, muon, and multi-gamma. Figure B.6 shows the event displayers of each source. In the figure, there is no clear ring pattern in multi-gamma event. The number of photo-electrons for the low energy events of Super-K is only $25 \sim 200$ p.e., so Cherenkov ring pattern is not fitted very well. To reconstruct the Cherenkov angle value of an low energy event, we fill the 1-D histogram with the all possible opening angles that are constructed by any three hit PMTs. The 1-D histogram is referred to as “3 hit pmt angle histogram”. The reconstruction procedures for Cherenkov angle are as follows:
Figure B.6: The event displayers of the typical particle sources are shown in here. The upper two plots show an electron (left) event and a muon event (right), a Cherenkov ring is seen clearly in the electron event and the muon event. An multi-gamma event is shown in the below plot, and the Cherenkov ring is not seen in the multi-gamma rays event [120].
Figure B.7: The reconstructed vertex and arbitrary 3 hit PMTs compose a circular cone. We calculate the opening angle of the circular cone, then fill the angle value into the “3 hit pmt angle histogram” in the right plot of the figure.
1. We sort all the hit PMTs by their residual time $t_{res,i} = t_i - t_{tof,i}$. We search the maximum number of hit PMT within 15 ns window $N_{15}$. The hit PMTs of $N_{15}$ are prepared to calculate the opening angles of all combinations.

2. The reconstructed vertex is used as the apex, and we connect the apex with arbitrary three hit PMTs (for example: A, B, C in Fig. B.7) in $N_{15}$ to compose a circular cone. Then, the opening angle $\theta_{ABC}$ of the cone is calculated.

3. Fill the $\theta_{ABC}$ value in the 1-D histogram. As the filled values are the opening angle of the cone consisting of the vertex and the 3 hit PMTs, we called the histogram as “3 hit pmt angle histogram”. The histogram has 100 bins from 0° to 90°.

4. Repeat the step 2, 3 with another combination of arbitrary 3 hit PMTs until finishing the calculation of all combinations of 3 hit PMTs.

5. Find highest peak in the histogram: We sum up the height (entries) of 7 neighboring bins as the height value at angle $\theta_i$ which is the angle value of middle bin (4th bin). The largest value of height value is selected.

6. The $\theta_{i,\text{highest}}$ with the largest value of height value is assigned to be the Cherenkov angle of the event.

Fig. B.8 shows the three typical histograms. Muon signal pass the energy selection mentioned previously, if the momentum of the muon is $p \leq 250$ MeV/c. The Cherenkov angle of the muon is expected to be less than 34 degree, which is calculated in below.

$$E_\mu = \sqrt{p_\mu^2 + m_\mu^2} = \sqrt{250.0^2 + 105.6^2} \approx 271 \text{ MeV}$$ (B.17)

$$\beta_\mu = \sqrt{1 - \frac{m_\mu^2}{E_\mu^2}} = \sqrt{1 - \frac{105.6^2}{271^2}} = 0.92$$ (B.18)

$$\cos \theta_{\mu,\text{max}} = \frac{1}{1.33 \times 0.92} = 0.82, \quad \theta_{\mu,\text{max}} \approx 34 \text{ degree}$$ (B.19)
The Cherenkov angles of the events with single $\gamma$-ray are reconstructed near $\sim 42$ degree. While the Cherenkov angles of the events with multi-gamma rays are reconstructed near $\sim 90$ degree, since the hit PMTs are widely distributed as shown in the bottom plot of Figure B.6.
Appendix C

Super-K calibration

For the event analysis, it is essential to have precise calibration about the event energy scale, energy resolution, vertex position, angular resolution, and other detector efficiencies. This chapter describes the three calibration methods for Super-K.

C.1 LINAC calibration

Figure C.1: LINAC and the test positions at the SK detector [81]. The fiducial volume for low energy neutrino measurement is indicated by the dash lines. The six markers are the positions where the mono-energy electrons are injected from LINAC.

The LINAC system [81] is an electron accelerator that accelerates electrons to the momentum range of (4.4,18.0) MeV/c, and the momentum range matches the momentum of recoil electrons from solar neutrinos. Figure C.1 shows LINAC and the six calibration positions where the electron beam is emitted into the Super-K fiducial volume.

The details of the LINAC system are shown in Figure C.2. A special electron gun adjusts its output current to enter an accelerating tube. Inside the tube, we use microwave
Figure C.2: The details of LINAC beam-line [81]. The upper left figure is the first section of the LINAC beam-line, the bending magnet (D1) and the collimators near D1 (C1, C2, C3) select the mono-energy electrons. The upper right figure is the second section of the LINAC beam-line, and the beam-line return to horizontal direction. The bottom left figure is the third section of the LINAC beam-line, the D3 magnet bends the LINAC beam-line by 90 degree to access into the six FV calibration positions. The bottom right figure is the endcap of LINAC, and the trigger counter above the titanium count the beam pulses.
pulses to accelerate the electron beam. The average momentum of electron beam is changed by adjusting the input power and frequency of the microwave pulses. Next, mono-energetic electrons are selected by the bending magnet (D1) and the collimators (C1, C2, and C3). The momentum spread of electron beam is reduced to 0.5% at FWHM, and the beam intensity is reduced to few electrons per microwave pulse. Then the electron beam-line is bent by 90 degree to access inner detector calibration positions.

The absolute beam energy is measured by a germanium detector. If the germanium detector measurement is practiced, the section of vertical beam pipe is assembled horizontally. The germanium detector is placed right after the titanium window of the pipe. The linearity of the germanium detector response is tested by $\gamma$-ray source with $E_\gamma$ in the energy region (0.662, 9.0) MeV. The $\gamma$-ray calibration for the germanium detector results are as shown in Figure C.3. The deviations of calibration results from the fitted line are within 0.1% for $E_\gamma > 4.0$ MeV, that is the lower threshold for analysis during the SK IV period. The deviations have contribute a 0.21% to the systematic uncertainty due to energy scale.

As shown in Figure C.4, the mono-energetic electron beam is injected downward at the six positions. The positions are the combination of X=-12 or -4m and Z=-12, or 0, or +12m, where X, Z are the Super-K coordinates. $N_{eff}$ distribution of the calibration result is a normal distribution, and the mean values of $N_{eff}$ are used for energy reconstruction as mentioned in Appendix B.2.

To get the uncertainty due to energy scale, we compare the mean of $N_{eff}$ of the LINAC calibration and the MC simulation using electron beam with energy of 7.0 MeV and 13.7 MeV as shown in Figure C.4. The differences are within 1.5%. As a result, the accuracy of energy scale is 1% from the comparison.

LINAC is also used to obtain the uncertainty due to energy resolution. Figure C.5 shows the differences of the energy resolution between the LINAC calibration and the MC simulation, and the differences are within $\pm 3\%$. 

Figure C.3: The left figure shows the $\gamma$-ray calibration result for germanium detector. The horizontal axis is the output from the Ge detector output, and the vertical axis is the energy of calibration $\gamma$-ray source in unit of MeV. The right figure shows the deviation ratio (%) of the calibration testing points from the fitted line. Above 4 MeV for solar neutrino energy region, the differences are within 1%. [120]
Figure C.4: The mean values of $N_{\text{eff}}$ from the LINAC calibration and the MC simulation [121]. The calibration is made at the six injecting positions, where are shown in Figure C.1.

Figure C.5: The differences of energy resolution between the LINAC calibration and the MC simulation are within 3% [121].

C.2 DT calibration

The deuterium-tritium neutron generator (DT generator) is a device, and DT generate deuterium-tritium reactions to produce neutrons in the water [80]. The reaction is as follows

$$^3\text{H} + ^2\text{H} \rightarrow ^4\text{He} + n$$  \hspace{1cm} (C.1)

Deuterium-tritium reactions produce isotropically distributed neutrons with an energy of 14.2 MeV. The DT generator device is encased in a stainless housing which is 150cm height and 16.5 cm in diameter as shown in Figure C.6. As the DT generator is easy to handle, the DT generator provides more calibration positions than LINAC.

Inside the accelerator head, the deuterium and tritium ions are created by a Penning ion source, and the ions form a plasma. The ion plasma is accelerated toward the target by the high voltage pulse of 80-180 kV, which is supplied by the pulse-forming electronics. The target is made by metal hydride which contains equal parts of deuterium and tritium, deuterium-tritium reactions occur on the target. 14.2 MeV neutrons are produced at the reactions.

The neutron with energy larger than 11 MeV interacts with $^{16}\text{O}$ nucleus to form $^{16}\text{N}$ in water. The beta decay of $^{16}\text{N}$ have 66% probability to produce a 4.3 MeV electron and a 6.13 MeV $\gamma$-ray, and 28% probability to produce a 10.4 MeV electron [84]. The decay electrons and the de-excited $\gamma$-rays are isotropically emitted, so the DT generator provides uniformity calibrations.

To estimate the accuracy of energy scale, the results of DT calibrations are compared to the MC simulations Figure C.7 shows that the reconstructed energy differences between the DT calibration and the MC simulation for different positions are within 1%. Figure C.8 shows that reconstructed energy differences between the DT calibration and the MC simulation for the different direction are within 0.4%. Therefore, the uncertainty of energy scale is within 1% which is consistent with the LINAC results.
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Figure C.6: The schematic of DT generator [80]. It consists a pulse-forming electronics and accelerator head. Right figure is the detail of the accelerator.

Figure C.7: The energy differences (%) between the DT calibration and the MC simulation at several positions [120]. Each data point is the position weighted average over data-taking positions in FV: (X(m),Y(m)) = (-12,7), (-4,-0.7), (0.35,-12), (-0.35,12), (0.35,-7), (11,-0.7). The error bars represent the statistical errors.

Figure C.8: The energy differences (%) between the DT calibration and the MC simulation with different directions [120]. Each point is the position weighted average over data-taking positions inside FV. The error bars represent the statistical errors.
Figure C.9: The trigger efficiency (SLE) is a function of the reconstructed energy from Ref. [86]. The red histogram is the MC simulation result. The DT calibration results are represented as the markers.

Table C.1: The abundance of Ni isotopic in the ball and the energy of produced γ-ray.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Isotope abundance (%)</th>
<th>Sum of all γ energy (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{58}$Ni(n,γ)$^{69}$Ni</td>
<td>67.9</td>
<td>9.0</td>
</tr>
<tr>
<td>$^{60}$Ni(n,γ)$^{61}$Ni</td>
<td>26.23</td>
<td>7.8</td>
</tr>
<tr>
<td>$^{62}$Ni(n,γ)$^{63}$Ni</td>
<td>3.66</td>
<td>6.8</td>
</tr>
<tr>
<td>$^{64}$Ni(n,γ)$^{65}$Ni</td>
<td>1.08</td>
<td>6.1</td>
</tr>
</tbody>
</table>

The DT calibration is used to estimate the trigger efficiency. As mentioned previously, the trigger levels are summarized in Table 2.3. Figure C.9 shows the efficiency of the SLE trigger level [86]. At reconstructed energy region of 4.5∼5.0 MeV, the difference between MC simulation and calibration data is ∼2%.

C.3 Nickel calibration

The “nickel source” provides an isotropically γ-rays source for calibration at single-photoelectron level [78, 82]. The γ-rays production is as follows: The spontaneous fission of $^{252}$Cf is used to produce thermal neutrons, and 3.76 neutrons per fission are produced averagely. The thermal neutrons are captured by nickel, and the $^{n}$Ni(n,γ)$^{n+1}$Ni reaction emits a 9 MeV γ-ray. We put a Cf source in the middle of “nickel ball”, which consists of 6.5 kg of NiO and 3.5 kg of polyethylene as shown in Figure C.10. Table C.1 summarizes the abundance of Ni isotopic in the ball and the energy of produced γ-ray.

The nickel source is easy to handle, and it has high stability for producing γ-rays which are emitted isotropically. The nickel calibration is used to perform the single photoelectron calibration for PMTs, and other calibrations such as water conditions, trigger efficiency, and quality of reconstructed vertex position.

Here, the quality check of the reconstructed vertex position is described. Figure C.11 shows the vertex shift results using the Nickel calibration. The arrows in the figure indicate the shift length and the shift direction, and the most shifts are magnitude of $O(1)$ cm inside the fiducial volume (FV). At the bottom corner of FV, the reconstructed vertices are shifted about ∼7 cm from the positions of the Nickel ball.
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Figure C.10: The nickel ball is a γ-ray source [82]. The ball is made of 6.5 kg of NiO and 3.5 kg of polyethylene. The Cf source is inserted into the center of the ball and held there by a brass rod.

Figure C.11: Vertex shift of the Nickel calibration [121]. The origin of arrow shows the positions of the Nickel ball, and the directions of the arrows indicate the shift directions. The length of the arrows indicate the magnitudes of the vertex shift. All arrows are scaled by a factor of 20 to make them easier to see. The red line shows the real 10 cm length by 20 times.
Appendix D

Goodness of the reconstruction

There are some background events with the mis-reconstructed vertices by the fitter as mentioned in Appendix B.2. The following fitting results are used to remove those background events: A vertex goodness parameter $G_V$. A direction goodness parameter $G_A$.

We define the goodness of the event fit result as $\text{ovaQ} \equiv G_V^2 - G_A^2$ (one dimensional variable of vertex and angular reconstruction qualities). For a well-reconstructed event, $G_V$ is large and $G_A$ is small. Here, the details of the ovaQ parameter is described.

The vertex goodness $G_V$ is defined using the timing information of hit PMTs as below

$$G_V = \sum_i^{\text{allhitpmt}} \frac{w_i e^{-\frac{1}{2}(\Delta t_i / \sigma)^2}}{\sum_i^{\text{allhitpmt}} w_i}$$

(D.1)

where the constant $\sigma$ is 5ns to test the time goodness. To reduce the accidental noise, the weighting factor $w_i$ of the $i$-th hit PMT is given by

$$w_i = e^{-\frac{1}{2}(\Delta t_i / w)^2}, \quad w = 60 \text{ (ns)}$$

(D.2)

where $i$ means the $i$-th hit PMT. The timing difference of the $i$-th hit PMT is $\Delta t_i = t_{\text{res},i}(\vec{x}) - t_0$, where the definitions of $t_{\text{res},i}(\vec{x})$ and $t_0$ are same with Equation B.5. If the values of $\Delta t_i$ have a narrow distribution at zero, the value of $G_V$ is larger. That means the vertex is reconstructed precisely with a sharp timing distribution.

The hit PMT pattern of well-reconstructed event is expected to be distributed uniformly on the Cherenkov ring. The direction (angular) goodness $G_A$ is a testing of the uniformity of the spatial distribution of hit PMTs over azimuthal angle. A azimuthal angle between the reconstructed direction and vector from the vertex to the $i$-th PMT is shown in Figure 5.3. The two right plots of Figure D.1 show two examples of azimuthal angle distribution of the hit PMTs. The upper plot shows the angle distribution for a good event, while the bottom plots show the distribution for bad one. We use the Kolmogorov-Smirnov (KS) test to define $G_A$ as the below formula.

$$G_A = \max \left\{ \mathcal{L}_{\text{uni}}(i) - \mathcal{L}_{\text{data}}(i) \right\} - \min \left\{ \mathcal{L}_{\text{uni}}(i) - \mathcal{L}_{\text{data}}(i) \right\} \frac{2\pi}{2}$$

(D.3)

where the uniform angle of azimuthal angle of the $i$-th virtual hit PMT is defined as follows

$$\mathcal{L}_{\text{uni}}(i) = \frac{2\pi}{N_{\text{90}}} \times i$$
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Figure D.1: The top (bottom) shows an example of a good event (bad event) whose direction reconstruction goodness ($G_A$) is small (large). The two right plots show that azimuthal angle distribution of the $i$-th hit PMT. In the two plots, the dash line shows the uniform distribution line, and the two solid lines represent parallel lines that the max and min of difference between the $i$-th hit PMT angle and uniform angle [120].
Figure D.2: Distributions of $G_V^2$ and $G_A^2$ of $\gamma$-ray events with reconstructed energy region of 4.5 MeV-5.0 MeV. The left plot is the distribution of the T2K beam $\nu_\mu$ simulated events, and the right plot is distribution of the off-timing data events which are used to estimate the beam unrelated events. The dash lines are the cut threshold $\text{ovaQ} \equiv G_V^2 - G_A^2 = 0.2$, and most of neutrino beam events has $\text{ovaQ}$ value larger than 0.2, while most of beam unrelative events have smaller values than 0.2.

We use the number of the hit PMTs within 50 ns timing window ($N_{50}$) to calculate the direction (angular) goodness. The $\varphi_{\text{data}}(i)$ is the azimuthal angle of $i$-th real hit PMTs. As we saw in Figure D.1, it is apparent that $\max\{\varphi_{\text{un}}(i) - \varphi_{\text{data}}(i)\} - \min\{\varphi_{\text{un}}(i) - \varphi_{\text{data}}(i)\}$ is large in non-uniform angle distribution. If $G_A$ value is getting closer to zero, which indicates that the hit pattern is distributed very uniformly.

As a result, we define the goodness of the event fit result as $\text{ovaQ} \equiv G_V^2 - G_A^2$ (one dimensional variable of vertex and angular reconstruction qualities). $G_V$ should be large and $G_A$ should be small for a well-reconstructed event. Figure D.2 shows the $G_V^2$-$G_A^2$ distributions of the T2K $\nu$ beam simulation events (left) and beam-unrelated events (right). The dash lines in the plots are $\text{ovaQ} \equiv G_V^2 - G_A^2 = 0.2$ which separate T2K beam-related events with beam-unrelated events efficiently. The optimization of $\text{ovaQ}$ threshold is described in the following chapter.
Appendix E

Optimization of cut threshold

This chapter describes the optimization for the threshold of dWall, threshold of effWall, and threshold of ovaQ to obtain the maximum signal-to-noise (S/N) ratio. The S/N ratio depends on radioactive impurities of ID wall, water transparency and other parameters at Super-K and the T2K $\nu$ beam power. The background event rates highly depend on their energies as shown in Figure E.1. The S/N ratios are different at different energy range, so we optimize the thresholds in every energy bin width of 0.5 MeV to achieve the good S/N ratio for every T2K RUN period respectively.

Figure E.1: The “off-timing” events are used to estimate the expected number of beam-unrelated background events. The background event rate is high in low energy region.

To obtain a larger S/N ratio, we search the maximum value of the figure-of-merit (FOM) by testing different thresholds of (dWall, effWall, ovaQ). The definition of FOM is given by

$$FOM \equiv \frac{N_{signal}}{\sqrt{N_{signal} + N_{background}}}$$  \hspace{1cm} (E.1)

where $N_{signal}$ and $N_{background}$ are the numbers of the expected event of beam signal and background with the thresholds of (dWall, effWall, ovaQ). $N_{signal}$ is estimated as the total number of the beam-related events (NCQE events and other $\nu$ reaction events). The left plot in Figure E.2 shows the effWall-ovaQ threshold distribution of $N_{signal}$ with $4.0 \text{ MeV} \leq E_{\text{rec}} < 4.5 \text{ MeV}$. $N_{background}$ is estimated from the “off-timing” events with
the timing $\Delta T_0 \in (-500 \, \mu s, -5 \, \mu s)$. As mentioned previously, the live-time for our timing window is $N_{\text{bunch}} \times 200 \, \text{ns}$ for each spill, and $N_{\text{bunch}}$ is the number of bunch in single spill. By scaling the number of off-timing events, we estimate the number of the beam-unrelated event occurring within our live-time. The scaling value is as below

$$w_{\text{background}} = \frac{0.1 \, \mu s \times 2 \times N_{\text{bunch}}}{-5 \, \mu s - (-500 \, \mu s)} \quad (E.2)$$

$N_{\text{bunch}}$ is six in RUN 1 and eight in other RUNs. The right plot of Figure E.2 shows the effWall-ovaQ distribution of $N_{\text{background}}$ with $4.0 \, \text{MeV} \leq E_{\text{rec}} < 4.5 \, \text{MeV}$. As a result, the FOM values for thresholds of $(d\text{Wall, effWall, ovaQ})$ are calculated as shown in Figure E.3, the thresholds that result in maximum value of FOM is chosen as the optimized thresholds for the energy region.

Figure E.2: The left plot shows that the expected number of beam related MC events for a example is drawn as effWall-ovaQ distribution. The right plot shows that the expected number of beam-unrelated events for a example is drawn as effWall-ovaQ distribution. The dWall is set to be 200 cm here. $N_{\text{signal}}$ and $N_{\text{background}}$ are the expected number of signal events and background events with the reconstructed energy in the region of $4.0 \, \text{MeV} \leq E_{\text{rec}} < 4.5 \, \text{MeV}$.

Since the background event rate with $E_{\text{rec}} \geq 6.5 \, \text{MeV}$ is low, the search for optimized thresholds is only done for the following five energy regions: $(4.0, 4.5) \, \text{MeV}$, $(4.5, 5.0) \, \text{MeV}$, $(5.0, 5.5) \, \text{MeV}$, $(5.5, 6.0) \, \text{MeV}$, and $(6.0, 6.5) \, \text{MeV}$. To cover all energy region, we fit the optimized points with a linear function which is used to decide the threshold for cuts. Figure 5.4 shows the optimization results (point) and fitted lines for the thresholds. The fitted lines are used as the cut threshold for every energy region. The parameters of the threshold linear functions are summarized in Table E.1.
Figure E.3: The FOM value of a example is drawn as a effWall-ovaQ distribution. The dWall parameter is set to be 200cm here. $N_{\text{signal}}$ and $N_{\text{background}}$ are the expected number of signal events and background events with the reconstructed energy in the region of $4.0 \text{ MeV} \leq E_{\text{rec}} < 4.5 \text{ MeV}$. The black X denotes the maximum FOM value in the figure.

Table E.1: Summary of cut criteria function for T2K RUN1-3. To apply the cut criteria to all the energy region, we fit the optimization points with linear function as $t = p_0 + p_1 \times e$. Where the $t$ means threshold value of a parameter, and $e$ is the reconstructed energy of de-excitation $\gamma$-ray event.

<table>
<thead>
<tr>
<th>T2K RUN</th>
<th>cut criteria</th>
<th>dWall $\geq$ 200</th>
<th>effWall $\geq$ 200</th>
<th>ovaQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>RUN1</td>
<td>$p_0$</td>
<td>705.</td>
<td>2699.5</td>
<td>0.4580</td>
</tr>
<tr>
<td></td>
<td>$p_1$</td>
<td>-100.</td>
<td>-406</td>
<td>-0.048</td>
</tr>
<tr>
<td>RUN2</td>
<td>$p_0$</td>
<td>960.</td>
<td>2480</td>
<td>0.4445</td>
</tr>
<tr>
<td></td>
<td>$p_1$</td>
<td>-160.</td>
<td>-388</td>
<td>-0.050</td>
</tr>
<tr>
<td>RUN3b,3c</td>
<td>$p_0$</td>
<td>960.</td>
<td>2565</td>
<td>0.487</td>
</tr>
<tr>
<td></td>
<td>$p_1$</td>
<td>-160.</td>
<td>-420</td>
<td>-0.060</td>
</tr>
</tbody>
</table>
Appendix F

Error shift

The calculation of NCQE cross-section including each uncertainty (see Equation 7.1) is obtained by shifting an error envelop that will include the uncertainties from each error source as shown in Figure F.1. To include the uncertainties of each error source, the “toy MC simulation” method (or called Fake experiment) is used to generate random numbers based on a Gaussian distribution.

Figure F.1: The cross-section calculation including the uncertainties is made using a toy MC experiment method. We generate 500 random numbers based on the flux and cross-section error. After the integral of simulated events, we multiply the error envelop for each reactions with a series of random numbers that are based on a series of Gaussian distributions, and the deviation of the Gaussian distribution is the error from a specific error source. The $500 \times 50,000$ sets of the expected number of events are used to calculate NCQE cross-section.

First, an error envelop is generated for every MC simulated events, and the error envelop is made of the 500 random numbers based on the flux and cross-section errors.
The center value of error envelop is the correction value of the flux and the cross-section.

Second, the expected number of the NCQE events and the other background events are calculated respectively by integrating all the produced MC simulation events with weighting values, which are dependent on the cut criteria, the accumulated POT, the $\nu$ reaction, etc. Now, the center values of error envelopes represent the nominal values of the expected number of the reaction events.

Third, for including the uncertainties of other error sources (e.g. primary $\gamma$-ray, secondary $\gamma$-ray, detector response, oscillation parameters), the NCQE cross-section are calculated for $500 \times 50,000$ times. In each calculation, we generate a set of random numbers based on a series of Gaussian distributions whose the standard deviation is the uncertainty of the specific error source. Then, the error envelop elements for each reaction events are multiplied by the corresponding random numbers, the error shifting is as shown in Figure F.1.

Finally, the $500 \times 50,000$ sets of the expected number of events are used to calculate NCQE cross-section, and the calculated cross-section values distribution are shown in Fig. 7.1. The center value is the NCQE cross-section nominal value, and the values of $\pm68\%$ of the higher (lower) region from center is the 68% confidence level region boundaries.

\footnote{We generate a random number based on Poisson distribution for including the statistical uncertainty.}
Appendix G

Event selection and results for the T2K RUN4

This chapter describes the analysis for the T2K RUN4 data. The event selections is as mentioned in Section 5.1, but the optimized thresholds are using the T2K RUN4 data. As a result, we got the results that are consistent with RUN1-3.

The uncertainty of NCQE cross-section using T2K RUN1-4 data is described at the end of this chapter.

G.1 Event reduction

G.1.1 Data set and good spill selection

Data set The T2K RUN4 period is from Oct. 2012 to May 2013, and the accumulative proton on target is $3.56 \times 10^{20}$.

Table G.1: Summaries of T2K Run4 data set. The total accumulative POT is $35.6 \times 10^{19}$.

<table>
<thead>
<tr>
<th>T2K Run</th>
<th>MR Run</th>
<th>SK Run</th>
<th>POT($\times 10^{19}$)</th>
<th>Period: Start-End</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>70524-70619</td>
<td>5.14</td>
<td>19, Oct.–12, Nov., 2012</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>70670-70721</td>
<td>5.90</td>
<td>21, Nov.–12, Dec., 2012</td>
<td></td>
</tr>
<tr>
<td>RUN4</td>
<td>46</td>
<td>70829-70882</td>
<td>11.47</td>
<td>18, Jan.–22, Feb., 2013</td>
</tr>
<tr>
<td>47</td>
<td>70901-71042</td>
<td>7.31</td>
<td>25, Feb.–01, Apr., 2013</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>71042-71067</td>
<td>4.01</td>
<td>01, Apr.–12, Apr., 2013</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>71239-71245</td>
<td>1.78</td>
<td>01, May.–08, May., 2013</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>35.6</td>
<td></td>
</tr>
</tbody>
</table>

Good spill selection The “beam good spill” selection and “SK data quality” selection are the same with T2K RUN1-3, and we include a GPS error selection after T2K RUN4. If the $|GPS1 - GPS2 - \text{offset}| > 100$ ns, the spill is marked as a bad spill. Table G.2 shows the summary of good spills of T2K RUN4. The inefficiency of the “SK quality” is below 0.6%.
Table G.2: Summary of good spill for T2K Run4 data set. The Total POT is $35.60 \times 10^{19}$.

<table>
<thead>
<tr>
<th>T2K Run</th>
<th>RUN4</th>
<th>Inefficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td># of good spill($\times 10^6$)</td>
<td>3.306</td>
<td>0.59%</td>
</tr>
<tr>
<td>Bunch # in per spill</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

Figure G.1: Cut thresholds of dWall, effWall and ovaQ for T2K RUN4. The red points represent the optimization cut results for each energy bin. The red dash lines are the fitting lines using red optimization points, and the fitting lines and their extrapolation are used for the thresholds of (dWall, effWall, ovaQ). The dWall or effWall for event with vertex inside FV are not shorter than 200cm, as the black dash lines show the lines of 200 cm.

G.1.2 Optimization of cut threshold

The optimization results for the threshold of dWall, the threshold of effWall, and the threshold of ovaQ are described here. Figure G.1 shows the optimization results (points) and the fitted lines. The fitted lines are used as the thresholds for every energy region. We summarize the parameters of the fitted lines in Table G.3.

G.1.3 Efficiency of expected events

We apply the selection processes to estimate the expected numbers of beam-related events and beam-unrelated events. As a result, Figure G.2 shows the energy distributions

Table G.3: Summaries of cut criteria function for T2K RUN4. To apply the cut criteria to all the energy region, we fit the optimization points with linear function as $t = p_0 + p_1 \times e$. Where the $t$ means threshold value of a parameter, and $e$ is the reconstructed energy of de-excitation $\gamma$-ray event.

<table>
<thead>
<tr>
<th>T2K RUN</th>
<th>cut criteria</th>
<th>dWall $\geq 200$</th>
<th>effWall $\geq 200$</th>
<th>ovaQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>RUN4</td>
<td>$p_0$</td>
<td>200.</td>
<td>2200</td>
<td>0.4095</td>
</tr>
<tr>
<td></td>
<td>$p_1$</td>
<td>0.</td>
<td>-328.0</td>
<td>-0.046</td>
</tr>
</tbody>
</table>
of expected events in range of (4 MeV, 30 MeV) before and after the selections. After the selections, the number of off-timing events is reduced to only 1.2 events, and the efficiency is below 0.1%. While the number of beam-related events of T2K RUN4 is 60.0 after the cuts, and the efficiency is about 90%.

### G.1.4 Summation of selection

**Observed number of selected events** We apply the selection process to select de-excitation γ-ray candidates from T2K RUN4 spill data. Table G.4 shows the summaries of events of T2K spill data in every selection process. The vertex distributions of events in each selection process are shown in Figure G.3. After the selections, 59 data events are selected as the γ-ray candidates.

**Comparison between expected events and observed events** Table G.4 shows the comparison between the numbers of events of T2K spill data and the numbers of expected event at each selection process. Before the selections, the most data samples are from the beam-unrelated backgrounds. After the selections, the beam-unrelated background are expected only ∼ 2% fraction of total samples.
T2K run4 event vertex in reduction
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Figure G.3: Vertex distribution of selected $\gamma$-ray events at each selection process for T2K RUN4 data.

Table G.4: The numbers of selected events at each selection procedure for T2K Run4. The expected numbers of events include beam-related MC simulation and off-timing (beam-unrelated). The expected numbers of selected event is consistent with the numbers of observed data events $N_{obs}$ in each procedure.

<table>
<thead>
<tr>
<th>T2K RUN4</th>
<th>$N_{obs}$</th>
<th>$N_{exp}$</th>
<th>summation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduction cuts</td>
<td>On-timing data</td>
<td>beam-related MC</td>
<td>off-timing</td>
</tr>
<tr>
<td>energy &amp; timing</td>
<td>1313</td>
<td>66.94</td>
<td>1301.62</td>
</tr>
<tr>
<td>dWall</td>
<td>250</td>
<td>66.94</td>
<td>179.23</td>
</tr>
<tr>
<td>effWall</td>
<td>130</td>
<td>65.47</td>
<td>61.73</td>
</tr>
<tr>
<td>ovaQ</td>
<td>61</td>
<td>64.06</td>
<td>1.26</td>
</tr>
<tr>
<td>angle &amp; pre-activity</td>
<td>59</td>
<td>60.02</td>
<td>1.20</td>
</tr>
<tr>
<td>cut effiency</td>
<td>–</td>
<td>89.6%</td>
<td>0.09%</td>
</tr>
</tbody>
</table>
G.2. SELECTION RESULTS

59 events are selected as final de-excitation $\gamma$-ray candidates for T2K RUN4, while the expected number of events is calculated as 61.2. Here, the comparisons between the data events and the expected events are described.

G.2.1 Vertex distribution

The vertex 2-D distributions of final event candidates inside the Super-K ID tank are shown in Figure G.4. The vertex distribution is uniform inside fiducial volume.

G.2.2 Timing distribution

Figure G.5 shows the $\Delta T_0$ timing distribution of data events, and there is the clear structure of eight bunch. We expect that there are 3.6 events that outside the eight bunch window, and two events are found outside the timing windows. The number of events outside the eight bunch window is consistent with the expectations.

We check the residual time of event, that is relative time to the nearest bunch center. Figure G.6 shows that the selected events are distributed closely to the bunch centers, and the R.M.S. of the on-timing events is also about 25 ns.
Figure G.5: The $\Delta T_0$ distribution of candidate data events of T2K Run4. The bunch centers are denoted as eight vertical dashed lines. The on-timing and off-timing events are shown in solid and hashed, respectively.

Figure G.6: The residual timing distribution of events. The residual timings are relative to each nearest bunch center. T2K RUN4 candidate events are shown as the red histogram that distributed within $\pm 100$ ns. The RMS of all on-timing events are $\sim 25$ ns. Two events with black solid are off-timing events.
G.2. SELECTION RESULTS

Figure G.7: Comparison of the reconstructed energy spectrum between the expected numbers (histogram) and the data samples(dots) for T2K RUN4. The NCQE component is about 70% of total expected number of events.

G.2.3 Energy and other parameters distributions

After all the selections, the expected numbers of each neutrino reactions are summarized in Table G.5. The NCQE signal is expected ∼ 69% fraction of the total candidate events, while beam-unrelated background is only about 2%. The observed number of candidate events is 59 which is less than expected number of candidate events of 61.2. The comparison between data events and expected events are discussed as follows.

Table G.5: Summary of the expected numbers of events of T2K RUN4. The NCQE signal is ∼ 69% of the final event candidates.

<table>
<thead>
<tr>
<th>T2K Run</th>
<th>RUN4</th>
<th>Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCQE</td>
<td>41.9</td>
<td>68.6%</td>
</tr>
<tr>
<td>NCothers</td>
<td>15.6</td>
<td>25.5%</td>
</tr>
<tr>
<td>CC</td>
<td>2.47</td>
<td>4.0%</td>
</tr>
<tr>
<td>Beam un-related</td>
<td>1.2</td>
<td>2.0%</td>
</tr>
<tr>
<td>Total</td>
<td>61.2</td>
<td>–</td>
</tr>
</tbody>
</table>

Energy distribution

The reconstruction energy distributions of data events and the expected events for T2K Run4 are shown in Figure G.7. The distribution of data events is consistent with that of expected events in statistics.
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Cherenkov angle distribution

The Cherenkov angle distributions of data events and expected events are shown in Figure G.8. From the figure, the expected number of candidate events of MC simulation is larger than that of data events near 90 degree, while the expected number of candidate events are smaller than that of data events near 42 degree.

dWall, effWall and ovaQ distributions

There is no statistically-significant difference in the distribution of the other parameters between the candidate events of the data events and those of the expected events as shown in Fig. G.9.

G.2.4 Summary of candidate events

This section describes the 59 observed events as follows: The vertex distribution of 59 events is uniformly inside FV. Because the event rate of T2K RUN4 is higher than T2K RUN1-3, so the event rate of T2K RUN1-4 is $1.55 \times 10^{19}$ event per $10^{19}$ POT. The event rate is proportional to the T2K POT linearly with 92.9% significance.

Then, we compare the observed events with the expected events, and we know that there are no statistically-significant difference between the candidate events of the real data events and those of the expected events in most parameter distributions, except the Cherenkov angle distribution. The results of T2K RUN4 is consistent with the results of T2K RUN1-3.
G.3 Uncertainty of NCQE cross-section measurement using T2K RUN1-4 data

We assigned the systematic uncertainties of NCQE signal and each backgrounds (NCothers, CC, and beam un-related) separately as shown in Table 6.9. Many toy experiments are made to shift the errors to evaluate the total uncertainties as shown in Fig F.1.

The observed NCQE cross-section distribution by the many toy experiments is shown as Fig. G.10. In the plot, the 68% of the above (below) area from the central value shows the 1σ confidence level interval. The statistical uncertainty is calculated from observed number of candidate events as $\frac{1}{\sqrt{102}} = 9.9\%$. Here, the 68% confidence interval on the observed cross-section is $(1.33, 2.52) \times 10^{-38}\text{cm}^2$. 

Figure G.9: Dwall (upper left), effWall (upper right) and ovaQ (bottom) distribution of T2K RUN4.
Figure G.10: The updated NCQE cross-section distribution with T2K RUN1-4 observation is made using many toy experiments. The vertical black line shows the center of the integral area, that represent the center value of cross-section results by $1.75 \times 10^{-38} \text{cm}^2$. The red dash lines denote the boundaries of $\alpha\%$ C.L. region, which is calculated by the $\alpha\%$ fraction of integral area from the center value. Here, we calculate the fraction of integral area as $\alpha = 68, 90, 95, 100$. The 68% confidence interval is $(1.33, 2.52) \times 10^{-38} \text{cm}^2$, and the 90% confidence interval is $(1.04, 3.06) \times 10^{-38} \text{cm}^2$. 
Appendix H

Improvement by neutron-water experiment

As described previously, the systematic uncertainty due to secondary \( \gamma \)-ray production dominates the systematic error of the NCQE events. Most secondary \( \gamma \)-rays are produced from neutron-water reactions. To reduce the uncertainty due to the secondary \( \gamma \)-ray production, there is a proposal to use a neutron beam irradiating water at RCNP.

![Energy distribution of neutrino beam at RCNP](image)

Figure H.1: The energy distribution of the neutrino beam at RCNP. The lines represent the energy spectrum of the neutron beam with the character of the semi-monochromatic energy at zero degrees to the incident proton beam after the Li target. The dashed lines show the energy spectrum of neutrons at 30 degrees with the incident proton beam after the Li target.

Measurement of \( \gamma \)-rays induced by neutron-water reactions at RCNP The experiment aims to have a measurement of multiplicity and energy of \( \gamma \)-rays emitted by neutron-water reactions. The RCNP N0 course uses a proton beam impinging on a Lithium target to produce a semi-monochromatic energy neutron beam. Figure [H.1] shows the energy spectrum of the neutron beam. The energy of the incident proton beam is adjustable, such that the energy of neutron beam can be tuned to the energy demanded.
Figure H.2: Schematic of the experiment at RCNP N0 course. The neutron beam with semi-monochromatic energy irradiates the water target, and the scintillators around the tank observe the $\gamma$-rays produced by neutron-water reactions.

Figure H.2 shows the schematic of the proposed experiment. The transparent tank filled with water is placed at 17~38 meters downstream of the Li target, and the neutron beam irradiates the water target. There are several scintillators around the water tank to observe the $\gamma$-rays emitted from neutron-water reactions. To separate the scattering neutrons from the $\gamma$-rays, the experiment plans to use several kinds of scintillators such as NaI, CsI, BGO, etc.

In the proposal, the experiment uses the neutron beam with maximum energy of 80 MeV as well as 392 MeV to observe the $\gamma$-rays production from neutron-water reactions. The precision measurements with the two neutron energies are expected to provide a constraint on the uncertainty due to the secondary $\gamma$-ray production in the near future.
Appendix I

Furthur improvements

As mentioned in Section 5.3.4, a discrepancy at Cherenkov angle distributions between data and simulation exists. The discrepancy is suggested due to the γ-ray multiplicity induced by the neutron-water reactions. There is no previous study of γ-ray production at neutron-water reactions. This chapter introduces several improvements to get more information about the secondary γ-rays, which are produced by neutron-water reactions mostly.

Besides, the binning number of 3 hit pmt angle histogram is described at the end of this chapter.

I.1 Neutron Tagging

As shown in Figure 4.14, the number of γ-rays induced by the neutrons has a gap at one. The simulation by GEANT3 does not predict the number of secondary γ-rays from neutron-water interactions well.

As the number of secondary γ-ray induced by neutrons has large uncertainty, the number of produced neutrons is a hint to know the γ-ray multiplicity. Here, a “neutron tagging” method is introduced to study the number of neutrons induced by NCQE reactions. The physical principle of “neutron tagging” is mentioned as follows: A thermal neutron is captured by a hydrogen nucleus, and produce a γ-ray with 2.2 MeV energy as below.

\[
n + p \rightarrow d + \gamma (2.2 \text{ MeV}),
\]

The 2.2 MeV γ-rays are observed after the de-excitation γ-ray signal, as the produced thermal neutrons are captured by hydrogen nucleus. The “neutron tagging” refers the signal of 2.2 MeV γ-ray produced by neutrons.

I.1.1 2.2 MeV γ-ray by neutron capture reaction

The neutron tagging method at Super-K was first studied by H. Watanabe and H. Zhang, and the method intends to reduce background in supernova relic neutrino search \[145\]. Beside the SRN search, in the atmospheric neutrinos analysis the neutron tagging method is applied to mark anti-neutrino CCQE events \[147\]. This thesis applies the neutron tagging method to study the neutron multiplicity induced by the NCQE reactions.

The free neutrons produced by ν-oxygen NCQE interaction are thermalized to room temperature (0.025 eV) quickly (\(\sim 10 \mu s\)). After the thermalization, the neutrons could
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Figure I.1: Schematic of 2.2 MeV $\gamma$-ray from the neutron capture reaction. The thermal neutron is produced by the $\nu$-oxygen NCQE reaction.

Figure I.2: The 2.2 MeV $\gamma$-rays is observed after the de-excitation $\gamma$-ray signal. All information of the hit PMTs within $\pm 500 \mu s$ near the neutrino arrival time are saved in T2K spill data. The neutron capture signal are searched at the timing region of $(18 \mu s, 535 \mu s)$ after the de-excitation $\gamma$-ray.

be captured by the hydrogen nucleus, and the neutron capture reaction emits a $\gamma$-ray with energy of 2.2 MeV as shown in Figure I.1. The cross-section of the neutron capture is $332.6 \pm 0.7 \text{ mb}$, and the lifetime of neutron capture is measured as $204.8 \mu s$ from Ref. [146]. Hence, the $\gamma$-rays from the neutron captures are expected to be found until hundreds of $\mu$sec after the NCQE interaction, and the timing distribution of the neutron captures is a decay structure with decay time constant of $\sim 204 \mu s$.

The T2K trigger save the information of all hit PMTs within $\pm 500 \mu$sec in the spill data. After the de-excitation $\gamma$-ray signal, we search the neutron capture signals as shown in Figure I.2. As the average energy of atmospheric neutrinos is similar with the average energy of the T2K beam neutrinos, we use the analysis method of atmospheric neutrino from Ref [147]. Here, the neutron tagging results for the T2K RUN1-4 102 $\gamma$-ray candidate events are reported.

I.1.2 Estimation of signal and background

After the simulation of de-excitation $\gamma$-ray signal, we extend the simulation to $\Delta T_0 = 535 \mu s$ which is same with the record length of the T2K spill data. The extended simulation is used to estimate the neutron capture reactions. The backgrounds are expected from the radioactive impurities, and the dark noises of PMTs. Instead of MC simulation, the T2K dummy trigger data is used to estimate the background in the searching timing region of $(18 \mu s, 535 \mu s)$. The T2K dummy trigger data are taken with the same period of the T2K spill data, and the T2K dummy trigger data are viewed as random trigger
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Figure I.3: The simulation for neutron capture signal and background after the de-excitation $\gamma$-ray signal. The MC simulation of neutron capture signal is made until $535\mu s$, and the expected background of the search timing region is made by the T2K dummy trigger data.

Figure [I.3] shows the estimation of neutron capture using MC simulation and the T2K dummy trigger data.

I.1.3 Event selection

The 2.2 MeV $\gamma$-ray signal after the NCQE neutrino interaction has some features such as follows: The reconstructed energy is $\sim 2.2$ MeV. The timings of hit PMTs distribute narrowly. The reconstructed vertex of neutron capture signal is expected near the vertex of de-excitation $\gamma$-ray signal.

On the other hand, the background result from several sources such as radioactive impurities of ID wall, radon contamination in water, PMT dark noises. Some background events with hit PMTs which are distributed widely in timing, and some background events with vertex near SK ID wall.

To select the neutron capture signal from T2K data, the characteristics of signal and the background are used. The neutron tagging signals appear at timing region of $\Delta T_0 = (+5, +535) \mu s$, but there are the after-pulse of the PMTs appear at the timing region of $\Delta T_0 = +12 \sim +18 \mu s$. Therefore, we search the 2.2 MeV $\gamma$-rays signal at the timing region of $\Delta T_0 = (+18, +535) \mu s$. Next, most neutron capture events with the reconstructed vertices are supposed to be within 200 cm from the vertices of the de-excitation $\gamma$-ray. The events with $\Delta v \leq 200$ cm are selected.

The 2.2 MeV $\gamma$-ray from neutron capture are selected by the two following steps: First, we sort all the hit PMTs by their residual time $t_{i,\text{res}} = t_i - t_{i,\text{tof}}$, where the $t_{i,\text{tof}}$ is time of flight from the reconstructed vertex of de-excitation $\gamma$-ray to the $i$-th PMT. By sliding a 10 ns window in the timing region of $\Delta T_0 = (+18, +535)\mu s$, the number of hit PMTs within 10 ns $N_{10}$ is used to search signal peaks. Next, we prepare a set of 16 variables for each event, and the set of variables is fed into a neural network calculation to obtain the output value. The second selection of the event candidates is based on the output values of neural network.

Initial candidates selection We search signal peaks with the number of hit PMT within 10 ns window larger than 7 as below

$$N_{10} \geq 7$$  \hspace{1cm} (I.2)
Figure I.4: The $N_{10}$ distribution of the simulated signal and the expected background events. The vertical dash line shows the selection of $N_{10} \geq 7$. The initial selection remove the background events with low energy.

The first timing $t_i$ of hit PMT in $N_{10}$ is assigned to be the timing $T_0$ of the event. Then, we jump to $t_0+20$ ns to search a next peak. That avoids a double counting of the same signal peak. The event includes the hit PMTs within the timing region of $(t_0, t_0+20)$ ns. The high energy events are removed as below.

$$N_{10} \leq 50$$  \hspace{1cm} (I.3)

To remove the cosmic ray muon events, the activity neighboring 200 ns are checked as the following selection.

$$N_{200} \leq 200$$ \hspace{1cm} (I.4)

where $N_{200}$ is the number of hit PMTs within 200ns surrounding the $\gamma$ candidate at $t_0$. $N_{10}$ distributions of the simulated signal and the expected background is shown in Figure [I.4]. The background events with low energy are removed.

490 $\gamma$-ray of neutron capture events after the 102 de-excitation $\gamma$-rays data events are left after the initial selection.

**Second selection by neural network** It is hard to select the neutron capture signal using single parameter, so “Neural network” method is used to separate the signal and the backgrounds. Neural network is a machine learning tool, which computes the classification task in analysis.

We perform the neural network to be fed with 16 variables and evaluate the output value for identification of a 2.2 MeV $\gamma$-ray signal. A set of 16 variables is used as the input of neural network calculation, and the detail of the 16 variables are in Ref. [147]. The 16 variables are listed as the following:
• $N_{10}$: Number of hit PMTs within 10ns
• $N_c$: Number of clustered hit PMTs in $N_{10}$
• $N_{low}$: Number of hits on low probability PMTs within $N_{10}$
• $N_{300}$: Number of hit PMTs within 300ns
• $\phi_{rms}$: Hit vector RMS
• $\theta_{mean}$: Mean opening angle
• $t_{rms}$: Root of mean square (RMS) for hit PMT timing
• $\text{min}_{t_{rms,3hit}}$: Minimum RMS of 3 hits timing
• $\text{min}_{t_{rms,6hit}}$: Minimum RMS of 6 hits timing
• $E_{\text{Bonsai}}$: Reconstructed energy using BONSAI fit
• $d_{\text{wall},\text{Bonsai}}$: Reconstructed dwell using BONSAI fit
• $NF_{\text{wall}}$: Reconstructed dwell using Neut fit
• $\Delta N_{10}$: Difference of $N_{10}$ between using vertex of Neut fit to sort hit PMTs timing and using primary vertex
• $\Delta t_{rms}$: Difference of $t_{rms}$ between using vertex of Neut fit to sort hit PMTs timing and using primary vertex
• $\Delta v(NF - BS)$: Distance difference of two vertices between using Neut fit and using BONSAI fit
• $\Delta v(NF - AP)$: Distance difference of primary vertex and vertex using Neut fit

Figure I.5 shows the results of neural network. In the figure, the simulated signal events are separated with the expected backgrounds successfully with the output of the neural network. We choose the data events with output larger than 0.832 as the neutron capture candidate events.

I.1.4 Results

After the 2.2 MeV $\gamma$-ray selections, the expected efficiency of 2.2 MeV $\gamma$-ray selection is defined as

$$\frac{N_{\text{exp}}^{\text{sig}}}{N_{\text{exp}}^{\text{all capture}}} = 15.5\%,$$

(I.5)

where $N_{\text{exp}}^{\text{all capture}}$ is the expected number of all neutron captures, and $N_{\text{exp}}^{\text{sig}}$ is the expected number of signal events that selected as the 2.2 MeV $\gamma$-ray candidates.

The expected background per observed event is defined as

$$\frac{N_{\text{exp}}^{\text{bkg}}}{N_{\text{exp}}} = \frac{N_{\text{exp}}^{\text{bkg}}}{N_{\text{exp}}^{\text{sig}} + N_{\text{exp}}^{\text{bkg}}} = 4.7\%,$$

(I.6)
Figure I.5: The neural network output distributions. The green histogram shows the output distribution of simulated neutron capture, and blue histogram shows the output distribution of the expected background events. The output distribution of data is the black dots. The distribution of data is consistent with the expectation which is made by the signal simulation and the T2K dummy trigger data. We select the events with output value larger than 0.832 as the neutron capture candidate events.
I.1. NEUTRON TAGGING

Figure I.6: The multiplicity of neutron (tagging) of the 102 de-excitation $\gamma$-ray events. The number of candidate events is 27.

where $N_{\text{exp}}$ is the expected number of events including the expected number of signal events $N_{\text{exp}}^{\text{sig}}$ and the expected number of background events $N_{\text{exp}}^{\text{bkg}}$. An estimation of $N_{\text{exp}}^{\text{bkg}}$ is derived from the T2K dummy trigger data.

For the 102 de-excitation $\gamma$-rays events, only 27 neutron capture of data candidates $N_{\text{obs}}$ are found, while the expected number of neutron capture events from the simulation and T2K dummy trigger data $N_{\text{exp}} = N_{\text{exp}}^{\text{sig}} + N_{\text{exp}}^{\text{bkg}}$ is 53.53. The number of data events is less than the expectation obviously, and the discrepancy between the simulation and data gives a hint to the discrepancy of Cherenkov angle distribution between the simulation and data. The neutron multiplicity of the 102 de-excitation $\gamma$-ray events is shown in Figure I.6. The Kolmogov-Smirnov test is made to compare the data result and the expectation, and the K-S probability is 0.534.

The $\Delta t_0$ timing distribution is checked as shown in Figure I.7. Since the observed number of events $N_{\text{obs}}$ is only 27, there is no clear decay structure in statistics. Thus, we are not certain to claim that the 27 events are identified as 2.2 MeV $\gamma$-ray signal induced by neutron captures.

I.1.5 Summary

This section gave the first study of neutron multiplicity by observing the 2.2 MeV $\gamma$-rays after the de-excitation $\gamma$-rays. The initial selection and the selection of neural network output are made to select the neutron capture events. As the result, the expected number of events is larger than the observed number of data events obviously. This discrepancy gives a hint to the $\gamma$-ray multiplicity of simulation and data.

But the observed number of 2.2 MeV $\gamma$-ray candidate events is not enough in statistics, we are not sure that the observed candidate events are the neutron tagging events. For near future, more neutron capture events after de-excitation $\gamma$-ray samples are expected,
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I.2 Event Categorization

I.2.1 Patterns of angle histogram

To study the solution for the discrepancy at the Cherenkov distributions between the data events and the expected events, we attempt to acquire more information about multi-\(\gamma\) events from patterns of the 3 hit pmt angle histograms. Therefore, we survey every 3 hit pmt angle histograms of the simulated events with a large Cherenkov angle (\(\geq 75^\circ\)). The 3 hit pmt angle histograms are categorized into the three following patterns: linear, highland, two-peak (or multi-peak).

Figure I.8 shows a angle histogram with the linear pattern, and the linear pattern is straight line that starts near 0 degree and extends to the maximum peak at 90 degree. The events of typical multi-\(\gamma\) rays are considered to have 3 hit pmt angle histogram that is linear pattern as shown in the right plot of Figure B.8.

Figure I.9 shows a angle histogram with the highland pattern. The highland pattern is a function that inclines from \(\pm 10^\circ\) degree to turning point at the range of \((40^\circ, 60^\circ)\) and extends horizontally to 90 degree flatly.

Figure I.10 shows a angle histogram with the “two-peak” pattern. If the angle of highest peak of the histogram is large, but there are obvious minor peaks locating smaller than 34 degree. The angle of the minor peak is smaller than 34 degree, because Cherenkov
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Figure I.8: The linear like pattern has the highest peak at about 90 degree. The black histogram shows the event with large Cherenkov angle. The red line is the fitting result using a linear function.

Figure I.9: The highland like pattern has the highest peak at about 90 degree. The black histogram shows the event with large Cherenkov angle. The red line is the fitting result using a highland function.
Figure I.10: The two-peak (multi-peak) like pattern has the highest peak at about 90 degree. The highest peak is located near 90 degree, and there is an alternative minor peak that locate below 42 degree.

photons are emitted from muon (or pion) produced in CC or NC-other reactions. Therefore, the minor peaks are used as an alternative selection (cut) to reduce the background, and the new selection is described in the next section.

The simulated events and the data candidate events are categorized into the three patterns by their 3 hit pmt angle histograms.

I.2.2 Likelihood method

Only < 10% faction of events are expected to have the two-peak (multi-peak) pattern of histogram. We categorize the $\gamma$-ray events into the linear like or the highland like using the likelihood values of the linear function and the highland function. Then, we select two-peak like from all the events using peak search method.

The categorization method is described as follows. As the number hit PMT in each event is different, we normalize the 3 hit pmt histogram to unit area for comparing the likelihood values easily.

The calculation of the likelihood value of linear pattern is described as follows: A linear function is used to fit the normalized angle histogram. The linear fitting function is given by.

$$ y = a\theta + b, \quad y \geq 0 \quad (I.7) $$

The fitting result is substituted into the linear function to obtain probability distribution function (p.d.f.). Then we use the p.d.f. to calculate likelihood value of linear pattern as below:

$$ L_{linear} = \prod_i (a\theta_i + b)^{y_i}, \quad y_i \geq 0 \quad (I.8) $$
Figure I.11: The logarithm likelihood value distribution (linear) of the simulated events. The linear function is used as the probability distribution function. There is no obvious separation for linear like and linear unlike

where \( i \) means the \( i \)-th bin of the 3 hit pmt histogram, and \( \theta_{i,\text{angle}} \) is the center angle of the \( i \)-th bin, and \( y_i \) is the normalized height of \( i \)-th bin of the histogram. A logarithm value of the likelihood value is used as below.

\[
\text{Log}L_{\text{linear}} = \sum_i y_i \text{Log}(a\theta_{i,\text{angle}} + b)
\]  

The logarithm of likelihood value distribution of the simulated events is shown in Fig. I.11. The event with a larger likelihood value is expected to be more linear like, and there are no obvious separation for linear-like and linear-unlike in the figure.

The calculation of the likelihood value of highland pattern is described as follows: A highland function is given by

\[
y_i = \begin{cases} 
    a\theta_{i,\text{angle}} + b, & \theta_{\text{angle}} \leq \theta_t \text{ (slant part)} \\
    c, & \theta_{\text{angle}} > \theta_t \text{ (horizontal part)}
\end{cases}
\]

where \( \theta_{i,\text{angle}} \) is the center angle of the \( i \)-th bin, and \( c \) is constant that represents the height of the flat region. \( \theta_t \) is the turning point from slant to horizontal, and the turning point is restricted in the region of \( 55^\circ \geq \theta_t \geq 40^\circ \). The fitting result is substituted into the highland function to obtain probability distribution function (p.d.f.). Then we use the p.d.f. to calculate likelihood value of highland pattern as below:

\[
\begin{align*}
L_{\text{highland,slant}} &= \prod_i (a\theta_{i,\text{angle}} + b)^{y_i}, \quad y_i \geq 0, \quad \theta_{i,\text{angle}} \leq \theta_t \\
L_{\text{highland,hori}} &= \prod_i c^{y_i}, \quad \theta_{i,\text{angle}} > \theta_t \\
L_{\text{highland}} &= L_{\text{highland,slant}} \times L_{\text{highland,hori}}
\end{align*}
\]

Here the \( \text{Log}L_{\text{highland}} \) values are also calculated as a logarithm of likelihood of highland pattern. Figure I.12 shows the logarithm of likelihood value distribution of simulated events, and there is no obvious separation for highland like and highland unlike events in the figure.
Figure I.12: The logarithm likelihood value distribution (highland) of the simulated events. The highland function is used as the probability distribution function. There is no obvious separation for highland like and highland unlike.

Figure I.13: The logarithm likelihood difference $LogL_{\text{highland}} - LogL_{\text{linear}}$ distribution of simulated $\gamma$-ray events. As the horizontal axis goes right side, the simulated events are more highland like and less linear like, while the left events are more linear like. The green line represents the distribution of the events with only primary $\gamma$-rays. highland like events. The pink line represents the distribution of the events with only secondary $\gamma$-rays. the blue line represent the distribution of events with bothe primary $\gamma$-ray and secondary $\gamma$-rays.
I.3. PEAK SEARCH AND MINOR PEAK SELECTION

I.3.1 Minor peaks

As described in the previous section, there are events with the two-peak pattern of 3 hit pmt histogram. The highest peak in the histogram is assigned to the Cherenkov angle value, and the other (minor) peaks have hidden information about produced particles. Figure I.14 shows the 3 hit pmt angle histogram of CC interaction, and the simulated event is selected as a de-excitation candidate event. Although photons from multi-γ rays dominate, there is the minor peak near 28 degree which is contributed from photons emitted by the muon with low momentum.

The information of the minor peaks reveals the heavy particles such as muons, pions which are are only produced from the background reactions. The minor peaks with angle...
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Figure I.15: The result of peak searching for a CC1π simulation events. A minor peak is found at near 28 degree. The black line represents the 3 hit pmt angle histogram. The smooth background is drawn as the green line that is base line. Two peaks are marked with red vertical lines. The higher one is near the highest peak that determines the Cherenkov angle value. The Cherenkov photons emitted from pion or the decayed muon contribute the minor peak in the figure.

I.3.2 Peak Search

We use the spectral processing tools TSpectrum class in ROOT to search minor peaks in 3 hit pmt angle histogram. The TSpectrum class is originally designed to process γ-ray peak in spectrum [149–151]. The peak search procedures for one-dimension histogram are as follows: The background function is estimated to subtract a base of the spectrum. Then, the locations of peaks are found using the discrete analog of the second derivative of 1-D histogram [152]. The found peaks are marked as minor peak candidates except the peaks near the highest peak. Figure I.15 shows the searching result of a CC1pi event, and the peak near 28 degree shows that there are Cherenkov photons emitted from pion or the decayed muon.

I.3.3 Minor peak selection

As described previously, the TSpectrum searches the minor peaks in 3 hit pmt histogram. We choose the peak with minimum angle value among the found minor peaks for the minor peak selection (cut). The minimum angle of peaks distributions for reaction events are shown in Figure I.16. There is a clear peak which appearing near 30 degree in the distribution of CC events. Whereas in the distributions of other interactions, there is no peak with angle smaller than 34 degree. The minor peak cut remove CC events value less than 34 degree are used to tag the background events.
I.4. BINNING OF 3-HIT PMT ANGLE PLOT

Figure I.16: The minimum angle distribution of found minor peaks. The distribution of CC events has a peak smaller than 34 degree.

Since the CC background events are expected only $\sim 4\%$ fraction in $\gamma$-ray events. Using minor peak selection, the beam-related background events are removed by small amount. Table I.1 summarizes the expected number of events for T2K RUN1-4 with (without) using the minor peak cut. The number of total beam-related background (NCothers, CC) events decreased by 2.0. The number NCQE signal events decreased by 2.3, which is about the same amount with one of background events. Consequently, the minor peak cut is auxiliary to the Cherenkov angle selection in the future analysis.

Table I.1: Summaries of expected event number of T2K RUN1-4 that are before minor peak cut and after minor peak cut. The expected event numbers are listed before the cross-section correction.

<table>
<thead>
<tr>
<th>Neutrino reaction</th>
<th>No cut</th>
<th>With cut</th>
<th>Changing Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCQE</td>
<td>87.9</td>
<td>85.6</td>
<td>-2.6%</td>
</tr>
<tr>
<td>NCothers</td>
<td>25.5</td>
<td>24.37</td>
<td>-4.6%</td>
</tr>
<tr>
<td>CC</td>
<td>3.88</td>
<td>2.97</td>
<td>-23.4%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>117.3</td>
<td>112.98</td>
<td>-3.7%</td>
</tr>
</tbody>
</table>

I.4 Binning of 3-hit pmt angle plot

As mentioned in Appendix B.3, we separate the 3 hit pmt angle histogram into 100 bins, and the width of every angle bin is 0.9 degree. Therefore, the angle selection is 34.2 degree in practice. To find the suitable number of histogram bins, we attempt to change
the bin number to 90 that let the threshold value of the Cherenkov angle selection be 34.0 degree exactly.

Figure I.17: The Cherenkov angle distribution for T2K RUN1-4 events is made from the 90 bins in 3 hit pmt histograms.

Then, the Cherenkov angle is reconstructed by the same method described in Appendix B.3. The Cherenkov angle distribution of T2K Run1-4 beam-related events for 90 bins of histogram is shown in Figure I.17, and the distribution using 90 bin of 3 hit pmt histogram is similar with the distribution using 100 bins of 3 hit pmt histogram. The expected number of events change by +0.18, and +0.15% fraction of events increased.

Let us try another binning number to see the effect of binning number after the Cherenkov angle selection. Now, we separate 1000 bins for the 3 hit pmt histogram. The procedures to determine Cherenkov angle are similar with one of 100 bins, but the sliding binning window is changed to 70 bins. Here, the Cherenkov angle distribution using 1000 bins of 3 hit pmt histogram is shown in Figure I.18. The expected number of events decreased by 0.25, and 0.21% fraction of events decreased. The variation is small, since there is no much change near 34.0 degree. The expected number for 90 binning and 1000 binning is summarized in Table I.2, and there are no large changes of the expected number of events for different binning number.

The 90 binning number is preferred for future analysis, since the Cherenkov angle selection is more precise.
Figure I.18: The Cherenkov angle distribution for T2K RUN1-4 is made from the 1000 bins in 3 hit PMT histograms.

Table I.2: Summary of expected number of events for different binning number of 3 hit PMT angle histograms. The expected numbers of events are listed before the cross-section correction.

<table>
<thead>
<tr>
<th>binning number</th>
<th>T2K RUN1-4 event number</th>
<th>changed ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
<td>90</td>
</tr>
<tr>
<td>T2K RUN1-4 event number</td>
<td>117.31</td>
<td>117.49</td>
</tr>
<tr>
<td>changed ratio</td>
<td>–</td>
<td>+0.15%</td>
</tr>
</tbody>
</table>
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<td>The energy distribution of primary $\gamma$-rays induced by NCQE reactions. The $\gamma$-rays with energy of 6.18 MeV and 6.32 MeV dominate in the energy distribution. The $\gamma$-rays with energy of 9.93 MeV are emitted from the 9.93 MeV energy level of $1p_{3/2}$ proton hole state.</td>
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<td>The cross-section of neutrino-oxygen (anti-neutrino-oxygen) NCQE reaction $\sigma_{NCQE}(E_\nu)$ is plotted as the red dashed line (blue dashed line). The cross-section of primary $\gamma$-ray production induced by neutrino-oxygen (anti-neutrino-oxygen) NCQE reaction $\sigma_{\gamma}(E_\nu)$ is plotted as the red line (blue line). [115]</td>
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<td>4.13</td>
<td>The secondary $\gamma$-ray energy versus nucleon kinetic energy ($E_\gamma-T_N$) distributions. The dots represent the $\gamma$-rays from the nucleon hadronic reactions. Left plot shows the $\gamma$-rays induced by protons. The right plot shows the $\gamma$-rays induced by neutrons, and there is a discontinuous boundary of $T_N = 20\text{MeV}$.</td>
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<td>4.14</td>
<td>The multiplicity of secondary $\gamma$-rays induced by neutrons. The black line represent the secondary $\gamma$-ray simulated by GEANT3, and there is a gap at single $\gamma$-ray. The red line represents the result simulated by GEANT4.</td>
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<td>4.15</td>
<td>Distribution of total energy of secondary $\gamma$-rays. The peak of the distribution is at 7 MeV, and the tail extends to high energy.</td>
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<td>4.16</td>
<td>The expected energy distribution of de-excitation $\gamma$-ray events in T2K Run1-3. The red histogram is the NCQE events, the green histogram is the NCothers (or NC non-QE) events, and the blue histogram is the CC events. The black histogram is the beam-unrelated events which are discussed in Chapter 5.</td>
</tr>
<tr>
<td>5.1</td>
<td>The $\Delta T_0$ timing distribution of T2K FC events exhibits the eight bunch structure clearly. The eight dotted vertical lines represent the 581 nsec interval bunch center positions fitted to the observed FC event times. T2K Run1-2 and T2K RUN3 data are stacked.</td>
</tr>
<tr>
<td>5.2</td>
<td>Illustration of FV, effWall and dWall in the Super-K tank. The dWall is the distance from the reconstructed vertex to nearest ID wall. The effWall is a distance from the reconstructed vertex along the backward of reconstructed direction to the ID wall.</td>
</tr>
<tr>
<td>5.3</td>
<td>The azimuthal angle of $i$-th hit PMT in the Cherenkov ring.</td>
</tr>
<tr>
<td>5.4</td>
<td>Cut thresholds of dWall, effWall and OvaQ for T2K RUN3. The blue points represent the optimization cut results for each energy bin. The blue dash lines are the fitting lines using the optimization points, and the fitting lines and their extrapolation are used for the thresholds of (dWall, effWall, ovaQ). The thresholds of dWall or effWall are not shorter than 200 cm, as the black dash lines denote the lines of 200 cm.</td>
</tr>
</tbody>
</table>
5.5 Reconstructed Cherenkov angle distribution of T2K RUN1-3 simulated events. The events are selected after the other selections. The red histogram represents the NCQE events, and the green histogram is the NCothers events including NC1π (res), NC1π (coh), etc. The yellow, blue, and light blue histogram show the CC events.

5.6 The reconstructed energy (Reco. energy) distribution of expected event from the T2K beam MC simulation and the off-timing data. The plot shows that the dWall, effWall and ovaQ cuts remove the radioactive background events effectively to less than 0.1%. After selections, the beam-unrelated events are expected to be only 1.2 events for T2K RUN1-3.

5.7 Vertex distribution of the selected $\gamma$-ray events at each selection process for the T2K Run1-3 data. The black lines are Super-K ID wall, and the blue dash lines are boundary of FV that is 2m distance inside the Super-K ID wall. $X,Y,Z$ are the three orthogonal axises, and $Z$ is the vertical axis. $R^2$ is distance from circle center, and that is equal to $X^2 + Y^2$.

5.8 Reconstructed energy distribution of the selected events at each selection process for the T2K Run1-3 data.

5.9 dWall (upper left) distribution, effWall (upper right) distribution and ovaQ (lower) distribution of the selected events at each selection process for the T2K Run1-3 data.

5.10 Cherenkov angle distributions of the NCQE events categorized by $\gamma$-rays. The black line shows the distribution using the NEUT default SR×BR (Before), and the red line shows the distribution applying the update SR×BR (Now). (i) The top plot is a Cherenkov angle distributions of “only primary $\gamma$-ray” events, which are from NCQE interactions. The main peak is located around 42°. The expected number of event decreases by $\sim$23% after the updates. (ii) The bottom left plot is a Cherenkov angle distributions of “only secondary $\gamma$-ray” events. The expected number of event increases by $\sim$13% after the updates. (iii) The bottom right plot is a Cherenkov angle distributions of “both primary $\gamma$-ray and secondary $\gamma$-ray” events. The expected number of event decreases by $\sim$23% after the updates.

5.11 Cherenkov angle distributions of total events. The distribution using the NEUT default and updated SR×BR are indicated respectively by black (Before) and red (Now) lines. The expected number of total events decreases by 8% after the updates.

5.12 Vertex distribution of the de-excitation $\gamma$-ray candidate events inside the Super-K ID tank for T2K RUN1-3 data. The black lines are Super-K ID wall, and the blue dash lines are boundary of FV that is 2m distance inside the Super-K ID wall. $X,Y,Z$ are the three orthogonal axes, and $Z$ is the vertical axis. $R^2$ is distance from circle center, and that is equal to $X^2 + Y^2$.

5.13 The timing distribution of events that are selected without “on-timing” cut for T2K RUN1-3 data example. The green arrow region is timing region of $\Delta T_0 \in (-2,10)\mu s$.

5.14 The $\Delta T_0$ distribution of candidate events. The bunch centers are denoted as eight vertical dashed lines. The on-timing and off-timing events are shown in solid and hashed, respectively. Six off-timing events with hashed histogram is consistent with the expectation number of off-timing events which is 3.6 for the time integral of (-1 $\mu s$, 5 $\mu s$).
5.15 The residual timing distribution of events. The residual timings are relative to each nearest bunch center. T2K RUN1-3 candidate events are stacked within ±100 ns, and the RMS of all on-timing events are ~25 ns. Three events with black solid are off-timing events, which is statistically consistent with 1.8 off-timing expected events for the time integral.

5.16 Event rate of each MR Run normalized by $10^{19}$ POT. The red histogram is representing the average event rates of each T2K RUN.

5.17 The de-excitation $\gamma$-ray candidates as a function of the accumulative POT for T2K RUN1-3. The red line is supposed as the cumulative probability distribution function for the uniform accumulative rate. The vertical dash lines are showing the boundaries of each T2K RUN.

5.18 Comparison of the reconstructed energy spectrum between the expected events (histogram) and the data events (dots).

5.19 Comparison of Cherenkov angle distribution between the expected events and data events. The peak near 28$^\circ$ is composed of CC background events, thus the events with the angle less than 34 degree are removed.

5.20 Cherenkov angle distribution of expected beam-related events, that is stacked by NCQE events and other reaction events. The green hatched histogram, blue hatched histogram and pink hatched histogram represent the NCQE events with “only primary $\gamma$-ray”, “both primary $\gamma$-ray and secondary $\gamma$-ray”, and “only secondary $\gamma$-ray” respectively. Near 90 degree, most of NCQE events have secondary $\gamma$-rays.

5.21 Comparison of the dWall, effWall and ovaQ distributions between the expected events (histogram) and the data events (dots) of T2K RUN1-3.

6.1 The left plot shows the correlation matrix for the flux and cross-section parameters with only constrains from the external experiments (non-ND280). The correlation matrix that includes a fit of the ND280 data is shown in the right plot [129]. The parameters are summarized in Table 6.2.

7.1 The NCQE cross-section distribution for T2K RUN1-3 observation is made using toy experiments. The details of toy experiments are in Appendix F. The vertical black dashed line shows the center of the integral area, and that represents the center value for the cross-section result as $1.55 \times 10^{-38}\text{cm}^2$. The red dashed lines denote the boundaries of $\alpha$% C.L. region, which is calculated by the $\alpha$% fraction of integral area from the center value. Here, we calculate the fraction of integral area as $\alpha = 68, 90, 95, 100$. As a result, the 68% confidence interval is $(1.08, 2.34) \times 10^{-38}\text{cm}^2$, and the 90% confidence interval is $(0.78, 2.91) \times 10^{-38}\text{cm}^2$.

7.2 The T2K measurement of the flux-averaged NCQE cross-section. The measurement result is denoted as the black point. The vertical black line represents 68% confidence level interval of the measurement. While the red dashed line denotes the theoretical cross-section from Ref. [115], and the flux-averaged theoretical cross-section is shown as horizontal red line. The theoretical cross-section value is within 68% confidence interval of the measurement. The horizontal error bars are representing the 68% region from the flux center at each side of the median energy. The gray histogram shows the non-oscillated T2K neutrino flux at Super-K.
7.3 Event rate of each MR Run normalized by $10^{19}$ POT. The red histogram is representing the average event rate of each T2K RUN. ........................................ 99

7.4 The de-excitation $\gamma$-ray candidates as a function of the accumulative POT for T2K RUN4. The red line is supposed as the cumulative probability distribution function for the uniform accumulative rate. The vertical dash lines are showing the boundaries of each T2K RUN. ........................................ 100

7.5 Comparison of the reconstructed energy spectrum between the expected events (histogram) and the data (dots) for T2K RUN1-4. The NCQE component is about 68% of total expected number of events. ........................................ 101

7.6 Comparison of Cherenkov angle distribution between the expected events and data. The peak near $28^\circ$ is composed of CC background events, thus the events with the angle less than 34 degree are removed. ........................................ 101

7.7 Comparison of the $d_{\text{Wall}}, e_{\text{ffWall}}$ and $\alpha_{\text{Q}}$ distributions between the expected events (histogram) and the data (dots) of T2K RUN1-4. ........................................ 102

7.8 The T2K measurement of the flux-averaged NCQE cross-section for T2K RUN1-4 data. The measurement result is denoted as the black point calculated using Equation 7.7. The vertical line represents the 68% confidence interval of the measured cross-section. As the event rate for RUN4 is higher, the observed cross-section value increases by about 13%. The theoretical cross-section value is also within the 68% confidence interval of the measurement. ........................................ 103

8.1 The schematic of three possible mass hierarchy for four mass eigenstates. Here, the normal hierarchy is assumed, so the $m_3 > m_2, m_1$. The two right models show that expanded mass state $m_4$ is degenerate with $m_1$ and $m_3$. The left one shows the mass eigenstate $m_4$ is heavier than the other states, and we assume the mass-squared splitting $\Delta m_{41}$ is same as suggested by the LSND result of $O(1 \text{ eV}^2)$. ........................................ 106

8.2 The expected number of de-excitation $\gamma$-ray events for T2K RUN1-4 as a function of $\theta_{34}$. The accumulative POT is $6.57 \times 10^{20}$. ........................................ 107

8.3 The sensitivity of $\theta_{34}$ for the T2K RUN1-4 period. The true value of $\theta_{34}^{\text{true}}$ is set to be 0 degree and 20 degree. The expected number of events is calculated with the statistics of $6.57 \times 10^{20}$ POT. The black line (dashed line) shows the result with $\theta_{34}^{\text{true}}$ set to be 0 (20) degree. The systematic error is shown in Table 8.1]. ........................................ 109

8.4 The sensitivities of $\theta_{34}$ with different error sizes for the T2K future target. The true value of $\theta_{34}$ is set to be 0 and 20.0 degree. The expected number of events is calculated with the T2K goal statistics of $7.8 \times 10^{21}$ POT, and only half of the data are used. The red line, green line and blue line represent the results with error sizes of 25%, 15%, and 5% respectively, and the true mixing angle $\theta_{34}^{\text{true}}$ is set to be zero degree. The dash lines of red, green, and blue are representing the results with error sizes of 25%, 15%, and 5%, if the true mixing angle $\theta_{34}^{\text{true}}$ is set to be 20.0 degree. ........................................ 110
8.5 The spectrum of supernova relic neutrino events and background events in SK-Gd proposal. The red line shows the spectrum of SRN signal for ten years observation, and it is estimated by LMA model[50]. Other dash-lines are showing the background spectrum from atmospheric neutrino. The blue dash-line is the de-excitation $\gamma$-ray induced by NCQE and NC1$\pi$ reactions. The rate of decay electron backgrounds after CC reactions are expected to be reduced to 1/5 under the Gd-enhanced neutron tagging. The pink dash-line is showing the reduced decay-e background events. The green dash-line is the remained anti-nue events.

8.6 The sensitivities of SRN under the SK-Gd proposal with different error size of NC events. The left plot shows sensitivities with the energy threshold of 10 MeV, and the right plot shows the sensitivities with the energy threshold of 12 MeV.

A.1 Diagram of seesaw mechanism. The effective mass appears after the left-handed neutrinos interacting with Higgs field.

A.2 The oscillation probabilities of $P(\nu_\mu \rightarrow \nu_e)$ and $P(\bar{\nu}_\mu \rightarrow \bar{\nu}_e)$ at the T2K experiment are shown, and the base-line length is 295km. If the delta angle is $\delta = \pi/2$ as shown in the left plot, the difference of two probabilities is large at $E_\nu = 600$ MeV. If the delta angle $\delta$ is zero, there is no obvious difference of the two neutrino oscillation probabilities at $E_\nu = 600$ MeV as shown in the right plot.

B.1 Probability density function which is obtained from LINAC calibration [120]. The maximum peak is at 0 ns. The peaks at 40 ns and 110 ns are caused by after pulse of PMTs.

B.2 The inequality for a possible vertex and two hit PMTs is written as $\Delta t_{ij} < \Delta x/c = |\vec{h}_i - \vec{h}_j|/c$.

B.3 Definition of the incident angle $(\theta_i, \phi_i)$ of the i-th hit PMT [121].

B.4 The incident angle distribution of PMT acceptance $a(\theta_i)$ [121].

B.5 The likelihood function for reconstruction of direction is a function of a reconstructed energy and a opening angle. The opening angle of the i-th PMT is angle between the reconstructed direction and the direction from vertex to each hit PMT [121].

B.6 The event displays of the typical particle sources are shown in here. The upper two plots show an electron (left) event and a muon event (right), a Cherenkov ring is seen clearly in the electron event and the muon event. An multi-gamma event is shown in the below plot, and the Cherenkov ring is not seen in the multi-gamma rays event [120].

B.7 The reconstructed vertex and arbitrary 3 hit PMTs compose a circular cone. We calculate the opening angle of the circular cone, then fill the angle value into the “3 hit pmt angle histogram” in the right plot of the figure.

B.8 The histograms are shown from left to right corresponding to an electron event, a muon event, and a multi-gamma event [120].
C.1 LINAC and the test positions at the SK detector [81]. The fiducial volume for low energy neutrino measurement is indicated by the dash lines. The six markers are the positions where the mono-energy electrons are injected from LINAC. 139

C.2 The details of LINAC beam-line [81]. The upper left figure is the first section of the LINAC beam-line, the bending magnet (D1) and the collimators near D1 (C1, C2, C3) select the mono-energy electrons. The upper right figure is the second section of the LINAC beam-line, and the beam-line return to horizontal direction. The bottom left figure is the third section of the LINAC beam-line, the D3 magnet bends the LINAC beam-line by 90 degree to access into the six FV calibration positions. The bottom right figure is the endcap of LINAC, and the trigger counter above the titanium count the beam pulses. 140

C.3 The left figure shows the $\gamma$-ray calibration result for germanium detector. The horizontal axis is the output from the Ge detector output, and the vertical axis is the energy of calibration $\gamma$-ray source in unit of MeV. The right figure shows the deviation ratio (%) of the calibration testing points from the fitted line. Above 4 MeV for solar neutrino energy region, the differences are within 1%. [120] 141

C.4 The mean values of $N_{\text{eff}}$ from the LINAC calibration and the MC simulation [121]. The calibration is made at the six injecting positions, where are shown in Figure C.1 142

C.5 The differences of energy resolution between the LINAC calibration and the MC simulation are within 3% [121]. 142

C.6 The schematic of DT generator [80]. It consists a pulse-forming electronics and accelerator head. Right figure is the detail of the accelerator. 143

C.7 The energy differences (%) between the DT calibration and the MC simulation at several positions [120]. Each data point is the position weighted average over data-taking positions in FV: $(X(m),Y(m)) = (-12,7), (-4,-0.7), (0.35,-12), (-0.35,12), (0.35,-7), (11,-0.7)$. The error bars represent the statistical errors. 143

C.8 The energy differences (%) between the DT calibration and the MC simulation with different directions [120]. Each point is the position weighted average over data-taking positions inside FV. The error bars represent the statistical errors. 143

C.9 The trigger efficiency (SLE) is a function of the reconstructed energy from Ref. [86]. The red histogram is the MC simulation result. The DT calibration results are represented as the markers. 144

C.10 The nickel ball is a $\gamma$-ray source [82]. The ball is made of 6.5 kg of NiO and 3.5 kg of polyethylene. The Cf source is inserted into the center of the ball and hold there by a brass rod. 145

C.11 Vertex shift of the Nickel calibration [121]. The origin of arrow shows the positions of the Nickel ball, and the directions of the arrows indicate the shift directions. The length of the arrows indicate the magnitudes of the vertex shift. All arrows are scaled by a factor of 20 to make them easier to see. The red line shows the real 10 cm length by 20 times. 145
D.1 The top (bottom) shows an example of a good event (bad event) whose direction reconstruction goodness \(G_A\) is small (large). The two right plots show that azimuthal angle distribution of the \(i\)-th hit PMT. In the two plots, the dash line shows the uniform distribution line, and the two solid lines represent parallel lines that the max and min of difference between the \(i\)-th hit PMT angle and uniform angle [120].

D.2 Distributions of \(G_V^2\) and \(G_A^2\) of \(\gamma\)-ray events with reconstructed energy region of 4.5 MeV-5.0 MeV. The left plot is the distribution of the T2K beam \(\nu_\mu\) simulated events, and the right plot is distribution of the off-timing data events which are used to estimate the beam unrelated events. The dash lines are the cut threshold \(\text{ovaQ} \equiv G_V^2 - G_A^2 = 0.2\), and most of neutrino beam events has \(\text{ovaQ}\) value larger than 0.2, while most of beam unrelated events have smaller values than 0.2.

E.1 The “off-timing” events are used to estimate the expected number of beam-unrelated background events. The background event rate is high in low energy region.

E.2 The left plot shows that the expected number of beam related MC events for an example is drawn as effWall-ovaQ distribution. The right plot shows that the expected number of beam-unrelated events for an example is drawn as effWall-ovaQ distribution. The dWall is set to be 200 cm here. \(N_{\text{signal}}\) and \(N_{\text{background}}\) are the expected number of signal events and background events with the reconstructed energy in the region of \(4.0\ \text{MeV} \leq E_{\text{rec}} < 4.5\ \text{MeV}\).

E.3 The FOM value of a example is drawn as a effWall-ovaQ distribution. The dWall parameter is set to be 200 cm here. \(N_{\text{signal}}\) and \(N_{\text{background}}\) are the expected number of signal events and background events with the reconstructed energy in the region of \(4.0\ \text{MeV} \leq E_{\text{rec}} < 4.5\ \text{MeV}\). The black X denotes the maximum FOM value in the figure.

F.1 The cross-section calculation including the uncertainties is made using a toy MC experiment method. We generate 500 random numbers based on the flux and cross-section error. After the integral of simulated events, we multiply the error envelop for each reactions with a series of random numbers that are based on a series of Gaussian distributions, and the deviation of the Gaussian distribution is the error from a specific error source. The \(500 \times 50,000\) sets of the expected number of events are used to calculate NCQE cross-section.

G.1 Cut thresholds of dWall, effWall and ovaQ for T2K RUN4. The red points represent the optimization cut results for each energy bin. The red dash lines are the fitting lines using red optimization points, and the fitting lines and their extrapolation are used for the thresholds of (dWall, effWall, ovaQ). The dWall or effWall for event with vertex inside FV are not shorter than 200 cm, as the black dash lines show the lines of 200 cm.
G.2 A energy distribution of expected events for T2K beam MC and off-timing data for T2K RUN4. The plot shows that the dWall, effWall and ovaQ cuts remove the background events effectively to less than 0.1%. After selections, the beam-unrelated events are expected to be only 1.2 events for T2K RUN4. .......................... 159
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<td>The summaries of the energy levels and the $\gamma$-ray emission branching ratios for the $1s_{1/2}$ proton hole state from Ref. [125]. The column of “B.R. in E.L.” represents the $\gamma$-ray emission branching ratios of each energy level, and the column of “BR of ($X_\alpha \rightarrow \gamma + Y$)” represents the branching ratios of each de-excitation mode.</td>
<td>52</td>
</tr>
<tr>
<td>4.5</td>
<td>The $\gamma$-ray emission branching ratios of the excited nucleus produced by pion absorption are summarized. The nucleus emits a $\gamma$-ray with a branching ratio less than 6.1%.</td>
<td>56</td>
</tr>
<tr>
<td>4.6</td>
<td>The parameters for the cross-section models. The values of the parameters are used to correct the cross-sections in the simulation.</td>
<td>57</td>
</tr>
<tr>
<td>4.7</td>
<td>Summary of the simulators used for the nucleon hadronic reactions.</td>
<td>58</td>
</tr>
<tr>
<td>5.1</td>
<td>Summary of event selections for the de-excitation $\gamma$-ray candidate events.</td>
<td>63</td>
</tr>
</tbody>
</table>
5.2 Summary of the T2K Run1-3 data set. The total protons on target (POT) is $30.1 \times 10^{19}$. 

5.3 Summary of good spill for T2K RUN1-3 data set. During all period, the Total POT is $65.70 \times 10^{19}$. 

5.4 The numbers of selected events at each selection procedure for T2K Run1-3. The expected numbers of selected event $N_{\text{exp}}$ include beam-related MC simulation and off-timing (beam-unrelated). The expected numbers of selected event have good agreement with the numbers of observed data events $N_{\text{obs}}$ in every procedure. 

5.5 Summaries of spectroscopic factors (SFs) of $1p_{3/2}$ hole state and $\gamma$-ray emission branching ratios (BRs) of the state. In the table, the values of NEUT default are listed in the row of “Before”, and the values of the recent calculation are listed in the row of “Now”. 

5.6 Summary of the expected numbers of events. In the table, the expected numbers using NEUT default and updated SR×BR are listed in the rows “Before” and “Now” respectively. The total events include the “NCQE” events and the “background” events. 

5.7 Summary of the numbers of the de-excitation $\gamma$-ray event candidates in every T2K RUN and the event rates per $10^{19}$ POT. 

5.8 Summary of the expected number of event of T2K RUN1-3. The NCQE signal is about $\sim 70\%$ of the final event candidates. 

6.1 Summary of sources of systematic uncertainty. 

6.2 The matrix binning (0∼25) for the neutrino beam flux and the parameters for the cross-section models at Super-K. The error of the binning or parameters of the non-ND280 matrix are used to assign the uncertainties of the events. The bottom nine parameters for cross-section are not listed in the matrix, and the nominal values and errors of the parameters are listed. 

6.3 The uncertainties due to the neutrino fluxes and cross-sections. The NCQE cross-section is the goal of this analysis, and therefore the uncertainty due to the NCQE cross-section is not assigned here. 

6.4 The uncertainties for each source of primary $\gamma$-ray production. The uncertainty for NCQE events due to primary $\gamma$-ray production is 10%. 

6.5 Summary of the simulators used for the nominal expected events and the alternative expected events. 

6.6 The percentage difference between the expected numbers of NCQE (NC1$\pi$) events for the default simulation and the alternative simulation. The uncertainty of NCQE (NC1$\pi$) events due to secondary $\gamma$-ray production is set to 12.6% (13.2%). 

6.7 Summary of the uncertainties of each source in the detector response. The uncertainty due to the detector is calculated to be 2.2%. 

6.8 Summary of the uncertainties on the CCQE events and the CCothers events due to the oscillation parameters. 

6.9 Summary of the systematic uncertainties on the expected number of NCQE events and background events. 

7.1 Summary of the numbers de-excitation $\gamma$-ray event candidates in every T2K RUN and the event rates per $10^{19}$ POT.
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