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Preface

In ordinary circumstances, gas flows are described by conventional fluid dynamics. In contrast, the behavior of a low pressure gas or a gas in a small system, which is important in aerospace engineering or micro engineering, is not described correctly by conventional fluid dynamics. This is because the mean free path of gas molecules can be comparable to the characteristic length of the system, so that the underlying assumption that the gas is very close to the local equilibrium breaks down due to insufficient intermolecular collisions. The gas in such a system is called a rarefied gas. The ratio of the mean free path to the characteristic length is a fundamental parameter which represents the degree of gas rarefaction and is called the Knudsen number.

In order to describe the behavior of a rarefied gas, we should use molecular gas dynamics, in which the microscopic information is taken into account. The basic physical quantity in molecular gas dynamics is the velocity distribution function of gas molecules, and the fundamental equation governing it is the celebrated Boltzmann equation. However, when we try to solve the Boltzmann equation, we encounter great difficulties since the Boltzmann equation is an integro-differential equation which contains the complex collision integral. In particular, it is a formidable task to solve spatially multidimensional boundary-value problems of the Boltzmann equation, which is of great importance in practical applications.

Fortunately however, when a gas is slightly rarefied, namely the Knudsen number is small, the behavior of the gas can be investigated by modifying conventional fluid dynamics appropriately. This means that we do not need to solve the Boltzmann equation directly for each specific problem that we are interested in. Such an approach is not only of theoretical but also of practical importance, since the Knudsen number is often small for the gases in actual micro devices. As to what modification should be applied to conventional fluid dynamics, there exists a systematic asymptotic theory of the Boltzmann equation established by Sone. According to it, the overall behavior of the gas is described by fluid-dynamic-type equations and their appropriate slip and jump boundary conditions (the fluid-dynamic-type system). Here, slip and jump means that there are differences of velocity (the “slip”) and temperature (the “jump”) between the gas and body on its surface. A correction to the
overall solution is required within a thin layer with a few mean-free-path thickness adjacent to the body surface (the Knudsen-layer correction). Here, the values of the slip and jump coefficients appearing in the boundary condition and data of the Knudsen-layer correction, which are required to apply this framework to specific problems, are obtained by solving spatially one-dimensional half-space problems of the linearized Boltzmann equation which determine the structure of the Knudsen layer (the Knudsen-layer problems).

In Sone’s asymptotic theory, derived fluid-dynamic-type systems and formulas of the Knudsen-layer correction are different depending on the considered physical situations. Based on the size of the deviation from an equilibrium state at rest and the Reynolds number, situations are classified into ones in which (i) the deviation and the Reynolds number are both very small, (ii) the deviation is small, while the Reynolds number is the order of unity, and (iii) the deviation is the order of unity and the Reynolds number is the order of unity or very large. Results for the situations (i), (ii), and (iii) are summarized respectively as linear theory, weakly nonlinear theory, and nonlinear theory.

In the present thesis, we consider the linear theory and hereafter call it the generalized slip-flow theory. Originally, the generalized slip-flow theory was established for steady problems in the late 1960s and early 1970s, based on the Bhatnagar–Gross–Krook (BGK) model equation. The Stokes set, its appropriate slip and jump boundary conditions, and formulas of the Knudsen-layer correction were derived up to the second order in the Knudsen number expansion. After that, the results were extended to the case of the original Boltzmann equation. This theory has been successfully applied to various fundamental problems in molecular gas dynamics and was revealed to be practical. However, the application has been limited to steady problems. For unsteady problems, analyses of which are as important as those of steady problems, while the fluid-dynamic-type system and formulas of the Knudsen-layer correction have been derived up to the first order by Sone, those at the second order, which draw many researchers’ attention recently, are still unknown.

In the present thesis, we develop the generalized slip-flow theory for unsteady problems up to the second order. Simultaneously, we complete required numerical data of slip and jump coefficients and Knudsen-layer correction for the Boltzmann equation, most of which at the second order have not been available even for steady problems. In fact, the complete set of required numerical data has been available only for the BGK model. For the original
Boltzmann equation, a part of the information have been reported in the late 1980s and early 1990s, assuming the hard-sphere molecules. However, difficulties in solving the Knudsen-layer problems, which could be bypassed for the BGK model, have prevented completing the data for a long time.

The present thesis is organized as follows. Chapter 1 is devoted to a study of a new temperature jump occurring in unsteady systems. Chapter 2 is devoted to developing the generalized slip-flow theory for unsteady problems under a general problem setting. Chapters 3 and 4 are devoted to completing necessary data for the original Boltzmann equation by solving the Knudsen-layer problems. A more detailed description of these chapters follows.

In Chapter 1, an unsteady problem of a slightly rarefied monatomic gas between two parallel plates whose temperature grows slowly and linearly in time is considered. This is motivated by the simulation results which were obtained recently by Radtke, Hadjiconstantinou, Takata, and Aoki (RHTA). They solved a problem of a rarefied gas which subjects to constant volumetric heating by a low variance stochastic method and showed that the second-order temperature-jump coefficient observed by RHTA is not covered by the generalized slip-flow theory for steady problems. At first, we show that the problem considered in this chapter is equivalent to the one studied by RHTA. This correspondence between two problems implies that the temperature jump observed by RHTA is a new one that can occur in unsteady systems. A systematic asymptotic analysis of the time-dependent problem for small Knudsen numbers is carried out and the complete fluid-dynamic description, as well as the related half-space problems that determine the structure of the Knudsen layer and the coefficients of temperature jump, are obtained. Finally, a numerical solution is presented for both the BGK model and hard-sphere molecules.

In Chapter 2, we develop the generalized slip-flow theory for unsteady problems under a general problem setting. This is motivated by the possibility that there might be other new slip or jump phenomena which do not appear in steady problems other than one observed in Chapter 1. A time-evolution of a slightly rarefied monatomic gas which is perturbed slowly and slightly from a reference uniform equilibrium state at rest is investigated on the basis of the linearized Boltzmann equation. By a systematic asymptotic analysis, fluid-dynamic-type equations given by a Stokes-type set, their boundary conditions, formulas of the Knudsen-layer correction, and a series of formulated Knudsen-layer problems up to the
second order of the Knudsen number are derived. The differences between the obtained results and the existing theory for steady problems are discussed. In principle, we have to solve the Knudsen-layer problems to obtain numerical data of slip and jump coefficients and Knudsen-layer corrections, which is a difficult matter. Fortunately however, if we focus on obtaining the values of slip and jump coefficients, we can bypass the difficulty by the use of the theory of symmetry relation developed recently by Takata. Hence, numerical values of all the slip and jump coefficients are obtained for a hard-sphere gas not by directly solving the Knudsen-layer problems.

Up to this point, the information of the fluid-dynamic-type system for unsteady problems, namely, fluid-dynamic-type equations, their appropriate slip and jump boundary condition, and numerical values of the slip and jump coefficients for a hard-sphere gas are completed. Based on them, one can investigate the behavior of a slightly rarefied gas in the bulk region. However, the information of the Knudsen-layer structure, which is necessary to understand the behavior of the gas near the boundary, is still incomplete. We attempt to complete it.

In Chapter 3, the second-order Knudsen-layer problems, except for the curvature effect, are solved on the basis of the linearized Boltzmann equation for hard-sphere molecules. These problems might be handled by the finite-difference method as in the studies conducted in 1980s and 1990s. Nonetheless, we take a new approach that makes use of the integral formulation of the Boltzmann equation which is very effective to capture the detailed information on the solution. The primary motivation of this approach is that the remaining Knudsen-layer problems, which are related to the curvature effect and left to Chapter 4, contain a much delicate matter, requiring a new methodology for the numerical analysis. Numerical data of the Knudsen-layer correction, which are necessary in the application to the problems with planar boundary, are prepared up to the second order in the Knudsen number expansion.

In Chapter 4, we tackle the remaining Knudsen-layer problems and the effects of the boundary curvature on the solutions have been clarified in details. Even though the macroscopic quantities are finite and well defined, the velocity distribution function exhibits non-obvious singularities (i.e., diverges indefinitely) for the molecular velocity tangent to the boundary. This feature forced us to separate the present study from the previous one in Chapter 3. Based on the approach devised in Chapter 3, we have developed the numerical
method that handles such a singularity safely, thereby completing the data required in the
generalized slip-flow theory.
Chapter 1

Parabolic temperature profile and second-order temperature jump of a slightly rarefied gas in an unsteady two-surface problem

1.1 Introduction

The recent development of small-scale devices has renewed interest in microscale or rarefied gas flows. [1,2,3,4,5,6] In these flows, the Knudsen number, typically defined as the ratio of the molecular mean free path to the characteristic length scale of the physical system, is no longer negligibly small, signaling that the conventional continuum description, namely the Navier–Stokes equation with the no-slip boundary condition (NS system), does not apply. In such cases, a kinetic approach (Boltzmann system) is appropriate and is typically used.

The connection between the Boltzmann and the NS systems has been studied since the days of Hilbert, and a number of useful results have been obtained in the limit of small Knudsen numbers. [7,8,9,10,11,12,13,14,15,16] Specifically, fluid-dynamic-type sets of equations and appropriate slip and jump boundary conditions for describing the steady gas behavior in the regime of small Knudsen numbers (the so-called slip flow regime) have been established [11,12,13] since the late 1960s and early 1970s. For rigorous and complete descriptions of the general theory of slip flow, the reader is referred to Refs. [2] and [6].

In the present paper, we shed light on a new feature of the jump of temperature that can occur at the second order of the Knudsen number in unsteady problems. The present work is motivated by the simulation results recently obtained by Radtke, Hadjiconstantinou, Takata, and Aoki (RHTA, see Ref. [17]) and is intended to contribute to a growing research topic on the second-order slip (e.g., Refs. [3,18,19,20,21,22]).

Using a low variance stochastic method [23,24,25,26], RHTA carried out numerical simulations of a slightly rarefied gas bounded by two parallel walls subject to constant volumetric heating. The parabolic temperature profile associated with the volumetric heating allowed
them to evaluate the second-order temperature-jump coefficient, which, in the case of the Bhatnagar–Gross–Krook (BGK) [or Boltzmann–Krook–Welander (BKW)] model [27,28], did not agree with the one predicted (coefficient $d_3$ in Sec. 3.1.5 of Ref. [6]) by the general theory of slip flow for steady problems (Refs. [11,2,6]).

In order to explain the above observation, in the present paper, we consider a slightly rarefied gas between two parallel plates whose temperature grows slowly and linearly in time which, as we show in Sec. 1.2, can be reduced to the problem studied by RHTA. We subsequently investigate the behavior of the gas by a systematic asymptotic analysis for small Knudsen numbers (Secs. 1.3 and 1.4). Our results show that, as expected, the reduced half-space problem that determines the second-order jump of temperature is new and does not appear in the theory for steady problems. We also perform numerical computations to determine the second-order temperature-jump coefficient and the structure of the related Knudsen layer for the BGK model and for hard-sphere molecules (Sec. 1.5). The solution is compared, not only in the fluid-dynamic region but also in the Knudsen-layer, with the simulation results that RHTA have obtained by the low variance stochastic method.

1.2 Problem

Consider a rarefied monatomic gas between two parallel plates located at $X_1 = \pm D/2$ and kept at the same uniform temperature $T_w$, where $X_i$ is the Cartesian space coordinate (Fig. 1.1). The temperature $T_w$ is uniform on the plates and grows slowly and linearly in time $\tilde{t}$, i.e., $T_w = T_0(1 + \tilde{\alpha}\tilde{t})$, where $T_0$ is a reference temperature and $\tilde{\alpha}$ is a small constant. We will investigate the behavior of this gas after a long time has passed from some initial state under the following assumptions: (i) The behavior of the gas is described by the Boltzmann equation (or its model equation such as the BGK model). (ii) The gas molecules are diffusely reflected on the plates. (iii) The change of plate temperature during the characteristic time of heat conduction is small, i.e., $\alpha \equiv \tilde{\alpha}t_0 \ll 1$ with $t_0 \sim \rho_0RD^2/\lambda$, and thus the equation and boundary condition can be linearized around the reference equilibrium state at rest with density $\rho_0$ and temperature $T_0$. Here, $\rho_0$ is the average density of the gas, $\lambda$ is the thermal conductivity, and $R$ is the specific gas constant, i.e., $R = k/m$ with $k$ denoting the Boltzmann constant and $m$ the mass of a molecule. (iv) The mean free path $\ell_0$ of a molecule
at the reference state is much shorter than the distance between the plates \( D \), or, in other words, the Knudsen number \( \text{Kn} = \ell_0/D \) is small. Hereinafter we set the time scale \( t_0 \) as \( t_0 = D^2/\ell_0(\pi RT_0/2)^{1/2} \).

Let us denote the time \( \tilde{t} \) by \( t_0 t \), the position \( X_1 \) by \( D x \), the molecular velocity by \((2RT_0)^{1/2} \zeta\), and the velocity distribution function by \( \rho_0 (2RT_0)^{-3/2} [1 + \alpha \langle |\zeta|^2/2 \rangle + \phi] E \), where \( E \) is the normalized Maxwellian defined by \( E(|\zeta|) = \pi^{-3/2} \exp(-|\zeta|^2) \). By assumption (iii), \( \phi \) is a small quantity and its higher order contributions will be neglected. Then, \( \phi \) can be sought as a function of \( x \) and \( \zeta \) that is even both in \( \zeta_2 \) and \( \zeta_3 \) and satisfies the following (dimensionless) steady inhomogeneous linearized Boltzmann equation and the boundary condition:

\[
\zeta_1 \partial_x \phi = \frac{1}{\varepsilon} \mathcal{L}[\phi] - \varepsilon \alpha \langle |\zeta|^2 - \frac{3}{2} \rangle, \quad (1.1a)
\]

\[
\phi = \pm 2\sqrt{\pi} \int_{\zeta_1 \leq 0} \zeta_1 \phi E d\zeta, \quad \zeta_1 \leq 0, \quad x = \pm \frac{1}{2}, \quad (1.1b)
\]

where \( \partial_x = \partial/\partial x \), \( \varepsilon = (\sqrt{\pi}/2) \text{Kn} \), \( \mathcal{L} \) is the linearized collision operator, and \( d\zeta = d\zeta_1 d\zeta_2 d\zeta_3 \).

For later convenience, we define the macroscopic quantities and their notation here. The density, flow velocity, temperature, and pressure of the gas are given by \( \rho_0 (1 + \omega) \), \( (2RT_0)^{1/2} (u, 0, 0) \), \( T_0 (1 + \alpha t + \tau) \), and \( p_0 (1 + \alpha t + P) \), where \( p_0 = \rho_0 RT_0 \), while \( \omega, u, \tau, \) and \( P \) are defined by

\[
\omega = \langle \phi \rangle, \quad u = \langle \zeta_1 \phi \rangle, \quad \tau = \frac{2}{3} \langle (|\zeta|^2 - \frac{3}{2}) \phi \rangle, \quad P = \frac{2}{3} \langle |\zeta|^2 \phi \rangle, \quad (1.2)
\]

and the angle brackets denote the following moment:

\[
\langle \Phi \rangle = \int \Phi(x, \zeta) E(|\zeta|) d\zeta.
\]

Note that \( \tau \) (more precisely \( T_0 \tau \)) is a perturbation of the temperature from the plate temperature. By definition, \( P = \omega + \tau \).
It should be noted that problem (1.1) is equivalent to the constant volumetric heating problem studied by RHTA.\textsuperscript{1} The present formulation shows that the parabolic temperature profile obtained in RHTA via a source term in the governing (Boltzmann) equation can be naturally obtained (no additional source term) by wall temperatures following the time dependence described above. Therefore, as we show below, the temperature jump observed here and in the work by RHTA is not covered by the general theory of slip flow [11,2,6] for steady problems.

The volumetric heating term used in RHTA, \(-\varepsilon\alpha(|\xi|^2 - \frac{3}{2})\), leads to a spatially and temporally constant increase in the gas thermal energy. This heating (or cooling when \(\alpha > 0\)) is similar to the cooling of the granular gas in that it conserves mass and momentum. However, it is independent of the gas state, in contrast to the granular gas case. It should also be noted that no essential difference between heating \((\alpha < 0)\) and cooling \((\alpha > 0)\) exists in the case of RHTA. The constant volumetric heating (cooling) implies a controlled energy supply (loss) in the gas, which is balanced by the loss (supply) of energy through the side walls through the heat conduction. In the present time-dependent problem, the temperature profile is determined by the interplay between the gas inertia and the energy supply (loss) due to the change of wall temperature. Our formulation shows that, when measured relative to the time-varying wall temperature, the temperature profile is identical to the heat addition (loss) case of RHTA.

Because of assumption (iv), \(\varepsilon\) is a small constant. We will investigate the problem (1.1) by a systematic asymptotic analysis for small \(\varepsilon\), following Sone’s method [11,2,6].

\subsection*{1.3 Hilbert solution}

Putting aside the boundary condition, we seek a moderately varying solution \(\phi_H\) (the Hilbert solution) in a power series of \(\varepsilon\):

\[\phi_H = \phi_{H0} + \phi_{H1}\varepsilon + \phi_{H2}\varepsilon^2 + \cdots.\] (1.3)\textsuperscript{1}

\textsuperscript{1}This work done in Ref. [17] is closely related to the present work. Incidentally, \(\tau\) in the present paper is identical to \(\hat{T}\) in Ref. [17] when our \(\alpha\) is identified with \(-2/3\varepsilon\) there.
Corresponding macroscopic quantities, which we denote by \( h_H \) \((h = P, u, \tau, \omega)\), are also expanded as

\[
h_H = h_{H0} + h_{H1}\varepsilon + h_{H2}\varepsilon^2 + \cdots,
\]

(1.4)

where \( h_{Hm} \) \((m = 0, 1, \ldots)\) is defined by Eq. (1.2) with \( \phi \) being replaced by \( \phi_{Hm} \). Substitution of Eq. (1.3) into Eq. (1.1a) leads to

\[
\mathcal{L}[\phi_{H0}] = 0,
\]

(1.5a)

\[
\mathcal{L}[\phi_{H1}] = \zeta_1 \partial_x \phi_{H0},
\]

(1.5b)

\[
\mathcal{L}[\phi_{H2}] = \zeta_1 \partial_x \phi_{H1} + \alpha(|\zeta|^2 - \frac{3}{2}),
\]

(1.5c)

\[
\mathcal{L}[\phi_{Hm}] = \zeta_1 \partial_x \phi_{Hm-1}, \quad (m \geq 3).
\]

(1.5d)

This is a set of linear integral equations and can be solved from the lowest order, provided that the following condition is satisfied:

\[
\langle \begin{pmatrix} 1 & \zeta_1 \\ \zeta_1 & |\zeta|^2 \end{pmatrix} \rangle \times \text{R.H.S. of Eq. (1.5)} = 0,
\]

(1.6)

because \( \mathcal{L}[f] = 0 \) has nontrivial solutions \( f = 1, \zeta_1, \zeta_2, \zeta_3, |\zeta|^2 \) (the so-called collision invariants).

### 1.3.1 Outline of the analysis

The solvability condition (1.6) for Eq. (1.5a) is automatically satisfied, yielding

\[
\phi_{H0} = P_{H0} + 2\zeta_1 u_{H0} + (|\zeta|^2 - \frac{5}{2})\tau_{H0}.
\]

(1.7)

Let us proceed to Eq. (1.5b). By the substitution of Eq. (1.7), the solvability condition (1.6) is rewritten as

\[
\frac{du_{H0}}{dx} = 0, \quad \frac{dP_{H0}}{dx} = 0.
\]

(1.8)

Thus, Eq. (1.5b) is reduced to

\[
\mathcal{L}[\phi_{H1}] = \zeta_1 (|\zeta|^2 - \frac{5}{2}) \frac{d\tau_{H0}}{dx},
\]

yielding

\[
\phi_{H1} = P_{H1} + 2\zeta_1 u_{H1} + (|\zeta|^2 - \frac{5}{2})\tau_{H1} - \zeta_1 A \frac{d\tau_{H0}}{dx}.
\]

(1.9)
Here $A$ is a function of $|\zeta|$ defined by

$$
L[\zeta_1 A] = -\zeta_1 (|\zeta|^2 - \frac{5}{2}) \quad \text{with } \langle |\zeta|^2 A \rangle = 0.
$$

Next, we consider Eq. (1.5c). With the aid of Eq. (1.8), the solvability condition (1.6) can be rewritten as

$$
\frac{du_{H1}}{dx} = 0, \quad \frac{dP_{H1}}{dx} = 0, \quad -\frac{5}{4} \gamma_2 \frac{d^2 \tau_{H0}}{dx^2} + \frac{3}{2} \alpha = 0,
$$

(1.10a)

(1.10b)

where $\gamma_2$ is a constant (namely, the dimensionless thermal conductivity) defined by

$$
\gamma_2 = \frac{2}{I_6(A)} \quad \text{with } \langle |\zeta|^2 \rangle = 0.
$$

Thus Eq. (1.5c) is reduced to

$$
L[\phi_{H2}] = \zeta_1 (|\zeta|^2 - \frac{5}{2}) \frac{d\tau_{H1}}{dx} \quad \text{with } \langle \phi_{H2} \rangle = 0 \text{ and } \langle |\zeta|^2 \phi_{H2} \rangle = 0.
$$

(1.11)

Here $F$ and $F_d$ are functions of $|\zeta|$ defined by

$$
L[\zeta_1 \zeta_2 F] = \zeta_1 \zeta_2 A,
$$

$$
L[F_d] = -\frac{5}{6} \gamma_2 (|\zeta|^2 - \frac{3}{2}) + \frac{1}{3} |\zeta|^2 A \quad \text{with } \langle F_d \rangle = 0 \text{ and } \langle |\zeta|^2 F_d \rangle = 0.
$$

We proceed to Eq. (1.5d) with $m = 3$. With the aid of Eqs. (1.8) and (1.10), the solvability condition (1.6) can be rewritten as

$$
\frac{du_{H2}}{dx} = 0, \quad \frac{dP_{H2}}{dx} = 0, \quad \frac{d^2 \tau_{H1}}{dx^2} = 0.
$$

(1.12a)

(1.12b)

Then, Eq. (1.5d) simplifies to

$$
L[\phi_{H3}] = \zeta_1 (|\zeta|^2 - \frac{5}{2}) \frac{d\tau_{H2}}{dx},
$$

yielding

$$
\phi_{H3} = P_{H3} + 2 \zeta_1 u_{H3} + (|\zeta|^2 - \frac{5}{2}) \tau_{H3} - \zeta_1 A \frac{d\tau_{H2}}{dx}.
$$

(1.13)
Finally the substitution of this expression reduces the solvability condition (1.6) for Eq. (1.5d) with \( m = 4 \) to

\[
\begin{align*}
\frac{du_{H3}}{dx} &= 0, \quad \frac{dP_{H3}}{dx} = 0, \quad (1.14a) \\
\frac{d^2\tau_{H2}}{dx^2} &= 0. \quad (1.14b)
\end{align*}
\]

If we proceed further, we will obtain for any \( m \geq 4 \)

\[
\phi_{Hm} = P_{Hm} + 2\zeta_1 u_{Hm} + (|\zeta|^2 - \frac{5}{2})\tau_{Hm} - \zeta_1A\frac{d\tau_{Hm-1}}{dx}, \quad (1.15)
\]

and

\[
\begin{align*}
\frac{du_{Hm}}{dx} &= 0, \quad \frac{dP_{Hm}}{dx} = 0, \quad \frac{d^2\tau_{Hm-1}}{dx^2} = 0. \quad (1.16)
\end{align*}
\]

### 1.3.2 Summary

In Sec. 1.3.1, we have obtained a set of fluid-dynamic-type equations for the macroscopic quantities, namely, Eqs. (1.8) and (1.10b) for \( O(\varepsilon^0) \); Eqs. (1.10a) and (1.12b) for \( O(\varepsilon^1) \); and Eqs. (1.12a) and (1.14b) for \( O(\varepsilon^2) \), and so on.

Since \( \phi_{H0} \) is a linearized Maxwellian, it satisfies the boundary condition (1.1b), if we set

\[
uo = 0, \quad \tauo = 0 \quad \text{on} \quad x = \pm \frac{1}{2}. \quad (1.17)
\]

Note that the reference density \( \rho_0 \) is the average density between the plates, so that the average of perturbed density \( \omega \), which is related to \( P \) and \( \tau \) by \( \omega = P - \tau \), should vanish. Thus, the quantities of \( O(\varepsilon^0) \) are obtained from Eqs. (1.8), (1.10b), and (1.17) as

\[
uo = 0, \quad \omega_o = -\frac{3\alpha}{5\gamma_2}(x^2 - \frac{1}{12}), \quad \tauo = -\frac{3\alpha}{5\gamma_2}(1 - x^2), \quad P_{H0} = -\frac{\alpha}{10\gamma_2}.
\]

The above \( \tauo \) shows that \( \phi_{H1} \) is no longer a linearized Maxwellian [see Eq. (1.9)] and does not satisfy the boundary condition (1.1b). The same is true for \( \phi_{H2} \) [see Eq. (1.11)]. Thus, by the analysis in Sec. 1.3.1, we cannot determine the gas behavior completely. What we can see from Eqs. (1.10a) and (1.12b) and from Eqs. (1.12a) and (1.14b) is that

\[
P_{H1} = c_1, \quad u_{H1} = c_2, \quad \tau_{H1} = c_3,
\]

\[
P_{H2} = c_4, \quad u_{H2} = c_5, \quad \tau_{H2} = c_6,
\]

where \( c_i \ (i = 1, 2, \ldots, 6) \) are (undetermined) constants. Note that the linear dependence of temperature in \( x \) vanishes because the temperature should be symmetric in \( x \) with respect
to \( x = 0 \). In order to find the solution that satisfies the boundary condition, in Sec. 1.4, we will introduce a correction in the microscopic boundary-layer (the Knudsen-layer correction) to the Hilbert solution. The analysis of the correction will determine the constants \( c_i \) and the structure of the Knudsen layer. If \( c_3 \) and \( c_6 \) are nonzero, a jump of temperature at the first- and second-orders of \( \varepsilon \) exists.

Thanks to the symmetric temperature profile in \( x \), all of \( \tau_{Hm}, P_{Hm}, \) and \( u_{Hm} \) for \( m \geq 3 \) are found to be constant from Eqs. (1.14a) and (1.16), and thus the corresponding \( \phi_{Hm} \) are reduced to linearized Maxwellsians [see Eqs. (1.13) and (1.15)]. Therefore, if we set \( u_{Hm} = \tau_{Hm} = 0, \phi_{Hm} \) satisfies the boundary condition (1.1b) at \( O(\varepsilon^m) \). Consequently, the Knudsen-layer correction to be discussed in Sec. 1.4 is not required at the third and higher order of \( \varepsilon \). \( P_{Hm} \) will be determined again by the constraint that the perturbed density averaged in \( x \) should vanish.

### 1.4 Knudsen-layer correction and the solution for the entire gap

Because of the symmetry of the problem \( \phi(x, \zeta_1, \cdot) = \phi(-x, -\zeta_1, \cdot) \), it is enough to consider the correction near the left plate at \( x = -\frac{1}{2} \). The correction near the right plate is its mirror image.

We will obtain the solution \( \phi \) in the form of \( \phi = \phi_H + \phi_K \), where \( \phi_K \) is the Knudsen-layer correction, which is appreciable only in the thin layer adjacent to the left plate [thus, \( \partial_x \phi_K = (1/\varepsilon)O(\phi_K) \)] and is \( O(\varepsilon) \) because the correction is not required at the zeroth order. Corresponding correction to macroscopic quantities will be denoted by \( h_K \), i.e., \( h = h_H + h_K \).

We introduce the stretched coordinate \( \eta \) which is defined by \( \eta = (x + \frac{1}{2})/\varepsilon \) near the left plate. Then, \( \phi_K \) is the solution of the following problem:

\[
\begin{align*}
\zeta_1 \partial_\eta \phi_K &= L[\phi_K], \\
\phi_K &= - \phi_H - 2\sqrt{\pi} \int_{\zeta_1 < 0} \zeta_1 (\phi_K + \phi_H) E d\zeta, \quad \zeta_1 > 0, \quad \eta = 0, \\
\phi_K &\to 0 \quad \text{as} \; \eta \to \infty,
\end{align*}
\]

where \( \partial_\eta = \partial/\partial \eta \). It is seen by taking the moment of Eq. (1.18a), i.e., \( \langle Eq. \, (1.18a) \rangle \), that \( u_K \equiv 0 \) because of the condition (1.18c). Since \( u(= u_H + u_K) = 0 \) on the plate, we see that
\[ u_H = 0 \text{ on the plate and obtain} \]
\[ c_2 = c_5 = 0. \]

Since \( \phi_K = O(\varepsilon) \), we expand it as \( \phi_K = \phi_{K1}\varepsilon + \phi_{K2}\varepsilon^2 + \cdots \) and correspondingly \( h_K = h_{K1}\varepsilon + h_{K2}\varepsilon^2 + \cdots \), where \( h_{Km} \) \((m = 1, 2, \ldots)\) is given by Eq. (1.2) with \( \phi \) being replaced by \( \phi_{Km} \). Actually, as mentioned in the last paragraph of Sec. 1.3.2, the expansion terminates at \( O(\varepsilon^2) \) in the present problem. Substitution of the expansion of \( \phi_K \) into Eq. (1.18) leads to boundary-value problems for \( \phi_{K1} \) and \( \phi_{K2} \). To be more specific, if we let

\[
\begin{align*}
\psi^{(1)} &= -\left(\frac{3\alpha}{5\gamma_2}\right)^{-1} \phi_{K1}, \quad \psi^{(2)} = \left(\frac{6\alpha}{5\gamma_2}\right)^{-1} \phi_{K2}, \\
\beta^{(1)} &= -\left(\frac{3\alpha}{5\gamma_2}\right)^{-1} c_3, \quad \beta^{(2)} = \left(\frac{6\alpha}{5\gamma_2}\right)^{-1} c_6,
\end{align*}
\tag{1.19a,b}
\]

we obtain the following equations and boundary conditions for \( \psi^{(i)} \):

\[
\begin{align*}
\zeta_1 \partial_\eta \psi^{(i)} &= \mathcal{L}[\psi^{(i)}], \quad (i = 1, 2), \\
\psi^{(i)} &= I^{(i)} - 2\sqrt{\pi} \int_{\zeta_1 < 0} \zeta_1 \psi^{(i)} Ed\zeta, \quad \zeta_1 > 0, \eta = 0, \\
\psi^{(i)} &\to 0 \quad \text{as } \eta \to \infty,
\end{align*}
\tag{1.20a,b,c}
\]

where

\[
\begin{align*}
I^{(1)} &= -(|\zeta|^2 - 2)\beta^{(1)} + \zeta_1 A, \\
I^{(2)} &= -(|\zeta|^2 - 2)\beta^{(2)} - \frac{\sqrt{\pi}}{2} \left( |\zeta| F_d + \frac{1}{6} (|\zeta|^3 F) \right) + F_d + (\zeta_1^2 - \frac{1}{3} |\zeta|^2) F.
\end{align*}
\]

The solution of the half-space problem (1.20) exists uniquely and the constant \( \beta^{(1)} \) (or \( \beta^{(2)} \)) is determined uniquely together with the solution \( \psi^{(1)} \) (or \( \psi^{(2)} \)). \[10,29,30,31\]

The coefficients \(-3\alpha/5\gamma_2\) and \(6\alpha/5\gamma_2\) in Eq. (1.19) are the first and second derivatives of temperature \( \tau_H \) at the left plate. Accordingly, \( \psi^{(1)} \) (and thus \( \phi_{K1} \)) is seen to be the classical temperature-jump problem, which has been studied by various authors (e.g., Refs. [32,28, 33,34,35,36]). On the other hand, \( \psi^{(2)} \) is the solution of the problem of jump caused by the second derivative of temperature with respect to \( x \), which is, however, different from the jump problem caused by the second derivative of temperature predicted by the theory for steady problems.
The fact that the amount of temperature jump caused by the second derivative of temperature is different depending on whether the problem is unsteady or steady may appear to be paradoxical. According to the theory for steady flows (Refs. [2] and [6]), the temperature field satisfies the Laplace equation, which reduces to a vanishing second derivative of temperature (d²τ_H/dx² = 0, where this τ is perturbed temperature from a reference uniform equilibrium state) in one-dimensional problems. In other words, the temperature jump caused by the second derivatives of temperature does not manifest itself in steady one-dimensional problems. In contrast, in the present unsteady one-dimensional problem, τ_H satisfies the equation of the form d²τ_H/dx² = const(≠ 0) [see Eq. (1.10b)], which is a one-dimensional version of the Poisson equation, not the Laplace equation. As we have seen, the non-zero constant in this equation may be thought of as originating from a volumetric heating source in a steady framework, or, in the unsteady setting, from the time dependence of plate temperature. In other words, the time dependence of the problem introduces a new temperature jump caused by the second derivative of temperature. This difference between steady and unsteady problems is maintained in the general two- and three-dimensional problems, in which the temperature jump associated with the second derivative of temperature also appears in steady problems.

Finally, the constants c₁ and c₄ (namely, P_H₁ and P_H₂) as well as P_Hₘ for m ≥ 3 are determined so as to make the perturbed density averaged across the space between the two plates vanish. This procedure yields the relations ω₁ = 0, P_H₁ = c₃, ω₂ = -2∫₀∞ ω K₁ dη, P_H₂ = c₆ - ω₂, ω₃ = -P_H₃ = -2∫₀∞ ω K₂ dη, and ωₘ = P_Hₘ = 0 for m ≥ 4, thus they are completely determined after solving Eq. (1.20).

To summarize, the macroscopic quantities are expressed for the entire gap between the plates by the sum of 

\[ h = h₀ + (h₁ + h_K₁) \varepsilon + (h₂ + h_K₂) \varepsilon² + h₃ \varepsilon³ + \cdots, \]

where hₘ for m ≥ 3 vanishes except for ω₃ and P₃. We have obtained the following asymptotic solutions of u, τ, ω, and P:

\begin{align*}
  u &= 0, \\
  \tau &= -\frac{3α}{5γ₂} \left\{ \left( \frac{1}{4} - x² \right) + [β(1) + θ(1)(η_-) + θ(1)(η_+)] \varepsilon - 2[β(2) + θ(2)(η_-) + θ(2)(η_+)] \varepsilon² \right\}, \tag{1.21a} \\
  ω &= -\frac{3α}{5γ₂} \left\{ x² - \frac{1}{12} + [Ω(1)(η_-) + Ω(1)(η_+)] \varepsilon \right\}. \tag{1.21b}
\end{align*}
\[-2\int_0^\infty \Omega^{(1)} d\eta + \Omega^{(2)}(\eta_-) + \Omega^{(2)}(\eta_+)\varepsilon^2 + 4\int_0^\infty \Omega^{(2)} d\eta \varepsilon^3\], \\
P = \omega + \tau, \tag{1.21c}
\]
where
\[\Omega^{(i)} = \langle \psi^{(i)} \rangle, \quad \Theta^{(i)} = \frac{2}{3}\langle (|\zeta|^2 - \frac{3}{2})\psi^{(i)} \rangle, \quad \eta_+ = \frac{1}{\varepsilon}(-x + \frac{1}{2}), \quad \eta_- = \frac{1}{\varepsilon}(x + \frac{1}{2}).\]

1.5 Numerical data

Because the problem for \(\psi^{(1)}\) is classical, reliable data for \(\beta^{(1)}, \Omega^{(1)}, \text{and } \Theta^{(1)}\) are available in the literature. For example, \(\beta^{(1)}, \Omega^{(1)}, \text{and } \Theta^{(1)}\) correspond to \(d_1, \Omega_1, \text{and } \Theta_1\) in Ref. [6], in which data for the BGK (or BKW) model and hard-sphere molecules can be found. \(\Omega^{(1)}\) and \(\Theta^{(1)}\) are tabulated in Table 1.1 for use in Eq. (1.21) (the data in the table were obtained in Ref. [35]; the accuracy would be slightly better than those in Ref. [6]). The values of \(\beta^{(1)}\) and \(\int_0^\infty \Omega^{(1)} d\eta\) are
\[\beta^{(1)} = 1.30272 \text{ (BGK), } 2.4001 \text{ (hard sphere),}
\int_0^\infty \Omega^{(1)} d\eta = 0.3230 \text{ (BGK), } 0.5241 \text{ (hard sphere).}\]
On the other hand, the problem for \(\psi^{(2)}\) has not been solved, and thus data for \(\beta^{(2)}, \Omega^{(2)}, \text{and } \Theta^{(2)}\) are not available. Data for \(F_d\) are also not available. In the present section, we provide these data for the BGK model and hard-sphere molecules to complete our analysis.

The specific form of the linearized collision integral for these cases is the following: for the BGK model,
\[\mathcal{L}[\phi] = -\phi + \omega + 2\zeta_1 u + (|\zeta|^2 - \frac{3}{2})\tau,\]
and \(\ell_0 = (8RT_0/\pi)^{1/2}/A_c\rho_0\), where \(A_c\) is a constant such that \(A_c\rho_0\) is the collision frequency of gas molecules at the reference state; for hard-sphere molecules,
\[\mathcal{L}[\phi] = -\nu(|\zeta|)\phi + \int [K_1(\zeta, \xi) - K_2(\zeta, \xi)]\phi(\xi)d\xi,\]
\[\nu(z) = \frac{1}{2\sqrt{2}} \left[ \exp(-z^2) + \left(2z + \frac{1}{z}\right) \int_0^z \exp(-y^2)dy \right],\]
\[K_1(\zeta, \xi) = \frac{1}{\sqrt{2}\pi|\zeta - \xi|} \exp\left(-|\xi|^2 + \frac{|\zeta \times \xi|^2}{|\xi - \zeta|^2}\right),\]
\[K_2(\zeta, \xi) = \frac{|\zeta - \xi|}{2\sqrt{2}\pi} \exp\left(-|\xi|^2\right),\]
and \(\ell_0 = \left[\sqrt{2\pi}\sigma^2(\rho_0/m)\right]^{-1}\), where \(\sigma\) is the diameter of a molecule.
Table 1.1: Knudsen-layer functions $\Omega^{(1)}$ and $\Theta^{(1)}$.

<table>
<thead>
<tr>
<th>Hard sphere</th>
<th>BGK</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>$\Omega^{(1)}$</td>
</tr>
<tr>
<td>0.0000</td>
<td>0.5164</td>
</tr>
<tr>
<td>0.0235</td>
<td>0.4710</td>
</tr>
<tr>
<td>0.0517</td>
<td>0.4382</td>
</tr>
<tr>
<td>0.1089</td>
<td>0.3911</td>
</tr>
<tr>
<td>0.1567</td>
<td>0.3615</td>
</tr>
<tr>
<td>0.2011</td>
<td>0.3387</td>
</tr>
<tr>
<td>0.3141</td>
<td>0.2929</td>
</tr>
<tr>
<td>0.4091</td>
<td>0.2631</td>
</tr>
<tr>
<td>0.6161</td>
<td>0.2145</td>
</tr>
<tr>
<td>0.7584</td>
<td>0.1892</td>
</tr>
<tr>
<td>1.0047</td>
<td>0.1552</td>
</tr>
<tr>
<td>1.1904</td>
<td>0.1353</td>
</tr>
<tr>
<td>1.3925</td>
<td>0.1174</td>
</tr>
<tr>
<td>1.6669</td>
<td>0.0979</td>
</tr>
<tr>
<td>1.8426</td>
<td>0.0876</td>
</tr>
<tr>
<td>2.0259</td>
<td>0.0783</td>
</tr>
<tr>
<td>2.5490</td>
<td>0.0576</td>
</tr>
<tr>
<td>3.0422</td>
<td>0.0438</td>
</tr>
<tr>
<td>3.4872</td>
<td>0.0345</td>
</tr>
<tr>
<td>4.0281</td>
<td>0.0261</td>
</tr>
<tr>
<td>5.0001</td>
<td>0.0160</td>
</tr>
<tr>
<td>6.2778</td>
<td>0.0086</td>
</tr>
<tr>
<td>8.0709</td>
<td>0.0037</td>
</tr>
<tr>
<td>10.0635</td>
<td>0.0015</td>
</tr>
<tr>
<td>16.0206</td>
<td>0.0001</td>
</tr>
<tr>
<td>21.3140</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
1.5.1 The functions $A$, $F$, $F_d$, and related constant $\gamma_2$

In the case of the BGK model, the functions $A$, $F$, and $F_d$ are immediately obtained from the definition as

$$A(|\zeta|) = |\zeta|^2 - \frac{5}{2}, \quad F(|\zeta|) = -|\zeta|^2 + \frac{5}{2}, \quad F_d(|\zeta|) = -\frac{1}{3}(|\zeta|^4 - 5|\zeta|^2 + \frac{15}{4}),$$

by which we see $\gamma_2 = 1$. In the case of hard-sphere molecules, they are only known numerically (see Fig. 1.2). Note that only $F_d$ has been computed here; the others are available in the literature and are shown here for easy reference. The value of $\gamma_2$ for hard-sphere molecules can also be found in the literature: $[2,6] \gamma_2 = 1.922284066$.

1.5.2 The coefficient $\beta^{(2)}$ of the second-order jump

In principle, we have to perform a numerical analysis of the problem (1.20) with $i = 2$ to obtain the value of $\beta^{(2)}$. However, by the use of the symmetry of the linearized kinetic equation, we can relate $\beta^{(2)}$ to quantities occurring in the half-space problem for $\psi^{(1)}$, thereby determining $\beta^{(2)}$ without new computation.

We apply the symmetry relation derived in Ref. [37] to the half-space problems (1.20) for $\psi^{(1)}$ and $\psi^{(2)}$. The basic idea behind the symmetry relation is that a conservative quantity can be constructed from solutions of two independent problems. (This is a basic principle that can be naturally extended to time-dependent problems. [38]) We briefly explain it here. If we multiply Eq. (1.20a) for $\psi^{(1)}$ by $\psi^{(2)}(\eta, -\zeta)$ and take its moment, we find that $\langle \zeta_1 \psi^{(2)}(\eta, -\zeta) \psi^{(1)}(\eta, \zeta) \rangle$, the “flux” of the constructed conservative quantity.
\( \psi^{(2)}(\eta, -\zeta)\psi^{(1)}(\eta, \zeta) \), is constant in \( \eta \) and thus vanishes because of condition (1.20c) at infinity. Then, by using the condition (1.20b) at \( \eta = 0 \), we obtain

\[
\frac{5\gamma_2}{4}\beta^{(2)} = \frac{2}{3}I_6(AF) + \frac{5}{2}I_4(AF_d) - \langle \zeta_1[F_d - \frac{1}{3}(|\zeta|^2 - 3\zeta_1^2)F]\psi^{(1)} \rangle \bigg|_{\eta=0}.
\]

To simplify the last term on the right-hand side further, we consider Eq. (1.20a) for \( \psi^{(1)} \) multiplied by \( F_d - \frac{1}{3}(|\zeta|^2 - 3\zeta_1^2)F \) and take its moment. Then we obtain

\[
\frac{d}{d\eta}\langle \zeta_1[F_d - \frac{1}{3}(|\zeta|^2 - 3\zeta_1^2)F]\psi^{(1)} \rangle = \langle \psi^{(1)} L [F_d - \frac{1}{3}(|\zeta|^2 - 3\zeta_1^2)F] \rangle \\
= -\frac{5\gamma_2}{6} \langle |\zeta|^2 - \frac{3}{2}\rangle \psi^{(1)} + \langle \zeta_1^2 A \psi^{(1)} \rangle,
\]

where we have used the self-adjointness of \( L \) and the definitions of \( F \) and \( F_d \). We can show that the last term \( \langle \zeta_1^2 A \psi^{(1)} \rangle \) vanishes by the result of two integrations with respect to \( \eta \): one is Eq. (1.20a) for \( \psi^{(1)} \) multiplied by \( \zeta_1 A \) and the other is that multiplied by \( \zeta_1 (|\zeta|^2 - \frac{5}{2}) \).

Thus, from Eq. (1.22), we obtain

\[
\langle \zeta_1[F_d - \frac{1}{3}(|\zeta|^2 - 3\zeta_1^2)F]\psi^{(1)} \rangle \big|_{\eta=0} = \frac{5\gamma_2}{4} \int_0^\infty \Theta^{(1)} d\eta,
\]

and finally arrive at the relation

\[
\beta^{(2)} = \frac{8}{15\gamma_2} [I_6(AF) + \frac{15}{4}I_4(AF_d)] - \int_0^\infty \Theta^{(1)} d\eta.
\]

In the case of the BGK model, \( I_6(AF) = -9/4, I_4(AF_d) = -1/3, \) and \( \int_0^\infty \Theta^{(1)} d\eta = -0.4391 \). In the case of hard-sphere gas, \( I_6(AF) = -7.4839567, I_4(AF_d) = -1.7512934, \) and \( \int_0^\infty \Theta^{(1)} d\eta = -0.7184 \). Thus we obtain

\[
\beta^{(2)} = -1.4276 \text{ (BGK)}, -3.1801 \text{ (hard sphere)}.
\]

1.5.3 Direct numerical solution of the half-space problem for \( \psi^{(2)} \)

In order to obtain \( \Omega^{(2)} \) and \( \Theta^{(2)} \), we carried out a numerical computation of the problem (1.20) for \( \psi^{(2)} \) by a finite-difference method both for the BGK model and hard-sphere molecules. For the hard-sphere collision integral, we adopted the method first devised in Ref. [32] and applied later to various fundamental problems, including those for gas mixtures (see Refs. [39,40,35], and the references therein). In the numerical computation, we seek the solution \( \psi^{(2)} \) as a function of \( \eta, \zeta_1, \) and \( \zeta_2(\equiv \sqrt{\zeta_2^2 + \zeta_3^2}) \), thanks to the spherical symmetry...
Table 1.2: Knudsen-layer functions $\Omega^{(2)}$ and $\Theta^{(2)}$.

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$-\Omega^{(2)}$</th>
<th>$\Theta^{(2)}$</th>
<th>$\eta$</th>
<th>$-\Omega^{(2)}$</th>
<th>$\Theta^{(2)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>1.4907</td>
<td>2.2601</td>
<td>0.0000</td>
<td>0.6746</td>
<td>1.0347</td>
</tr>
<tr>
<td>0.0033</td>
<td>1.4743</td>
<td>2.2335</td>
<td>0.0101</td>
<td>0.6546</td>
<td>1.0045</td>
</tr>
<tr>
<td>0.1142</td>
<td>1.2440</td>
<td>1.8550</td>
<td>0.1499</td>
<td>0.5309</td>
<td>0.8105</td>
</tr>
<tr>
<td>0.4091</td>
<td>0.9400</td>
<td>1.3584</td>
<td>0.5021</td>
<td>0.3797</td>
<td>0.5703</td>
</tr>
<tr>
<td>0.9183</td>
<td>0.6507</td>
<td>0.8994</td>
<td>0.9951</td>
<td>0.2644</td>
<td>0.3889</td>
</tr>
<tr>
<td>1.4994</td>
<td>0.4547</td>
<td>0.6019</td>
<td>1.4977</td>
<td>0.1924</td>
<td>0.2777</td>
</tr>
<tr>
<td>2.0259</td>
<td>0.3375</td>
<td>0.4318</td>
<td>1.9924</td>
<td>0.1446</td>
<td>0.2054</td>
</tr>
<tr>
<td>2.4811</td>
<td>0.2641</td>
<td>0.3291</td>
<td>2.4158</td>
<td>0.1149</td>
<td>0.1611</td>
</tr>
<tr>
<td>2.8272</td>
<td>0.2204</td>
<td>0.2696</td>
<td>3.0859</td>
<td>0.0814</td>
<td>0.1121</td>
</tr>
<tr>
<td>3.1150</td>
<td>0.1901</td>
<td>0.2292</td>
<td>3.7057</td>
<td>0.0601</td>
<td>0.0816</td>
</tr>
<tr>
<td>3.6779</td>
<td>0.1432</td>
<td>0.1684</td>
<td>4.0319</td>
<td>0.0515</td>
<td>0.0694</td>
</tr>
<tr>
<td>4.1865</td>
<td>0.1114</td>
<td>0.1284</td>
<td>4.3158</td>
<td>0.0451</td>
<td>0.0604</td>
</tr>
<tr>
<td>4.6706</td>
<td>0.0881</td>
<td>0.0997</td>
<td>4.7026</td>
<td>0.0378</td>
<td>0.0502</td>
</tr>
<tr>
<td>5.0001</td>
<td>0.0752</td>
<td>0.0842</td>
<td>5.1286</td>
<td>0.0312</td>
<td>0.0412</td>
</tr>
<tr>
<td>5.6738</td>
<td>0.0546</td>
<td>0.0599</td>
<td>5.9037</td>
<td>0.0222</td>
<td>0.0289</td>
</tr>
<tr>
<td>6.4526</td>
<td>0.0379</td>
<td>0.0408</td>
<td>6.5723</td>
<td>0.0167</td>
<td>0.0215</td>
</tr>
<tr>
<td>7.0725</td>
<td>0.0285</td>
<td>0.0302</td>
<td>7.1957</td>
<td>0.0129</td>
<td>0.0164</td>
</tr>
<tr>
<td>7.5226</td>
<td>0.0231</td>
<td>0.0243</td>
<td>7.6019</td>
<td>0.0109</td>
<td>0.0138</td>
</tr>
<tr>
<td>8.0248</td>
<td>0.0184</td>
<td>0.0192</td>
<td>8.1849</td>
<td>0.0086</td>
<td>0.0108</td>
</tr>
<tr>
<td>8.5346</td>
<td>0.0146</td>
<td>0.0151</td>
<td>8.8196</td>
<td>0.0066</td>
<td>0.0083</td>
</tr>
<tr>
<td>9.0048</td>
<td>0.0118</td>
<td>0.0121</td>
<td>9.5114</td>
<td>0.0051</td>
<td>0.0063</td>
</tr>
<tr>
<td>10.0146</td>
<td>0.0075</td>
<td>0.0076</td>
<td>11.9922</td>
<td>0.0020</td>
<td>0.0024</td>
</tr>
<tr>
<td>14.5460</td>
<td>0.0010</td>
<td>0.0010</td>
<td>14.0616</td>
<td>0.0009</td>
<td>0.0011</td>
</tr>
<tr>
<td>20.0515</td>
<td>0.0001</td>
<td>0.0001</td>
<td>20.4253</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>25.0557</td>
<td>0.0000</td>
<td>0.0000</td>
<td>27.7493</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

of $\mathcal{L}$. We have used the grid system in Ref. [39] with more grid points (roughly speaking, about 50% increase in $\zeta_1$ and almost double in $\eta$ and $\zeta_\rho$)\(^2\) and have adopted a third-order finite-difference scheme as in Ref. [40]. The computation for the BGK model used even more grid points in $\zeta_1$ and $\zeta_\rho$.

Figure 1.3 and Table 1.2 show $\Omega^{(2)}$ and $\Theta^{(2)}$. In the figure, the profiles of $\Omega^{(1)}$ and $\Theta^{(1)}$ are also shown for reference.

The value of $\beta^{(2)}$ was also obtained directly in the computation as

$$\beta^{(2)} = -1.4276 \text{ (BGK)}, \quad -3.1800 \text{ (hard sphere)}. \quad (1.25)$$

\(^2\)We have applied to $\eta$, $\zeta_1$, and $\zeta_\rho$ the grid system for $x_1$, $\zeta_\rho^1$, and $\zeta_\rho^a$ generated by Eqs. (52a)–(53c) of Ref. [39] with $\tilde{m}^a = 1$. The present numerical data were obtained by the following setting of grid parameters: $N_x = 600$, $N_x = 700$, $Z_1 = Z_\rho = 5$, $N_1 = N_1 = 32$, and $N_\rho = N_\rho = 36$. By the present choice of $N_x$ and $N_x$ the $\eta$-space is truncated at $\eta \simeq 35$. 15
Figure 1.3: Knudsen-layer functions $\Omega^{(2)}$ and $\Theta^{(2)}$. Solid lines: hard sphere. Dashed lines: BGK. The profiles of $\Omega^{(1)}$ and $\Theta^{(1)}$ are also shown for reference.

Figure 1.4: Profiles of $\tau/\alpha$ and $\omega/\alpha$ in the right half of the gap between the plates [see Eq. (1.21)] for $\varepsilon = 0.01$, $0.05$, and $0.1$. Solid lines: hard sphere. Dashed lines: BGK.

The values in Eqs. (1.24) and (1.25) agree to four or five digits. This comparison is an indirect measure of computational accuracy.

In Fig. 1.4 we show the profiles of macroscopic quantities $\tau$ and $\omega$ of the original two-surface problem, i.e., Eqs. (1.21b) and (1.21c), for $\varepsilon = 0.01$, $0.05$, and $0.1$. The profiles look highly dependent on the molecular model. This is, however, mainly due to the fact that the relation between the mean free path of a molecule and the thermal conductivity of the gas depends on the molecular model. To account for this, we take the thermal conductivity of the gas as the basic parameter instead of the mean free path, introduce $\varepsilon_* = \gamma_2 \varepsilon$, and plot $\tau \gamma_2/\alpha$ and $\omega \gamma_2/\alpha$ for the same values of $\varepsilon_*$. The resulting profiles become less dependent on the molecular model (Fig. 1.5).

Finally in Fig. 1.6 we compare the profile of $\tau$ with that obtained by RHTA (see foot-
Figure 1.5: Profiles of $\tau \gamma_2/\alpha$ and $\omega \gamma_2/\alpha$ in the right half of the gap between the plates for $\varepsilon_* = 0.01$, 0.05, and 0.1. Solid lines: hard sphere. Dashed lines: BGK.

Figure 1.6: Comparisons of the profiles of $\tau/\alpha$ with that obtained by Radtke, Hadjiconstantinou, Takata, and Aoki (RHTA) for Kn = 0.05 and 0.1 (hard sphere). Solid lines: Eq. (1.21b). Open circles: RHTA.

note 1) for Kn = 0.05 and 0.1 for hard-sphere molecules. The two profiles agree quite well; the difference is not visible in the figure. This is probably due to the fact that our asymptotic solution (1.21) is valid up to any order of $\varepsilon$.

### 1.6 Conclusion

We have investigated the behavior of a slightly rarefied monatomic gas between two parallel plates whose temperature grows slowly and linearly in time. To be more precise, we studied the gas behavior that is realized after a long time has passed from some initial state.

We first showed that this problem is equivalent to a boundary-value problem for the
steady linearized Boltzmann equation with a volumetric heating source, recently studied by Radtke, Hadjiconstantinou, Takata, and Aoki who focus on the parabolic temperature profile and related second-order jump. Our formulation gives a natural interpretation to the heating source and shows that the nonzero second derivative of temperature and related second-order jump is induced by a mechanism which is not covered by the general theory of slip flow for steady problems. As a result, naive application of the second-order jump condition for steady problems to unsteady problems can produce incorrect results. Further discussion of the differences between the two cases can be found in the article by RHTA.

We also carried out a systematic asymptotic analysis for small Knudsen numbers. Analysis of the Knudsen-layer correction shows that the second-order jump of temperature is indeed determined by a new half-space problem which does not occur in the general theory of slip flow for steady problems (Refs. [2,6,11,13]). This explains why the jump coefficient observed by RHTA does not agree with any of the jump coefficients in the existing theory. The newly found temperature-jump does not influence the instantaneous heat transfer to the walls, at least up to the second order in the present one-dimensional problem, because its associated Knudsen-layer problem for $\psi^{(2)}$ does not have an inhomogeneous term in Eq. (1.20a) and thus gives no additional contribution to the heat flow. (The heat flux to the wall is always equal to the heating/cooling rate integrated over the domain size and is correctly captured even without knowledge of the first-order slip coefficient.) The theoretical treatment presented here can be straightforwardly extended to gas mixtures with qualitatively similar results.

Finally, we carried out numerical computations to determine the coefficient of the new second-order temperature jump and the structure of the related Knudsen layer for the BGK model and hard-sphere molecules. The jump coefficient was also calculated by the use of a symmetry relation. The values obtained by the two different methods agree within our estimates of the numerical accuracy of the computations. Moreover, the present asymptotic solution for the behavior of the gas agrees well with the results that RHTA have obtained by the low variance stochastic method (Refs. [23,24,25,26]).
References


Chapter 2

Asymptotic theory for the time-dependent behavior of a slightly rarefied gas over a smooth solid boundary

2.1 Introduction

The connection between the Boltzmann and the fluid-dynamic systems has been studied since the days of Hilbert, and a number of important results have been obtained in the limit of small Knudsen numbers (e.g., Refs. [1,2,3,4,5,6,7,8,9,10]). Specifically, fluid-dynamic-type sets of equations and their appropriate slip and jump boundary conditions for describing the steady gas behavior in the regime of small Knudsen numbers (the so-called slip flow regime) have been established [5,6,7] since the late 1960s and early 1970s. For complete descriptions of the general theory of slip flow for steady problems, the reader is referred to Refs. [11] and [12]. In the present paper, we extend this theory to unsteady problems in a nondeformable domain within a linearized framework. To be more precise, we study the gas behavior on the basis of the linearized Boltzmann equation and a kinetic boundary condition under the diffusion scaling, thereby obtaining a (Stokes-type) set of fluid-dynamic equations and its appropriate (slip and jump) boundary conditions up to the second order of the Knudsen number. The present work is motivated by recent findings in Refs. [13] and [14] on the second-order temperature jump.

In Ref. [13], a slightly rarefied gas, namely a gas for small Knudsen numbers, bounded by two parallel walls subject to constant volumetric heating was studied numerically, using a low variance stochastic method [15]. From the parabolic temperature profile associated with the volumetric heating, Radtke et al. evaluated the second-order temperature-jump coefficient, which, in the case of the Bhatnagar–Gross–Krook (BGK) [or Boltzmann–Krook–Welander (BKW)] model [16,17], did not agree with the one predicted (coefficient $d_3$ in Sec. 3.1.5 of Ref. [12]) by the general theory of slip flow [5,11,12] for steady problems. Then, Takata et al. [14] showed that this problem with volumetric heating corresponds to the
time-evolution problem caused by a change of wall temperature, identified the source of the observed temperature jump by a systematic asymptotic analysis, and concluded that this jump is a new one that is not covered by the theory for steady problems. This result suggests a possibility that there might be other new jump phenomena which do not appear (or degenerate) in steady problems.

In the present paper, following Sone’s method [5,11,12] originally developed for steady problems, we carry out a systematic asymptotic analysis of the linearized Boltzmann equation for small Knudsen numbers up to its second order to reach a comprehensive understanding of the general behavior of slightly rarefied gases caused by a slow change of the surroundings. We also provide the numerical data of all the slip and jump coefficients occurring in the theory for a hard-sphere gas, most of which have not been available in the literature.

2.2 Problem and assumption

Consider a monatomic rarefied gas around solid bodies of arbitrary smooth shape. There is no external force. We will investigate the time-dependent behavior of the gas under the assumptions that (i) the behavior of the gas is described by the Boltzmann equation; (ii) the gas molecules are reflected on the surface of bodies by a rule of gas-surface interaction prescribed later in details; (iii) the state of the gas is close to the reference equilibrium state at rest with density $\rho_0$ and temperature $T_0$, and accordingly the equation and initial and boundary conditions can be linearized around that reference state; (iv) the mean free path $\ell_0$ (or time) at the reference state is much shorter than the characteristic length $L$ (or time) of the problem; (v) the domain under consideration does not deform in time; and (vi) the time evolution is initiated by a slow change of the surroundings from the reference state.

With a reference time-scale $t_0$, which will be specified later in accordance with assumption (vi), we denote by $t_0 t$ the time, by $L x$ the spatial position, by $(2RT_0)^{1/2} \zeta$ the molecular velocity, and by $\rho_0 (2RT_0)^{-3/2} (1 + \phi) E$ the velocity distribution function of molecules, respectively. Here $R$ is the specific gas constant (i.e., $R = k/m$ with $k$ being the Boltzmann constant and $m$ being the mass of a molecule), $E(|\zeta|) = \pi^{-3/2} \exp(-|\zeta|^2)$, and $\phi$ is a function of $t$, $x$, and $\zeta$. Then, because of assumption (iii), $\phi$ satisfies the dimensionless linearized
Boltzmann equation
\[ Sh \partial_t \phi + \zeta \partial_i \phi = \frac{2}{\sqrt{\pi}} Kn \mathcal{L}[\phi], \]  
(2.1)
where \( \partial_t = \partial/\partial t \), \( \partial_i = \partial/\partial x_i \), the two constants \( Sh \) and \( Kn \) are the Strouhal and Knudsen numbers defined by
\[ Sh = \frac{L}{L_0 (2RT_0)^{1/2}}, \quad Kn = \frac{\ell_0}{L}, \]
and \( \mathcal{L} \) is the linearized collision operator, the explicit form of which is given in Sec. 2.9 for the BGK model and a hard-sphere gas.

The gas molecules are reflected on the surface of bodies by a certain rule of gas-surface interaction (usually assumed as a linear scattering operation on the velocity distribution function) that is determined by the thermodynamic state and motion of the surface, once the gas species and the surface material are specified. If we denote by \( K \) the linear scattering operator that represents the reflection rule on the resting surface at the reference temperature \( T_0 \), the boundary condition for \( \phi \) on the surface is expressed as
\[ \phi = g_w + K[\phi - g_w], \quad \zeta_n > 0, \]  
(2.2)
where \( \zeta_n = \zeta_n \hat{n}, \hat{n} \) is the normal unit vector to the boundary, pointed to the gas, and \( g_w \) is defined in terms of surface velocity \( (2RT_0)^{1/2}u_w \) and temperature \( T_0(1 + \tau_w) \) as
\[ g_w = 2\zeta_i u_i + (|\zeta|^2 - \frac{5}{2})\tau_w. \]
See Sec. 2.9 for the reduction of the boundary condition for the full (nonlinear) Boltzmann equation to that for the linearized Boltzmann equation (2.2). Hereafter, we generically call \( g_w \) (or \( u_{iw} \) and \( \tau_w \)) the boundary data. Note that \( u_{iw}n_i = 0 \) because of assumption (v). Further, \( u_{iw} = 0 \) and \( \tau_w = 0 \) at \( t = 0 \), because of assumption (vi). The scattering operator \( K \) is often expressed in terms of the reflection kernel \( R \) as
\[ K[\varphi] = \int_{\zeta_n > 0} \frac{|\zeta_n|E(|\zeta^*|)}{|\zeta_n|E(|\zeta|)} R(\zeta^*, \zeta)\varphi(t, x, \zeta^*)d\zeta^*, \quad \zeta_n > 0, \]
where \( d\zeta^* = d\zeta_1^*d\zeta_2^*d\zeta_3^* \), and the following fundamental properties are assumed:

1. \( R(\zeta^*, \zeta) \geq 0 \) for \( \zeta_n^* < 0, \zeta_n > 0. \)

2. Impermeability: \( \int_{\zeta_n > 0} R(\zeta^*, \zeta)d\zeta = 1 \) for \( \zeta_n^* < 0. \)
3. Let $\varphi$ be $\varphi = c_0 + c_i \zeta_i + c_4 |\zeta|^2$, where $c_0$, $c_i$, and $c_4$ are independent of $\zeta$. Among such $\varphi$, only $\varphi = c_0$ satisfies the relation $\varphi = K[\varphi]$ for $\zeta_n > 0$.

4. Detailed balance:

$$|\zeta_n^*| R(\zeta^*, \zeta) E(|\zeta^*|) = |\zeta_n| R(-\zeta, -\zeta^*) E(|\zeta|),$$

for $\zeta_n > 0$ and $\zeta_n^* < 0$.

5. Local isotropy: for any orthogonal transformation matrices $l_{ij}$ (thus, $l_{ik}l_{jk} = \delta_{ij}$, where $\delta_{ij}$ is Kronecker’s delta) that meet the condition $n_i = l_{ij}n_j$,

$$K[f(l_{ij}\zeta_j)](\zeta) = K[f(\zeta)](l_{ij}\zeta_j).$$

By assumption (vi), the initial condition is written as

$$\phi(0, x, \zeta) = 0. \quad (2.3)$$

We denote the density, flow velocity, and temperature of the gas by $\rho_0(1+\omega)$, $(2RT_0)^{1/2}u$, and $T_0(1+\tau)$, which are expressed in terms of $\phi$ as

$$\omega = \langle \phi \rangle, \quad u_i = \langle \zeta_i \phi \rangle, \quad \tau = \frac{2}{3} \langle (|\zeta|^2 - \frac{3}{2}) \phi \rangle, \quad (2.4)$$

where the solid brackets represent the following moment:

$$\langle f \rangle = \int f(t, x, \zeta) E(|\zeta|) d\zeta,$$

and the range of integration is the whole space of $\zeta$. Further, we denote the pressure, stress tensor, and heat-flow vector by $p_0(1+P)$, $p_0(\delta_{ij} + P_{ij})$, and $p_0(2RT_0)^{1/2}Q$, respectively. They are defined by

$$P = \frac{2}{3} \langle |\zeta|^2 \phi \rangle, \quad P_{ij} = 2 \langle \zeta_i \zeta_j \phi \rangle, \quad Q_i = \langle \zeta_i (|\zeta|^2 - \frac{5}{2}) \phi \rangle, \quad (2.5)$$

where $p_0 = \rho_0 RT_0$ is the reference pressure. Note that $P = \omega + \tau$ by definition, which is the linearized equation of state.

In the present paper, we are interested in the behavior of the gas caused by a slow motion and/or small temperature variation of the boundary that may change in time in the scale of $t_0 \sim \rho_0 L^2/\mu_0$ [where $\mu_0$ is the reference viscosity; see assumption (vi)] as well as by the corresponding far field deviation from the reference state. This is the time scale that the diffusive nature of the gas is relevant. In view of the relation of the viscosity to the mean
free path, $Sh$ is of $O(Kn)$ and we put $\varepsilon = Sh = (\sqrt{\pi}/2)Kn$. Note that $\varepsilon$ is small because of assumption (iv). Thus, we rewrite Eq. (2.1) as
\[ \varepsilon \partial_t \phi + \zeta_i \partial_i \phi = \frac{1}{\varepsilon} \mathcal{L}[\phi], \] (2.6)
and carry out a systematic asymptotic analysis of the initial- and boundary-value problem, i.e., Eqs. (2.6), (2.2), and (2.3), for small $\varepsilon$. Because we here focus on slow variations (in time) from the reference equilibrium state [see Eq. (2.3)], the present theory will be developed exclusively under the above time scaling (2.6). Further comments on the time scale will be given in Sec. 2.6.2 in the connection with discussions for the time evolution from the initial state that is different from the reference state.

### 2.3 Hilbert solution

Putting aside the initial and boundary conditions, we seek a solution $\phi_H$ that changes moderately both in $x$ and $t$ (the Hilbert solution) in a power series of $\varepsilon$:
\[ \phi_H = \phi_{H0} + \phi_{H1}\varepsilon + \phi_{H2}\varepsilon^2 + \cdots. \]
Corresponding macroscopic quantity $h_H$ ($h = P, u_i, \tau, \omega, P_{ij}, Q_i$) is also expanded as
\[ h_H = h_{H0} + h_{H1}\varepsilon + h_{H2}\varepsilon^2 + \cdots, \]
where $h_{Hm}$ ($m = 0, 1, \ldots$) is defined by Eqs. (2.4) and (2.5) with $\phi$ being replaced by $\phi_{Hm}$. Substitution of the expansion into Eq. (2.6) leads to
\[ \mathcal{L}[\phi_{H0}] = 0, \] (2.7a)
\[ \mathcal{L}[\phi_{H1}] = \zeta_i \partial_i \phi_{H0}, \] (2.7b)
\[ \mathcal{L}[\phi_{H2}] = \partial_t \phi_{H0} + \zeta_i \partial_i \phi_{H1}, \] (2.7c)
\[ \mathcal{L}[\phi_{Hm}] = \partial_t \phi_{Hm-2} + \zeta_i \partial_i \phi_{Hm-1}, \ (m \geq 3). \] (2.7d)

This set of linear integral equations can be solved from the lowest order, provided that the solvability condition
\[ \partial_t \langle \psi_J \phi_{Hm-2} \rangle + \partial_i \langle \zeta_i \psi_J \phi_{Hm-1} \rangle = 0, \ (J = 0, \ldots, 4), \]
or equivalently

\[ \partial_t \omega_{Hm-2} + \partial_i u_{iHm-1} = 0, \]  
\[ \partial_t u_{iHm-2} + \frac{1}{2} \partial_j P_{ijHm-1} = 0, \]  
\[ \frac{5}{2} \partial_t \tau_{Hm-2} - \partial_i P_{Hm-2} + \partial_i Q_{iHm-1} = 0, \]

\[(2.8a)\]

\[(2.8b)\]

\[(2.8c)\]

\((m = 1, 2, \ldots)\) is fulfilled, where \(\phi_{H-1} = 0\) and \(\psi_j\) is the collision invariant, i.e., \(\psi_0 = 1, \psi_i = \zeta_i, \text{and } \psi_4 = |\zeta|^2\). The main objective of this section is to derive a set of fluid-dynamic-type equations that describes the overall behavior of the gas up to \(O(\epsilon^2)\). To this end, we perform calculations up to \(O(\epsilon^4)\). The set of fluid-dynamic-type equations will be obtained as the solvability conditions for the series of integral equations (2.7).

### 2.3.1 The leading (the zeroth) order

Equation (2.7a) is solved as

\[ \phi_{H0} = \phi_{eH0}, \]  
\[(2.9)\]

where

\[ \phi_{eHm} = P_{Hm} + 2\zeta_i u_{iHm} + (|\zeta|^2 - 5/2) \tau_{Hm}, \ (m \geq 0). \]

Accordingly, the stress tensor and heat-flow vector at this order are given as

\[ P_{ijH0} = P_{H0} \delta_{ij}, \ Q_{iH0} = 0. \]  
\[(2.10)\]

### 2.3.2 The first order

Since Eq. (2.7b) is an inhomogeneous linear integral equation for \(\phi_{H1}\), the inhomogeneous term should satisfy the solvability condition (2.8) for \(m = 1\), which can be reduced by the use of Eq. (2.10) to

\[ \partial_i u_{iH0} = 0, \ \partial_i P_{H0} = 0. \]  
\[(2.11)\]

Under this condition, Eq. (2.7b) can be transformed into

\[ \mathcal{L}[\phi_{H1}] = \zeta_{ij} \partial_j u_{iH0} + \zeta_i (|\zeta|^2 - 5/2) \partial_i \tau_{H0}, \]

where \(\zeta_{ij} = \zeta_i \zeta_j - (1/3)|\zeta|^2 \delta_{ij}\) and \(\overline{f_{ij}} = f_{ij} + f_{ji} - (2/3) f_{kk} \delta_{ij}\) (therefore \(\overline{f_{ii}} = 0\), and thus can be solved as

\[ \phi_{H1} = \phi_{eH1} - \frac{1}{2} \zeta_{ij} B(|\zeta|) \overline{\partial_j u_{iH0}} - \zeta_i A(|\zeta|) \partial_i \tau_{H0}, \]  
\[(2.12)\]
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where \( A \) and \( B \) are functions defined in Sec. 2.10. The corresponding stress tensor and heat-flow vector can be obtained by substitution as

\[
P_{ijH1} = P_{H1}\delta_{ij} - \gamma_1 \partial_i \bar{u}_{jH0}, \quad Q_{iH1} = -\frac{5}{4} \gamma_2 \partial_i \tau_{H0},
\]

where \( \gamma_1 \) and \( \gamma_2 \) are constants (see Sec. 2.10).

### 2.3.3 The second order

With the aid of Eqs. (2.11) and (2.13), the solvability condition (2.8) for \( m = 2 \) is reduced to

\[
\partial_t \omega_{H0} + \partial_i u_{H0} = 0, \quad (2.14a)
\]

\[
\partial_t u_{iH0} + \frac{1}{2} \partial_i P_{H1} - \frac{1}{2} \gamma_1 \Delta u_{iH0} = 0, \quad (2.14b)
\]

\[
\partial_t \tau_{H0} - \frac{2}{5} \partial_t P_{H1} - \frac{1}{2} \gamma_2 \Delta \tau_{H0} = 0, \quad (2.14c)
\]

where \( \Delta \) is the Laplacian, i.e., \( \Delta = \partial_i^2 \). It is seen from Eqs. (2.14b) and (2.11) that \( P_{H1} \) is a harmonic function.

In order to solve Eq. (2.7c), we first transform its right-hand side by using the solvability conditions (2.11) and (2.14):

\[
L[\phi_{H2}] = \frac{1}{3} \left( \frac{5}{2} \gamma_2 (|\zeta|^2 - \frac{3}{2}) - |\zeta|^2 A(|\zeta|) \right) \Delta \tau_{H0} + \zeta_{ij} \partial_i u_{jH1} + \zeta_i (|\zeta|^2 - \frac{5}{2}) \partial_i \tau_{H1}
\]

\[
- \frac{1}{2} \left( \zeta_{ij} \zeta_{jk} B(|\zeta|) - \gamma_1 (\zeta_{ij} \delta_{jk} + \zeta_{jk} \delta_{ij} + \zeta_{ik} \delta_{ij}) \right) \partial_i \partial_j u_{kH0} - \frac{1}{2} \zeta_{ij} A(|\zeta|) \partial_i \partial_j \tau_{H0}.
\]

This equation can be solved to yield

\[
\phi_{H2} = \phi_{eH2} - \frac{1}{2} \zeta_{ij} B(|\zeta|) \partial_i u_{jH1} - \zeta_i A(|\zeta|) \partial_i \tau_{H1}
\]

\[
+ \frac{1}{2} \left( (\zeta_{ij} \delta_{jk} + \zeta_{jk} \delta_{ij}) D_1(|\zeta|) + \zeta_{ij} \zeta_{jk} D_2(|\zeta|) \right) \partial_i \partial_j u_{kH0}
\]

\[
- \frac{1}{2} \zeta_{ij} F(|\zeta|) \partial_i \partial_j \tau_{H0} - F_d(|\zeta|) \Delta \tau_{H0}, \quad (2.15)
\]

where the functions \( D_1, D_2, F, F_d \), and the constant \( \gamma_3 \) that appears soon later are defined in Sec. 2.10. By the substitution of Eq. (2.15), the corresponding stress tensor and heat-flow vector are expressed as

\[
P_{ijH2} = P_{H2}\delta_{ij} - \gamma_1 \partial_i \bar{u}_{jH1} + \frac{1}{2} \gamma_3 \partial_i \partial_j \tau_{H0}, \quad (2.16a)\]

\[
Q_{iH2} = -\frac{5}{4} \gamma_2 \partial_i \tau_{H1} + \frac{1}{2} \gamma_3 \Delta u_{iH0}. \quad (2.16b)
\]
2.3.4 The third and fourth orders

By using Eqs. (2.11), (2.14), and (2.16), the solvability condition (2.8) for \( m = 3 \) is reduced to

\[
\partial_t \omega + \partial_i u_i = 0, \quad (2.17a)
\]

\[
\partial_t u_i + \frac{1}{2} \partial_i P^*_{H2} - \frac{1}{2} \gamma_1 \Delta u_i = 0, \quad (2.17b)
\]

\[
\partial_t \tau - \frac{2}{5} \partial_i P_{H1} - \frac{1}{2} \gamma_2 \Delta \tau = 0, \quad (2.17c)
\]

where

\[
P^*_{H2} = P_{H2} - \frac{1}{6} (\gamma_2 \gamma_1 - 4 \gamma_3) \Delta \tau.
\]

In the same way as before, \( \phi_{H3} \) can be solved under the solvability conditions derived so far. However, we do not need its specific form when examining the solvability condition for \( \phi_{H4} \). Indeed, as is seen from Eq. (2.8), the information of \( P_{ijH3} \) and \( Q_{iH3} \) is enough to discuss the solvability of Eq. (2.7d) for \( m = 4 \). This information can be obtained by using the self-adjointness of \( L \) and the definitions of \( A \) and \( B \) in Sec. 2.10. That is, we make a transformation

\[
P_{ijH3} - P_{H3} \delta_{ij} \equiv \langle 2 \zeta_{ij} \phi_{H3} \rangle = \langle -L[\zeta_{ij} B] \phi_{H3} \rangle = \langle -L[\phi_{H3}] \zeta_{ij} B \rangle,
\]

\[
Q_{iH3} \equiv \langle \zeta_i (|\zeta|^2 - \frac{5}{2}) \phi_{H3} \rangle = \langle -L[\zeta_i A] \phi_{H3} \rangle = \langle -L[\phi_{H3}] \zeta_i A \rangle,
\]

and use Eqs. (2.7d) for \( m = 3 \), (2.12), and (2.15). Then, we eventually obtain

\[
P_{ijH3} = P_{H3} \delta_{ij} - \gamma_1 \partial_i u_{jH2} + \frac{\gamma_3}{2} \partial_i \partial_j \tau_{H1} - \frac{\gamma_1}{2} \partial_i \partial_j P_{H1} + \frac{1}{2} (\gamma_1 \gamma_{10} - 2 \gamma_6) \Delta \partial_i u_{jH0},
\]

\[
Q_{iH3} = -\frac{5}{4} \gamma_2 \partial_i \tau_{H2} + \frac{\gamma_3}{2} \Delta u_{iH1} - \frac{13}{8} \gamma_{11} \partial_i \Delta \tau_{H0},
\]

where \( \gamma_6 \), \( \gamma_{10} \), and \( \gamma_{11} \) are constants defined in Sec. 2.10.

By the substitution of the expressions of \( P_{ijH3} \) and \( Q_{iH3} \), solvability condition (2.8) for \( m = 4 \) is written as

\[
\partial_t \omega_{H2} + \partial_i u_{iH3} = 0, \quad (2.18a)
\]

\[
\partial_t u_{iH2} + \frac{1}{2} \partial_i P^*_{H3} - \frac{1}{2} \gamma_1 \Delta u_{iH2} + \frac{1}{4} (\gamma_1 \gamma_{10} - 2 \gamma_6) \Delta^2 u_{iH0} = 0, \quad (2.18b)
\]

\[
\partial_t \tau_{H2} - \frac{2}{5} \partial_i P_{H2} - \frac{1}{2} \gamma_2 \Delta \tau_{H2} + \frac{1}{10} (\gamma_2 \gamma_3 - \frac{13}{2} \gamma_{11}) \Delta^2 \tau_{H0} = 0, \quad (2.18c)
\]
where
\[ P_{H3}^* = P_{H3} - \frac{1}{6} (\gamma_2 \gamma_1 - 4 \gamma_3) \Delta \tau_{H1} + \frac{1}{5} \gamma_1 \partial_t P_{H1}. \]  
(2.18d)

This completes the derivation of the set of fluid-dynamic-type equations that describes the overall behavior of the gas up to \( O(\varepsilon^2) \).

### 2.4 Knudsen-layer analysis

In Sec. 2.3, a set of fluid-dynamic-type equations that describes the overall behavior of the gas up to \( O(\varepsilon^2) \) has been derived. However, we did not take into account the initial and boundary conditions there.

At the initial instance, the gas is in the reference equilibrium state and \( u_{iw} = 0 \) and \( \tau_w = 0 \). Thus, the Hilbert solution satisfies the initial and boundary conditions. However, as the time goes on, it becomes non-Maxwellian (except for the leading order) and no longer satisfies the boundary condition. We have to introduce the so-called Knudsen-layer correction in the thin layer with the thickness of a few mean free paths in the vicinity of the boundary (the Knudsen-layer). In the following discussions, for the sake of generality, we expand the boundary data \( g_w \) (and thus \( u_{iw} \) and \( \tau_w \)) in a power series of \( \varepsilon \) : \( g_w = g_{w0} + g_{w1}\varepsilon + \cdots \), \( u_{iw} = u_{iw0} + u_{iw1}\varepsilon + \cdots \), \( \tau_w = \tau_{w0} + \tau_{w1}\varepsilon + \cdots \), and \( g_{wm} = 2\zeta_i u_{iw m} + (|\zeta|^2 - \frac{5}{2})\tau_{wm} \) \((m = 0, 1, 2, \ldots)\).

Since the Hilbert solution is a Maxwellian at the leading order, it can satisfy the boundary condition (2.2) at the leading order if we put
\[ u_{iH0} = u_{iw0}, \quad \tau_{H0} = \tau_{w0}, \]  
(2.19)
on the boundary [see Eqs. (2.9) and (2.2)]. Thus the Knudsen-layer correction is required from the first order. Let us express \( \phi \) as \( \phi = \phi_H + \phi_K \), where \( \phi_K \) is appreciable only in the thin layer adjacent to the boundary [thus, \( n_i \partial_i \phi_K = (1/\varepsilon)O(\phi_K) \)] and is \( O(\varepsilon) \). Corresponding correction to macroscopic quantities will be denoted by \( h_K \), i.e., \( h = h_H + h_K \). Then, \( \phi_K \) is the solution of the following problem:
\[ \varepsilon \partial_t \phi_K + \zeta_i \partial_i \phi_K = \frac{1}{\varepsilon} \mathcal{L}[\phi_K], \]
\[ \phi_K = -\phi_H + g_w + \mathcal{K}[\phi_K + \phi_H - g_w], \quad \zeta_n > 0, \quad \eta = 0, \]
\[ \phi_K \to 0 \quad \text{as} \quad \eta \to \infty, \]
\[
\phi_K = 0 \quad \text{at} \ t = 0.
\]

We introduce a new coordinate system \((\eta, \chi_1, \chi_2)\), which is stretched in the direction normal to the boundary:

\[
x_i = x_{iw}(\chi_1, \chi_2) + \varepsilon \eta n_i(\chi_1, \chi_2),
\]

where \(x_{iw}\) is a position on the boundary. As shown in Sec. 2.12,

\[
\partial_i = \frac{1}{\varepsilon} n_i \partial_\eta + (\partial_i \chi_1)_w \partial_{\chi_1} + (\partial_i \chi_2)_w \partial_{\chi_2} + \varepsilon \eta (\partial_n \partial_i \chi_1)_w \partial_{\chi_1} + \varepsilon \eta (\partial_n \partial_i \chi_2)_w \partial_{\chi_2} + \cdots,
\]

where \((\cdot)_w\) denotes the value at \(\eta = 0\) and \(\partial_n = n_j \partial_j\). Since \(\phi_K = O(\varepsilon)\), we expand it in the power series of \(\varepsilon\):

\[
\phi_K = \phi_{K1} \varepsilon + \phi_{K2} \varepsilon^2 + \cdots.
\]

Correspondingly, \(h_K\) is expanded as

\[
h_K = h_{K1} \varepsilon + h_{K2} \varepsilon^2 + \cdots,
\]

where \(h_{Km}\) \((m = 1, 2, \ldots)\) is given by Eqs. (2.4) and (2.5) with \(\phi\) being replaced by \(\phi_{Km}\). Substitution of the expansion of \(\phi_K\) leads to the following series of boundary-value problems: for \(m = 1, 2, \ldots\),

\[
\zeta_n \partial_\eta \phi_{Km} = L[\phi_{Km}] - I_{Km}, \quad (2.20a)
\]

\[
\phi_{Km} = K[\phi_{Km}] - \tilde{K}[\phi_{Hm} - g_{wm}], \quad \zeta > 0, \ \eta = 0, \quad (2.20b)
\]

\[
\phi_{Km} \to 0 \quad \text{as} \ \eta \to \infty, \quad (2.20c)
\]

where \(\tilde{K}[f] = f - K[f] \ (\tilde{K}_1, \tilde{K}_2, \text{etc. that appear later are defined in the same way})\),

\[
I_{K1} = 0, \ I_{K2} = \zeta_i D_i [\phi_{K1}],
\]

\[
I_{K3} = \zeta_i D_i [\phi_{K2}] + \partial_i \phi_{K1} + \eta \zeta_i ((\partial_n \partial_i \chi_1)_w \partial_{\chi_1} + (\partial_n \partial_i \chi_2)_w \partial_{\chi_2}) \phi_{K1}, \ \text{etc.},
\]

and \(D_i = (\partial_i \chi_1)_w \partial_{\chi_1} + (\partial_i \chi_2)_w \partial_{\chi_2}\) (see Sec. 2.12). Note that the time dependence of \(\phi_{Km}\) occurs only implicitly and the initial condition for \(\phi_K\) has been discarded, because it is automatically satisfied. In fact, the results of the following analysis are compatible with the initial condition, as will be seen below.

We perform the analysis up to \(O(\varepsilon^2)\). In the rest of Sec. 2.4 and in Secs. 2.13–2.15, the quantities with subscript H [for instance, \(\partial_i \tau_{H0} n_i, \ \partial_j u_{kH0} n_k(\delta_{ij} - n_i n_j), \ \partial_j \tau_{H0}(\delta_{ij} - n_i n_j)\) in Eq. (2.22)] represent their value on the boundary, unless otherwise stated. Hereafter, the comments on this notation will not be repeated.
2.4.1 The first order

By the substitution of Eq. (2.12), the boundary condition (2.20b) \((m = 1)\) is reduced to

\[
\phi_{K1} = -2\overline{K}[(\delta_{ij} - n_in_j)\zeta_j](u_{iH1} - u_{i\tau1}) - \overline{K}||\zeta||^2(\tau_{H1} - \tau_{\tau1}) + K[\phi_{K1}]
- 2\overline{K}[\zeta_n]u_{iH1}n_i + \overline{K}[\zeta_nA]\partial_j\tau_{H0}n_j + \overline{K}[(\delta_{ij} - n_in_j)\zeta_jA]\partial_j\tau_{H0}
+ \frac{1}{2}\overline{K}[\zeta_i\zeta_jB]\partial_iu_{jH0}, \quad \zeta_n > 0, \eta = 0,
\]

where we have used that \(K[1] = 1\). The right-hand side can be reduced by the following three steps:

1. Because the body surface is not permeable, \((u_{iH1} + u_{iK1})n_i = 0\) at \(\eta = 0\), but \(u_{iK1}n_i \equiv 0\) is deduced by the integration of Eq. (2.20a) with the condition (2.20c) for \(m = 1\) (the mass conservation). Thus, \(u_{iH1}n_i = 0\) at \(\eta = 0\), and the fourth term vanishes.

2. By the axial symmetry of \(K\) and \(L\) in Sec. 2.11, the last term can be split as

\[
\frac{1}{2}\overline{K}[\zeta_i\zeta_jB]\partial_iu_{jH0} = (\delta_{ik} - n_in_k)\zeta_k\overline{K}^1[\zeta_nB]\partial_iu_{jH0}n_j + \frac{1}{2}\overline{K}[\zeta_i^2B]\partial_iu_{jH0}n_in_j
+ \frac{1}{2}(\delta_{ik} - n_in_k)(\delta_{jl} - n_jn_l)\zeta_k\zeta_l\overline{K}^2[B] + (\delta_{ij} - n_in_j)\overline{K}^3[B]\partial_iu_{jH0}.
\]

3. Because it is a solid body surface, the boundary moves under the constraint of rigid motion. Therefore, from Eq. (2.19) and the first equation of (2.11), we have

\[
\partial_iu_{jH0}(\delta_{ik} - n_in_k)(\delta_{jl} - n_jn_l) = 0, \quad \partial_iu_{jH0}n_in_j = 0,
\]

on the boundary \((\eta = 0)\), and thus only the first term in the above split survives, namely

\[
\frac{1}{2}\overline{K}[\zeta_i\zeta_jB]\partial_iu_{jH0} = (\delta_{ik} - n_in_k)\zeta_k\overline{K}^1[\zeta_nB]\partial_iu_{jH0}n_j.
\]

Therefore, the boundary condition (2.20b) \((m = 1)\) is finally reduced to

\[
\phi_{K1} = K[\phi_{K1}] - 2\zeta\overline{K}^1[1](u_{iH1} - u_{i\tau1})(\delta_{ij} - n_in_j) - \overline{K}||\zeta||^2(\tau_{H1} - \tau_{\tau1})
+ \overline{K}[\zeta_nA]\partial_i\tau_{H0}n_i + \zeta_i\overline{K}^1[A]\partial_j\tau_{H0}(\delta_{ij} - n_in_j)
+ \zeta_i\overline{K}^1[\zeta_nB]\partial_ju_{k\tau0}n_k(\delta_{ij} - n_in_j), \quad \zeta_n > 0, \eta = 0,
\]

(2.21)

and thus \(\phi_{K1}\) is expressed in terms of three fundamental solutions as

\[
\phi_{K1} = \phi_1(0)(\eta, \zeta_n, |\zeta|)\partial_i\tau_{H0}n_i + \zeta_i\phi_1(1)(\eta, \zeta_n, |\zeta|)\partial_ju_{k\tau0}n_k(\delta_{ij} - n_in_j)
+ \zeta_i\phi_2(1)(\eta, \zeta_n, |\zeta|)\partial_j\tau_{H0}(\delta_{ij} - n_in_j).
\]

(2.22)
Here $\phi_1^{(0)}$, $\phi_1^{(1)}$, and $\phi_2^{(1)}$ are, respectively, the solutions of the following boundary-value problems:

\[
\begin{align*}
\zeta_n \partial_{\eta} \phi_1^{(0)} &= \mathcal{L}[\phi_1^{(0)}], \quad (2.23a) \\
\phi_1^{(0)} &= \mathcal{K}[\phi_1^{(0)}] - \tilde{\mathcal{K}}[|\zeta|^2] c_1^{(0)} + \tilde{\mathcal{K}}[\zeta_n A], \quad \zeta_n > 0, \quad \eta = 0, \\
\phi_1^{(0)} &\rightarrow 0 \quad \text{as} \quad \eta \rightarrow \infty. 
\end{align*}
\]

\[
\begin{align*}
\zeta_n \partial_{\eta} \phi_1^{(1)} &= \mathcal{L}_1[\phi_1^{(1)}], \quad (2.24a) \\
\phi_1^{(1)} &= \mathcal{K}_1[\phi_1^{(1)}] - 2\mathcal{K}_1[1]b_1^{(1)} + \mathcal{K}_1[A], \quad \zeta_n > 0, \quad \eta = 0, \\
\phi_1^{(1)} &\rightarrow 0 \quad \text{as} \quad \eta \rightarrow \infty. 
\end{align*}
\]

\[
\begin{align*}
\zeta_n \partial_{\eta} \phi_2^{(0)} &= \mathcal{L}_2[\phi_2^{(0)}], \quad (2.25a) \\
\phi_2^{(0)} &= \mathcal{K}_2[\phi_2^{(0)}] - 2\mathcal{K}_2[1]b_2^{(0)} + \mathcal{K}_2[A], \quad \zeta_n > 0, \quad \eta = 0, \\
\phi_2^{(0)} &\rightarrow 0 \quad \text{as} \quad \eta \rightarrow \infty. 
\end{align*}
\]

It is known \cite{18,19,20,11} that for each of the problems \(2.23\)–\(2.25\) there is a unique solution, and the constants $c_1^{(0)}$, $b_1^{(1)}$, and $b_2^{(1)}$ are determined together with the solutions $\phi_1^{(0)}$, $\phi_1^{(1)}$, and $\phi_2^{(1)}$, respectively.

By the comparison of Eq. \((2.21)\) with Eqs. \((2.23b)\), \((2.24b)\), and \((2.25b)\), the boundary condition for the flow velocity and temperature at $O(\varepsilon)$ are obtained as

\[
\begin{align*}
u_{iH1} n_i &= 0, \quad (\nu_{iH1} - \nu_{iw1}) t_i = b_2^{(1)} \partial_i \tau_{H0} t_i + b_1^{(1)} \overline{\partial_i u_{jH0} n_i t_j}, \quad (2.26) \\
\tau_{H1} - \tau_{w1} &= c_1^{(0)} \partial_i \tau_{H0} n_i, \quad (2.27)
\end{align*}
\]

while the Knudsen-layer correction at $O(\varepsilon)$ are obtained from Eq. \((2.22)\) as

\[
\begin{align*}
\omega_{K1} &= \Omega_1^{(0)}(\eta) \partial_i \tau_{H0} n_i, \quad \tau_{K1} = \Theta_1^{(0)}(\eta) \partial_i \tau_{H0} n_i, \quad (2.28) \\
u_{iK1} n_i &= 0, \quad u_{iK1} t_i = Y_1^{(1)}(\eta) \overline{\partial_i u_{jH0} n_i t_j} + Y_2^{(1)}(\eta) \partial_i \tau_{H0} t_i, \quad (2.29)
\end{align*}
\]

where $t$ is an arbitrary tangential unit vector to the boundary and

\[
\begin{align*}
\Omega_j^{(i)}(\eta) &= \langle \phi_j^{(i)} \rangle, \quad \Theta_j^{(i)}(\eta) = \frac{2}{3} \langle (|\zeta|^2 - \frac{3}{2}) \phi_j^{(i)} \rangle, \quad Y_j^{(i)}(\eta) = \frac{1}{2} \langle (|\zeta|^2 - \zeta_n^2) \phi_j^{(i)} \rangle.
\end{align*}
\]
As to the Knudsen-layer corrections to the stress tensor and heat-flow vector, see Sec. 2.13. There are many reductions for these quantities, because the following relations (the conservation laws) hold:

\[
\begin{align*}
\langle \zeta_n \phi_1^{(0)} \rangle &= 0, \quad \langle \zeta_n^2 \phi_1^{(0)} \rangle = 0, \quad \langle \zeta_n (|\zeta|^2 - \frac{5}{2}) \phi_1^{(0)} \rangle = 0, \\
\langle \zeta_n (|\zeta|^2 - \zeta_n^2) \phi_1^{(1)} \rangle &= 0, \quad \langle \zeta_n (|\zeta|^2 - \zeta_n^2) \phi_2^{(1)} \rangle = 0.
\end{align*}
\] (2.30a)

\[
\begin{align*}
\langle \zeta_n (|\zeta|^2 - \zeta_n^2) \phi_2^{(1)} \rangle &= 0, \quad \langle \zeta_n (|\zeta|^2 - \zeta_n^2) \phi_2^{(1)} \rangle = 0.
\end{align*}
\] (2.30b)

The fundamental solutions \( \phi_1^{(0)} \), \( \phi_1^{(1)} \), and \( \phi_2^{(1)} \) are respectively called the solution of the temperature-jump, shear-slip (or viscous-slip), and thermal-slip (or thermal creep) problems in the literature. The above analysis shows that up to \( O(\varepsilon) \) the Knudsen-layer correction and the slip and jump conditions are the same as those in the steady case, as discussed in Refs. [11] and [12]. However, this is not the case for higher orders, which will be clarified in Sec. 2.4.2.

### 2.4.2 The second order

We now consider the second order. The analysis requires long manipulations, and we show below only its outline. Key formulas used in the manipulations are summarized in Sec. 2.14.

We first substitute Eq. (2.22) into the definition of \( I_{K2} \) and rewrite it as

\[
I_{K2} = \zeta D_i [\phi_{K1}] = \zeta D_i \left[ \phi_1^{(0)} \partial_j \tau_{H0} n_j \right] + \zeta D_i \left[ (\delta_{jk} - n_j n_k) \zeta_j \phi_2^{(1)} \partial_k \tau_{H0} \right] + \zeta D_i \left[ (\delta_{jk} - n_j n_k) \zeta_j \phi_1^{(1)} \partial_k u_{H0} n_j \right].
\]

With the aid of the formulas in Sec. 2.12, the above is eventually reduced to

\[
I_{K2} = \frac{1}{2} (|\zeta|^2 - \zeta_n^2) \phi_2^{(1)} \partial_j \tau_{H0} (\delta_{ij} - n_i n_j) - \frac{1}{4} (|\zeta|^2 - \zeta_n^2) \phi_1^{(1)} \partial_i \partial_j u_{H0} n_i n_j n_k
\]

\[
+ (|\zeta|^2 - \zeta_n^2) \zeta_n \phi_1^{(0)} - \phi_2^{(1)} \zeta \partial_i \tau_{H0} n_i + \zeta \phi_2^{(0)} \partial_j \tau_{H0} n_k (\delta_{ij} - n_i n_j)
\]

\[
+ \frac{1}{2} \zeta \partial_n \left( (|\zeta|^2 - \zeta_n^2) \phi_1^{(1)} \right) \kappa_{ij} \partial_j u_{H0} n_k
\]

\[
+ \zeta \left( \frac{1}{2} \partial_n \left( (|\zeta|^2 - \zeta_n^2) \phi_2^{(1)} \right) + \phi_1^{(0)} \right) \kappa_{ij} \partial_j \tau_{H0}
\]

\[
+ \frac{1}{2} \zeta \phi_2^{(1)} \partial_n \phi_1^{(1)} \zeta \partial_j \tau_{H0} n_k (\delta_{ij} - n_i n_j)
\]

\[
+ \frac{1}{2} \zeta \phi_2^{(1)} \partial_n \phi_2^{(1)} \zeta \partial_j \tau_{H0} (\delta_{ij} - n_i n_j)
\]

\[
+ \left( \zeta \zeta_j - \frac{1}{2} (|\zeta|^2 - \zeta_n^2) \delta_{ij} \right) \left( \partial_n \phi_1^{(0)} - \phi_2^{(1)} \right) \kappa_{ij} \partial_j \tau_{H0} n_k
\]

\[
+ \left[ \phi_2^{(1)} \partial_k \partial_i \tau_{H0} + \phi_1^{(1)} \partial_k \partial_j u_{H0} n_j \right] (\delta_{ik} - n_i n_k) (\delta_{jl} - n_j n_l)
\]

\]
\[
\phi_{K2} = -2\zeta K_1[1](u_{jH2} - u_{jw2})(\delta_{ij} - n_i n_j) - \tilde{K}[|\zeta|^2](\tau_{H2} - \tau_{w2}) + K[\phi_{K2}]
\]
\[
- 2\tilde{K}[\zeta n]u_{H2} n_i + \tilde{K}[\zeta_n A]\partial \tau_{H1} n_i - \frac{1}{3}\tilde{K}[|\zeta|^2 - 3\zeta_n^2]B]\partial u_{H1} n_i
\]
\[
- \frac{1}{4}\tilde{K}[|\zeta|^2 - 3\zeta_n^2]\mu_{H2} n_i - \tilde{K}[\frac{1}{3}|\zeta|^2 - 3\zeta_n^2]F - F_d \Delta \tau_{H0}
\]
\[
+ \zeta \tilde{K}_1[\zeta_n B]\partial_j u_{H1} n_k(\delta_{ij} - n_i n_j) + \zeta \tilde{K}_1[A]\partial_j \tau_{H1}(\delta_{ij} - n_i n_j)
\]
\[
- \zeta \tilde{K}_1[D_1 + \zeta_n^2 D_2]\partial_j \partial_k u_{H0} n_k(\delta_{jk} - n_i n_k) n_j n_l
\]
\[
+ 2\zeta \tilde{K}_1[\zeta N F]\partial_j \partial_k \tau_{H0} n_k(\delta_{ij} - n_i n_j)
\]
\[
- \zeta \tilde{K}_1[D_1 + \frac{1}{2}(|\zeta|^2 - 3\zeta_n^2)D_2]\kappa_{ij}\partial_j u_{H0} n_k
\]
\[
- \zeta \tilde{K}_1[2D_1 + \frac{1}{2}(|\zeta|^2 - 3\zeta_n^2)D_2]\pi \partial_j u_{H0} n_k(\delta_{ij} - n_i n_j)
\]
\[
+ \left(\zeta \zeta_j - \frac{1}{2}(|\zeta|^2 - \zeta_n^2)\delta_{ij}\right)(\delta_{ik} - n_i n_k)(\delta_{jl} - n_j n_l)
\]
\[
\times \left(\tilde{K}_2[b_1(1)B + F]\partial_k \partial_j \tau_{H0} - \frac{1}{2}\tilde{K}_2[\zeta_n D_2]\partial_j \partial_k u_{H0} n_q
\right)
\]
\[
- b_2(1)\left(\zeta \zeta_j - \frac{1}{2}(|\zeta|^2 - \zeta_n^2)\delta_{ij}\right)\tilde{K}_2[B]\kappa_{ij}\partial_k \tau_{H0} n_k
\]
\[
- \left(\zeta \zeta_j \zeta_k - \frac{1}{4}(\zeta \delta_{jk} + \zeta \delta_{kj} + \zeta \delta_{ij})(|\zeta|^2 - \zeta_n^2)\right)
\]
\[
\times \tilde{K}_3[D_2]\kappa_{ij}\partial_k u_{H0} n_l(\delta_{kp} - n_k n_p).
\]

where \(\kappa_{ij}\) and \(\pi\) are the curvature matrix and mean curvature of the boundary (see Sec. 2.12).

We next substitute Eq. (2.15) into Eq. (2.20b) for \(m = 2\) to reduce the boundary condition at \(\eta = 0\). To this end, we use the axial symmetry of \(K\) and \(L\) (see Sec. 2.11) and the formulas in Sec. 2.14. After a long manipulation, the boundary condition at \(\eta = 0\) \((\zeta_n > 0)\) is reduced to

\[
\phi_{K2} = - 2\zeta K_1[1](u_{jH2} - u_{jw2})(\delta_{ij} - n_i n_j) - \tilde{K}[|\zeta|^2](\tau_{H2} - \tau_{w2}) + K[\phi_{K2}]
\]

It should be noted that, with the aid of Eq. (2.31), \(u_{H2} n_i\) on the boundary \((\eta = 0)\) is obtained by the integration of (Eq. (2.20a)) from \(\eta = 0\) to \(\infty\) under the condition (2.20c)
for $m = 2$ (the mass conservation) as

$$u_{iH2n_i} = \int_0^\infty Y_2^{(1)}(z)dz\left(2\kappa\partial_i\tau_{H0}n_i - \partial_i\partial_j\tau_{H0}(\delta_{ij} - n_in_j)\right)$$

$$+ \frac{1}{2}\int_0^\infty Y_1^{(1)}(z)dz\partial_i\partial_ju_{KH0}n_in_jn_k.$$

By substituting the above into Eq. (2.32) and rearranging the terms, it is seen, together with the form of Eq. (2.31), that we can express the second-order Knudsen-layer correction as

$$\phi_{K2} = \phi_1^{(0)}\partial_i\tau_{H1}n_i + \phi_2^{(0)}\partial_j\tau_{H0}(\delta_{ij} - n_in_j) + \phi_3^{(0)}\partial_j\partial_ku_{KH0}n_in_jn_k$$

$$+ \phi_4^{(0)}\kappa\partial_i\tau_{H0}n_i + \phi_5^{(0)}\partial_iu_{H1} + \phi_6^{(0)}\Delta\tau_{H0}$$

$$+ \zeta(\delta_{ij} - n_in_j)(\phi_1^{(1)}\partial_ju_{KH0}n_k + \phi_2^{(1)}\partial_j\tau_{H1} + \phi_3^{(1)}\partial_j\partial_k\tau_{H0}n_k$$

$$+ \phi_4^{(1)}\partial_j\partial_ku_{KH0}n_k + \phi_5^{(1)}\kappa\partial_ju_{KH0}n_k + \phi_6^{(1)}\kappa\partial_j\tau_{H0})$$

$$+ \zeta\kappa_{ij}(\phi_6^{(1)}\partial_ju_{KH0}n_k + \phi_7^{(1)}\partial_j\tau_{H0})$$

$$+ (\zeta\zeta_{ij} - \frac{1}{2}(|\zeta|^2 - \zeta_{ii})\phi_1^{(2)}\kappa_{ij}\partial_k\tau_{H0}n_k$$

$$+ (\zeta\zeta_{ij} - \frac{1}{2}(|\zeta|^2 - \zeta_{ii}^2)\delta_{ij})(\delta_{jl} - n_jn_l)(\delta_{ik} - n_in_k)$$

$$\times (\phi_2^{(2)}\partial_k\partial_l\tau_{H0} + \phi_3^{(2)}\partial_k\partial_lu_{H0}n_p + \phi_4^{(2)}\partial_k\partial_lu_{H0}n_p)$$

$$+ (\zeta\zeta_{ij}\zeta_{jk} - \frac{1}{4}(\zeta_{ij}\zeta_{jk} + \zeta_{jk}\zeta_{ij} + \zeta_{ij}\zeta_{ki} + \zeta_{ik}\zeta_{ij})(|\zeta|^2 - \zeta_{ii}^2))$$

$$\times \kappa_{ij}(\delta_{kl} - n_kn_l)(\phi_4^{(3)}\partial_l\tau_{H0} + \phi_5^{(3)}\partial_lu_{H0}n_p),$$

(2.33)

where $\phi_j^{(i)}$ ($i = 0, 1, 2, 3; j = 1, 2, \ldots$) on the right-hand side are fundamental solutions that depend only on $\eta$, $\zeta$, and $|\zeta|$ (see Sec. 2.15). In view of their boundary-value problems in Sec. 2.15, the second-order slip and jump conditions are obtained as

$$\tau_{H2} = \tau_{w2} + c_4^{(0)}\partial_i\tau_{H1}n_i + c_4^{(0)}\partial_j\tau_{H0}(\delta_{ij} - n_in_j) + c_3^{(0)}\partial_j\partial_ku_{KH0}n_in_jn_k$$

$$+ c_4^{(0)}\kappa\partial_i\tau_{H0}n_i + c_5^{(0)}\partial_iu_{H1} + c_6^{(0)}\Delta\tau_{H0},$$

(2.34)

$$u_{iH2n_i} = \int_0^\infty Y_2^{(1)}(z)dz\left(2\kappa\partial_i\tau_{H0}n_i - \partial_i\partial_j\tau_{H0}(\delta_{ij} - n_in_j)\right)$$

$$+ \frac{1}{2}\int_0^\infty Y_1^{(1)}(z)dz\partial_i\partial_ju_{KH0}n_in_jn_k,$$

(2.35)

$$u_{iH2t_i} = u_{iH2t_i} + b_1^{(1)}\partial_iu_{jH1}n_it_j + b_2^{(1)}\partial_i\tau_{H1}t_i + b_3^{(1)}\partial_j\tau_{H0}n_it_j$$

$$+ b_4^{(1)}\partial_j\partial_ku_{KH0}n_in_jn_k + b_5^{(1)}\kappa\partial_ju_{KH0}n_it_j$$

$$+ b_6^{(1)}\kappa_{ij}\partial_ju_{KH0}n_kt_i + b_7^{(1)}\kappa_{ij}\partial_i\tau_{H0}t_j + b_8^{(1)}\kappa\partial_i\tau_{H0}t_i,$$

(2.36)
while the Knudsen-layer corrections are obtained as

\[ \omega_{K2} = \Omega_1^{(0)}(\eta) \partial_t \tau_{H1} n_i + \Omega_2^{(0)}(\eta) \partial_i \partial_j \tau_{H0}(\delta_{ij} - n_in_j) + \Omega_3^{(0)}(\eta) \partial_i \overline{\partial_j u_{kH0} n_in_j n_k} \\
+ \Omega_4^{(0)}(\eta) \overline{\partial_i \tau_{H0} n_i} + \Omega_5^{(0)}(\eta) \partial_i u_{iH1} + \Omega_6^{(0)}(\eta) \Delta \tau_{H0}, \tag{2.37} \]

\[ \tau_{K2} = \Theta_1^{(0)}(\eta) \partial_t \tau_{H1} n_i + \Theta_2^{(0)}(\eta) \partial_i \partial_j \tau_{H0}(\delta_{ij} - n_in_j) + \Theta_3^{(0)}(\eta) \partial_i \overline{\partial_j u_{kH0} n_in_j n_k} \\
+ \Theta_4^{(0)}(\eta) \overline{\partial_i \tau_{H0} n_i} + \Theta_5^{(0)}(\eta) \partial_i u_{iH1} + \Theta_6^{(0)}(\eta) \Delta \tau_{H0}, \tag{2.38} \]

\[ u_{iK2} n_i = - \int_{\eta}^\infty Y_2^{(1)}(z) dz \left( 2 \pi \overline{\partial_i \tau_{H0} n_i} - \partial_i \partial_j \tau_{H0}(\delta_{ij} - n_in_j) \right) \\
- \frac{1}{2} \int_{\eta}^\infty Y_1^{(1)}(z) dz \partial_i \overline{\partial_j u_{kH0} n_in_j n_k}, \tag{2.39} \]

\[ u_{iK2} t_i = Y_1^{(1)}(\eta) \partial_i u_{jH1} n_i t_j + Y_2^{(1)}(\eta) \partial_t \tau_{H1} t_i + Y_3^{(1)}(\eta) \partial_i \partial_j \tau_{H0} n_i t_j \\
+ Y_4^{(1)}(\eta) \partial_i \overline{\partial_j u_{kH0} n_i n_j t_k} + Y_5^{(1)}(\eta) \overline{\partial_i u_{H0} n_i} t_j \\
+ Y_6^{(1)}(\eta) \kappa_{ij} \partial_j u_{kH0} n_i t_i + Y_7^{(1)}(\eta) \kappa_{ij} \partial_i \tau_{H0} t_j + Y_8^{(1)}(\eta) \kappa \partial_t \tau_{H0} t_i. \tag{2.40} \]

Here some reductions have been made in deriving the expressions for \( u_{iK2} n_i \) by using the mass conservation law [see Eq. (2.30) and Sec. 2.15]. This completes the analysis of the Knudsen-layer correction and the slip and jump conditions for the set of fluid-dynamic-type equations, up to \( O(\epsilon^2) \).

### 2.5 Summary of the asymptotic analysis

In summary, in Secs. 2.3 and 2.4, we have derived a set of fluid-dynamic-type equations and its appropriate boundary conditions that describe the overall behavior of the gas up to \( O(\epsilon^2) \). We repeat the main results below because of their importance.

#### Leading order

\[ \partial_t P_{H0} = 0, \tag{2.41} \]

\[ \partial_i u_{iH0} = 0, \tag{2.42a} \]

\[ \partial_t u_{iH0} + \frac{1}{2} \partial_i P_{H1} - \frac{1}{2} \gamma_1 \Delta u_{iH0} = 0, \tag{2.42b} \]

\[ \partial_t \tau_{H0} - \frac{2}{5} \partial_i P_{H0} - \frac{1}{2} \gamma_2 \Delta \tau_{H0} = 0. \tag{2.42c} \]
\textbf{First order}

\[ \partial_t \omega_{H_0} + \partial_i u_{H_1} = 0, \]  
\[ \partial_t u_{H_1} + \frac{1}{2} \partial_i P_{H_2}^* - \frac{1}{2} \gamma_1 \Delta u_{H_1} = 0, \]  
\[ \partial_t \tau_{H_1} - \frac{2}{5} \partial_i P_{H_1} - \frac{1}{2} \gamma_2 \Delta \tau_{H_1} = 0, \]

where

\[ P_{H_2}^* = P_{H_2} - \frac{1}{6} (\gamma_2 \gamma_1 - 4 \gamma_3) \Delta \tau_{H_0}. \]

\textbf{Second order}

\[ \partial_t \omega_{H_1} + \partial_i u_{H_2} = 0, \]  
\[ \partial_t u_{H_2} + \frac{1}{2} \partial_i P_{H_3}^* - \frac{1}{2} \gamma_1 \Delta u_{H_2} + \frac{1}{4} (\gamma_1 \gamma_{10} - 2 \gamma_6) \Delta^2 u_{H_0} = 0, \]  
\[ \partial_t \tau_{H_2} - \frac{2}{5} \partial_i P_{H_2} - \frac{1}{2} \gamma_2 \Delta \tau_{H_2} + \frac{1}{10} (\gamma_2 \gamma_3 - \frac{13}{2} \gamma_{11}) \Delta^2 \tau_{H_0} = 0, \]

where

\[ P_{H_3}^* = P_{H_3} - \frac{1}{6} (\gamma_2 \gamma_1 - 4 \gamma_3) \Delta \tau_{H_1} + \frac{1}{5} \gamma_1 \partial_i P_{H_1}. \]
Table 2.1: Correspondence of the notation to Refs. [11] and [12].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_1^{(0)} ), ( \Omega_1^{(0)} ), ( \Theta_1^{(0)} )</td>
<td>((d_1, \Omega_1, \Theta_1))</td>
<td>( b_3^{(1)} ), ( Y_3^{(1)} )</td>
<td>( d_1(K_1, \frac{3}{2}Y_1) - (a_4, Y_{a4}) )</td>
</tr>
<tr>
<td>( c_2^{(0)} ), ( \Omega_2^{(0)} ), ( \Theta_2^{(0)} )</td>
<td>(-d_3, \Omega_3, \Theta_3)</td>
<td>( b_4^{(1)} ), ( Y_4^{(1)} )</td>
<td>(-a_1, Y_{a1})</td>
</tr>
<tr>
<td>( c_3^{(0)} ), ( \Omega_3^{(0)} ), ( \Theta_3^{(0)} )</td>
<td>((d_4, \Omega_4, \Theta_4))</td>
<td>( b_5^{(1)} ), ( Y_5^{(1)} )</td>
<td>(-a_2, Y_{a2})</td>
</tr>
<tr>
<td>( c_4^{(0)} ), ( \Omega_4^{(0)} ), ( \Theta_4^{(0)} )</td>
<td>((d_5, \Omega_5, \Theta_5))</td>
<td>( b_6^{(1)} ), ( Y_6^{(1)} )</td>
<td>(-a_3, Y_{a3})</td>
</tr>
<tr>
<td>( b_1^{(1)} ), ( Y_1^{(1)} ), ( H_1^{(1)} )</td>
<td>(-k_0, -Y_0, H_A)</td>
<td>( b_7^{(1)} ), ( Y_7^{(1)} )</td>
<td>(d_1(K_1, \frac{3}{2}Y_1) - (a_6, Y_{a6}))</td>
</tr>
<tr>
<td>( b_2^{(1)} ), ( Y_2^{(1)} ), ( H_2^{(1)} )</td>
<td>(-K_1, -\frac{3}{2}Y_1, H_B)</td>
<td>( b_8^{(1)} ), ( Y_8^{(1)} )</td>
<td>(-a_5, Y_{a5})</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
\tau_{H2} &= \tau_{w2} + c_1^{(0)} \partial_i \tau_{H0} n_i - c_2^{(0)} \partial_i \partial_j \tau_{H0} n_i n_j + c_3^{(0)} \partial_i \partial_j \partial_k u_{kH0} n_i n_j n_k \\
&+ c_4^{(0)} \kappa \partial_i \tau_{H0} n_i + (c_6^{(0)} + c_7^{(0)}) \Delta \tau_{H0} + c_5^{(0)} \partial_i u_{iH1}.
\end{align*}
\]

It should be noted that the above system is closed because it is supplemented by the equation of state:

\[
P_{Hm} = \omega_{Hm} + \tau_{Hm} \ (m = 0, 1, 2, \ldots).
\] (2.48)

In Sec. 2.3, we also obtained the expressions of the stress tensor \( P_{ijHm} \) and heat-flow vector \( Q_{ihm} \) for \( m \leq 3 \) and the velocity distribution function \( \phi_{Hm} \) for \( m \leq 2 \) of the Hilbert solution. Moreover, in Sec. 2.4, we obtained the expressions of the Knudsen-layer corrections not only to the density \( \omega_{Km} \), flow velocity \( u_{Km} \), and temperature \( T_{Km} \) but also to the stress tensor \( P_{ijKm} \), heat-flow vector \( Q_{ikm} \) (see Sec. 2.13), and velocity distribution function \( \phi_{Km} \) for \( m \leq 2 \). Their specific forms are not repeated here.

In Table 2.1, we show the correspondence of our notation to that in Refs. [11] and [12], from which the data of slip and jump coefficients and the table of Knudsen-layer functions for the BGK model (also a partial data for a hard-sphere gas) are available. Note that the functions corresponding to \( H_j^{(1)} \) (\( j = 3, 4, \ldots, 8 \)) and \( S_j^{(2)} \) (\( j = 1, 2, 3, 4 \)) listed in Sec. 2.13, as well as the data of \( c_6^{(0)}, \Omega_6^{(0)}, \) and \( \Theta_6^{(0)} \), are not found in Refs. [11] and [12] (see Sec. 2.6.1). In the case of the diffuse reflection condition, \( (c_5^{(0)}, \Omega_5^{(0)}, \Theta_5^{(0)}) \) is equivalent to \((4/3)(d_6, \Omega_6, \Theta_6)\) in Refs. [11] and [12] for the complete condensation condition.

The constants \( \gamma_1 \sim \gamma_{11} \) are all unity in the case of the BGK model, while their values for a hard-sphere gas are shown in Sec. 2.10. The values of \( b_1^{(1)} \sim b_8^{(1)} \), \( c_1^{(0)} \sim c_6^{(0)} \), \( \int_0^\infty Y_1^{(1)}(z)dz \), and \( \int_0^\infty Y_2^{(1)}(z)dz \) for a hard-sphere gas will be provided in Table 2.3 in Sec. 2.7.
2.6 Discussions

2.6.1 New features

In the fluid-dynamic-type equations, the effect of compressibility manifests itself in the continuity [Eqs. (2.44a) and (2.46a)] and energy [Eqs. (2.42c), (2.44c), and (2.46c)] equations as in the case of the steady weakly nonlinear theory. This resemblance has already been discussed by Sone [12]. In the momentum equation (2.44b) at the first order, the structure of the equation is unchanged from that of the leading order, thanks to using the modified pressure. However, in the momentum and energy equations, (2.46b) and (2.46c), at the second order, new terms appear as the effect of unsteadiness, namely the double Laplacian terms of flow velocity and temperature.

In the Knudsen-layer corrections and the slip and jump conditions, the difference from the steady case appears at the second order as the terms of $\partial_k u_k H_1$ and $\Delta \tau_0 H_0$ in the density, temperature ($\omega_{K2}$, $\tau_{K2}$, and $\tau_{H2}$), and diagonal components of the stress tensor $P_{ijK2} t_i t_j$ (Sec. 2.13). As to the flow velocity, there is no change from the steady case, provided that $\partial_i \partial_j \tau_0 n_i n_j$ in the steady theory is reinterpreted as $\partial_i \partial_j \tau_0 n_i n_j - \Delta \tau_0$. The form of the heat-flow vector also remains unchanged by the same reinterpretation. It should be noted that when the physical system reaches the steady state, both $\partial_k u_k H_1$ and $\Delta \tau_0 H_0$ vanish, and we recover the results of the existing theory for the steady case [11,12].

The appearance of $\partial_k u_k H_1$ term is a new feature of time-dependent case. However, under the diffuse reflection boundary condition, the corresponding Knudsen-layer problem for $\phi_0^{(0)}$ is equivalent to the steady weak evaporation/condensation problem in a half space under the complete condensation boundary condition. In this sense, the jump coefficient and Knudsen-layer correction related to $\phi_0^{(0)}$ are classical. On the other hand, the appearance of $\Delta \tau_0 H_0$ term has an impact that the related Knudsen-layer problem for $\phi_0^{(0)}$ has not occurred in the theory for steady flows. It is this problem that causes the second-order temperature jump associated with the parabolic temperature profile in Refs. [13] and [14].

2.6.2 Comments on the initial data

We have discussed a time evolution from the reference equilibrium state by a slow change of the boundary data. This condition can be relaxed to a time evolution from a solution of
the steady linearized Boltzmann equation for non-zero boundary data.

On the other hand, if we consider a time evolution from the reference state by a sudden change of the boundary data (followed by a slow change), the situation becomes a little more complicated. In the case, the system experiences more rapid change than the present time scale, and we have to consider first the initial-layer problem and then the acoustic scale of change. The time evolution in the scale of the present paper comes after these two initial stages. To be more specific, for $0 < t \lesssim \varepsilon^2$, the gas remains the initial reference equilibrium state except for the thin layer adjacent to the boundary. In this layer, the state of the gas evolves to form the Knudsen layer and pulsive disturbance. The dynamics in this first stage is purely kinetic. Then, in the next stage, i.e., $\varepsilon^2 \lesssim t \lesssim \varepsilon$, the clear separation into the Knudsen layer, fluid-dynamic boundary layer with the thickness of $\sqrt{\varepsilon}$, and propagating pulse occurs. The dynamics of this second stage is acoustic as a whole, and the pulse travels through the domain without perturbing the initial uniform state after its passage. In this way, the initial state for the evolution after $t \sim \varepsilon$ is prepared. Then, for $t \gtrsim \varepsilon$, the system obeys the set of equations summarized in Sec. 2.5. This last stage may be considered as the process that the fluid-dynamic boundary layer which has emerged in the second stage ($\varepsilon^2 \lesssim t \lesssim \varepsilon$) extends over the entire domain.

2.6.3 How is the gas behavior determined?

In this small section, we discuss the solution process of the system summarized in Sec. 2.5. The case of open domain and that of closed domain will be treated separately. For simplicity, we do not consider the fluid–body coupled problem. Hence the boundary data are given and are not expanded in the power series of $\varepsilon$.

2.6.3.1 Open domain

In this case, the pressure in a far field is given. Let us denote $P(t, x)$ in the far field by $P_0(t) + \varepsilon P_1(t, x)$. Because of Eq. (2.41), $P_{H0}(t, x) = P_0(t)$. Thus, the term $\partial_t P_{H0}$ is known, and the energy equation (2.42c) is solved for $\tau_{H0}$ under the non-jump condition (2.43b) with the given initial data. Next, $u_{H0}$ and $P_{H1}$ are determined from the continuity and momentum equations (2.42a) and (2.42b) under the non-slip condition (2.43a) with the given initial data [note that $P_{H1}$ is a harmonic function, which is seen from the divergence of Eq. (2.42b) by
taking account of Eq. (2.42a)]. In this way, the gas behavior at the leading order has been determined, together with the pressure at the first order.

The first order is treated in the same way. Because the pressure field \( P_{H1} \) has already been determined, the term \( \partial_t P_{H1} \) in Eq. (2.44c) is known. Thus, the energy equation (2.44c) is solved for \( \tau_{H1} \) under the jump condition (2.45c) with the given initial data. Since \( \omega_{H0} = P_{H0} - \tau_{H0} \), the term \( \partial_t \omega_{H0} \) in Eq. (2.44a) is now known. Thus \( u_{H1} \) and \( P_{H2}^* \) are determined from the continuity and momentum equations (2.44a) and (2.44b) with the slip and jump conditions (2.45a) and (2.45b) with the given initial data. The difference from the leading order case is the effect of compressibility, namely \( \partial_t \omega_{H0} \), in Eq. (2.44a) and the modified pressure \( P_{H2}^* \) in place of \( P_{H2} \) in Eq. (2.44b) (note that \( P_{H2}^* \) is a solution of the Poisson equation, not the Laplace equation, in contrast to \( P_{H1} \)). Since the difference between \( P_{H2} \) and \( P_{H2}^* \) is given [see Eq. (2.44d)], the first order quantities and the second order pressure \( P_{H2} \) have been determined.

Finally we proceed to the second order. Since both \( \tau_{H0} \) and \( P_{H2} \) are known, the energy equation (2.46c) is solved for \( \tau_{H2} \) under the jump condition (2.47c) with the given initial data. Since \( \omega_{H1} = P_{H1} - \tau_{H1} \) is known, \( u_{H2} \) and \( P_{H3}^* \) are determined from the continuity and momentum equations (2.46a) and (2.46b) with the slip and jump conditions (2.47a) and (2.47b) with the given initial data. Then, \( P_{H3} \) is determined from Eq. (2.46d). In this way, the second order quantities and the third order pressure \( P_{H3} \) are determined. This completes the solution procedure up to \( O(\varepsilon^2) \).

### 2.6.3.2 Closed domain

In this case, the total mass of the gas is given. We take the mean density as the reference \( \rho_0 \), hence \( \int_D \omega \, d\mathbf{x} = 0 \), where \( D \) is a domain of the gas. By taking account of the volume fraction of the Knudsen-layer, we can rewrite this as

\[
\int_D \omega_{H0} \, d\mathbf{x} + \varepsilon \int_D \omega_{H1} \, d\mathbf{x} + \varepsilon^2 \int_D (\omega_{H2} + \omega_{K1}) \, d\mathbf{x} + \cdots = 0. \tag{2.49}
\]

Thus, \( \int_D P_{H0} \, d\mathbf{x} = \int_D \tau_{H0} \, d\mathbf{x} \). Because of Eq. (2.41), \( P_{H0} \) is independent of \( \mathbf{x} \) and thus \( P_{H0}(t) = \int_D \tau_{H0} \, d\mathbf{x} / V_D \), where \( V_D \) is the volume of the domain \( D \). Then, the energy equation (2.42c) is rewritten as

\[
\partial_t \tau_{H0} - \frac{2}{5} \frac{1}{V_D} \frac{d}{dt} \int_D \tau_{H0} \, d\mathbf{x} - \frac{1}{2} \gamma_2 \Delta \tau_{H0} = 0,
\]
which is solved under the non-jump condition (2.43b) and the given initial data. Once
\( \tau_{H0} \) is determined, \( P_{H0} \) is determined by \( P_{H0}(t) = \int_D \tau_{H0} dx / V_D \). Next the continuity and
momentum equations (2.42a) and (2.42b) are solved to determine \( u_{iH0} \) and \( P_{H1} \) under the
non-slip condition (2.43a) with the given initial data. Here it should be noted that if we
split \( P_{H1} \) into two parts: \( P_{H1} = P_{H1}^t + \int_D P_{H1} dx / V_D \), only \( P_{H1}^t \) is determined and the other
part \( \int_D P_{H1} dx / V_D \) is left unknown. In this sense, in contrast to the open domain case, only
the leading order quantities are determined at this stage.

At the first order, because of Eq. (2.49), \( \int_D P_{H1} dx = \int_D \tau_{H1} dx \), and the energy equation
(2.44c) is reduced to
\[
\partial_t \tau_{H1} - \frac{2}{5} \frac{1}{V_D} d \int_D \tau_{H1} dx - \frac{1}{2} \gamma_2 \Delta \tau_{H1} = \frac{2}{5} \partial_t P_{H1}^t.
\]
Since the right-hand side is known, this equation is solved for \( \tau_{H1} \) under the jump condition
(2.45c) with the given initial data. Then \( P_{H1} \) is also determined by the relation \( P_{H1} = P_{H1}^t + \int_D \tau_{H1} dx / V_D \). Next, the continuity and momentum equations (2.44a) and (2.44b) are solved for \( u_{iH1} \) and \( P_{H2}^t \) under the
slip and jump conditions (2.45a) and (2.45b) with the given initial data. Here again, if we split \( P_{H2} \) into two parts: \( P_{H2} = P_{H2}^t + \int_D P_{H2} dx / V_D \) and introduce \( P_{H2}^{t+} = P_{H2}^t - (1/6)(\gamma_2 \gamma_1 - 4 \gamma_3) \Delta \tau_{H0} \), only \( P_{H2}^{t+} \) (and thus \( P_{H2}^t \)) is determined. In
this way, the first order quantities are determined at this stage, with the part \( \int_D P_{H2} dx / V_D \)
left unknown.

Finally let us proceed to the second order. Because of Eq. (2.49), \( \int_D P_{H2} dx = \int_D (\tau_{H2} - \omega_{K1}) dx \) and the energy equation (2.46c) is reduced to
\[
\partial_t \tau_{H2} - \frac{2}{5} \frac{1}{V_D} d \int_D \tau_{H2} dx - \frac{1}{2} \gamma_2 \Delta \tau_{H2} = \frac{2}{5} \partial_t \left( P_{H2}^t - \frac{1}{V_D} \int_D \omega_{K1} dx \right) - \frac{1}{10} (\gamma_2 \gamma_3 - \frac{13}{2} \gamma_1) \Delta^2 \tau_{H0}.
\]
Since the right-hand side is known, this equation is solved for \( \tau_{H2} \) under the jump condition
(2.47c) with the given initial data. Once \( \tau_{H2} \) is obtained, \( P_{H2} \) is determined by the relation
\( P_{H2} = P_{H2}^t + \int_D (\tau_{H2} - \omega_{K1}) dx / V_D \). Then, \( u_{iH2} \) and \( P_{H3}^t \) are determined by solving the
continuity and momentum equations (2.46a) and (2.46b) under the slip and jump conditions
(2.47a) and (2.47b) with the given initial data (here again, \( P_{H3}^t \) is determined only partially
at this stage). This ends the solution process up to \( O(\varepsilon^2) \).
2.7 Data of slip and jump coefficients: Application of a symmetric relation

As discussed in Ref. [21], by the use of the symmetry of the linearized kinetic equation, we can find cross relations among the slip and jump coefficients. Some relations among the first-order slip and jump problems, such as Eq. (2.50) that appears later, have been discussed by several authors (see, for instance, Refs. [23,24,21]). We refer to the pioneering works by Waldmann, Kuščer, and their collaborators in this direction of research, which mainly discuss the entropy production and related Onsager reciprocity relation for rarefied gas flows and are compiled in Ref. [23]. Here, we use a general direct approach (the symmetric relation) that has been developed recently in Ref. [21], in order to obtain all the data of the slip and jump coefficients up to the second order.

The concerned half-space problems are generically written as

\[ \zeta_n \partial_\eta \phi^\alpha = L(\phi^\alpha) + I^\alpha, \]
\[ \phi^\alpha = \tilde{K}[2\zeta_j(\delta_{ij} - n_i n_j)b_i^\alpha - |\zeta|^2 c^\alpha + g^\alpha] + K[\phi^\alpha], \quad \zeta_n > 0, \quad \eta = 0, \]
\[ \phi^\alpha \to 0 \quad \text{as} \quad \eta \to \infty, \]

where the superscript \( \alpha \) (and \( \beta \) below) is attached to distinguish the problems. Applying the symmetric relation in Ref. [21] to the pairs of solutions for this type of problems, we obtain

\[ \langle \zeta_n (2\zeta_j(\delta_{ij} - n_i n_j)b_i^\beta - |\zeta|^2 c^\beta)(\phi^\alpha - g^\alpha) \rangle_w + \langle \zeta_n g^\beta(\phi^\alpha - \frac{1}{2}g^\alpha) \rangle_w - \int_0^\infty \langle I^\beta - \phi^\alpha \rangle d\eta \]
\[ = \langle \zeta_n (2\zeta_j(\delta_{ij} - n_i n_j)b_i^\alpha - |\zeta|^2 c^\alpha)(\phi^\beta - g^\beta) \rangle_w + \langle \zeta_n g^\alpha(\phi^\beta - \frac{1}{2}g^\beta) \rangle_w - \int_0^\infty \langle I^\alpha - \phi^\beta \rangle d\eta, \]

where subscript \( w \) denotes the value at \( \eta = 0 \) and \( f^-(\cdot, \cdot, \zeta) = f(\cdot, \cdot, -\zeta) \). Applying this relation to problem pairs listed in Table 2.2, we obtain the following identities:

\[ b_2^{(1)} = \frac{1}{\gamma_1}(\frac{1}{2}\gamma_3 - \int_0^\infty H_1^{(1)} d\eta), \]
\[ c_5^{(0)} = \frac{8}{15\gamma_2}(\gamma_3 + \int_0^\infty \Pi_1^{(0)} d\eta), \]
\[ c_6^{(0)} = \frac{8}{15\gamma_2}(I_6(AF) + \frac{15}{4}I_4(AF_d)) - \int_0^\infty \Theta_1^{(0)} d\eta, \]
\[ b_4^{(1)} = -\frac{\gamma_6}{\gamma_1} - \int_0^\infty Y_1^{(1)} d\eta, \]
Table 2.2: Symmetric relations and derived identities. Here $\phi_3^{(0)} = \phi_2^{(0)} + \frac{3}{2}b_2^{(1)}\phi_3^{(0)}$, $\phi_3^{(1)} = \phi_3^{(0)} - \frac{3}{4}b_1^{(1)}\phi_3^{(0)}$, $\phi_4^{(0)} = \frac{1}{2}\phi_3^{(0)} + \phi_2^{(0)}$, $\phi_4^{(1)} = \phi_4^{(0)} + \phi_2^{(1)}$, $\phi_5^{(1)} = \phi_5^{(0)} - \phi_6^{(1)} - \phi_4^{(1)}$, $\phi_7^{(1)} = \phi_7^{(1)} - \phi_3^{(1)}$, $\phi_8^{(1)} = \phi_8^{(1)} + \phi_3^{(1)}$, and $\zeta_t = \zeta t_i$.

<table>
<thead>
<tr>
<th>symmetric relation</th>
<th>derived identity</th>
<th>symmetric relation</th>
<th>derived identity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta_t\phi_1^{(1)}$ vs $\zeta_t\phi_1^{(1)}$</td>
<td>(2.50)</td>
<td>$\zeta_t\phi_1^{(1)}$ vs $\zeta_t\phi_3^{(1)}$</td>
<td>(2.56)</td>
</tr>
<tr>
<td>$\phi_0^{(0)}$ vs $\phi_0^{(0)}$</td>
<td>(2.51)</td>
<td>$\phi_0^{(0)}$ vs $\phi_0^{(0)}$ and $\zeta_t\phi_0^{(1)}$ vs $\zeta_t\phi_3^{(1)}$</td>
<td>(2.57)</td>
</tr>
<tr>
<td>$\phi_0^{(1)}$ vs $\phi_0^{(0)}$</td>
<td>(2.52)</td>
<td>$\phi_0^{(0)}$ vs $\phi_0^{(0)}$</td>
<td>(2.58)</td>
</tr>
<tr>
<td>$\zeta_t\phi_1^{(1)}$ vs $\zeta_t\phi_1^{(1)}$</td>
<td>(2.53)</td>
<td>$\phi_1^{(0)}$ vs $\phi_0^{(0)}$</td>
<td>(2.59)</td>
</tr>
<tr>
<td>$\zeta_t\phi_1^{(1)}$ vs $\zeta_t\phi_0^{(1)}$</td>
<td>(2.54)</td>
<td>$\phi_1^{(0)}$ vs $\phi_1^{(0)}$</td>
<td>(2.60)</td>
</tr>
<tr>
<td>$\zeta_t\phi_1^{(1)}$ vs $\zeta_t\phi_1^{(1)}$</td>
<td>(2.55)</td>
<td>$\zeta_t\phi_1^{(1)}$ vs $\zeta_t\phi_8^{(1)}$</td>
<td>(2.61)</td>
</tr>
</tbody>
</table>

\[
b_6^{(1)} = \frac{1}{4\gamma_1}\left(\int_0^\infty \langle |\xi|^2|(|\xi|^2 - \zeta_n^2)B\phi_1^{(1)}\rangle d\eta - 2(I_6(BD_1) - \frac{1}{7}I_8(BD_2))
+ 2(\zeta_n(|\xi|^2 - \zeta_n^2)(D_1 + \frac{1}{2}(\langle |\xi|^2 - 3\zeta_n^2)D_2\rangle\phi_1^{(1)})) \right)
- \left(\int_{\gamma_1}^\infty \langle |\xi|^2 - \zeta_n^2\rangle^{1-\partial_{\zeta_n}\phi_1^{(1)}} d\eta\right),
\]

(2.54)

\[
b_6^{(1)} = b_4^{(1)} + b_6^{(1)},
\]

(2.55)

\[
b_3^{(1)} = -\frac{15}{8\gamma_1}c_5^{(0)}b_1^{(1)} - \frac{1}{\gamma_1}\int_0^\infty \eta(\Pi_1^{(0)} + 2H_1^{(1)}) d\eta
- \frac{1}{2\gamma_1}\int_0^\infty \langle |\xi|^2 - \zeta_n^2\rangle(\zeta_nB + \phi_1^{(1)} - \phi_1^{(0)}) d\eta,
\]

(2.56)

\[
c_3^{(0)} = -\frac{2}{\gamma_1}(b_3^{(1)} + c_1^{(0)}b_2^{(1)}),
\]

(2.57)

\[
c_2^{(0)} = -\frac{3}{2c_5^{(0)}}b_2^{(1)} - \frac{4}{5\gamma_2}\left(\int_0^\infty (2\eta + c_1^{(0)})H_2^{(1)} d\eta + I_6(AF)\right)
+ \frac{1}{2}\int_0^\infty \langle |\xi|^2 - \zeta_n^2\rangle\phi_2^{(1)} - |\xi|^2A|\phi_1^{(0)} - \phi_1^{(0)} - \phi_1^{(0)}\rangle d\eta,
\]

(2.58)

\[
c_4^{(0)} = -2c_2^{(0)} + \frac{8}{5\gamma_2}\left(\int_0^\infty |\xi|^2A\phi_2^{(0)} d\eta - I_6(AF)\right)
- \frac{1}{2}\int_0^\infty \langle |\xi|^2 - \zeta_n^2\rangle\phi_1^{(0)} - \partial_{\zeta_n}\phi_1^{(0)} d\eta,
\]

(2.59)

\[
b_7^{(1)} = b_3^{(1)} + b_1^{(1)}\gamma_3 + \frac{2}{\gamma_1}\int_0^\infty \eta H_1^{(1)} d\eta + \frac{1}{4\gamma_1}\int_0^\infty \langle |\xi|^2(|\xi|^2 - \zeta_n^2)B\phi_2^{(1)} d\eta
- \frac{1}{4\gamma_1}\int_0^\infty \langle |\xi|^2 - \zeta_n^2\rangle\phi_1^{(1)} - \partial_{\zeta_n}\phi_1^{(1)} d\eta,
\]

(2.60)

\[
b_8^{(1)} = -b_3^{(1)} + b_1^{(1)} - \frac{\gamma_3}{\gamma_1}b_1^{(1)} - \frac{2}{\gamma_1}\int_0^\infty \eta H_1^{(1)} d\eta.
\]

(2.61)

The identities (2.51)–(2.61) show that, only from the solutions of the classical first-order Knudsen-layer problems $\phi_1^{(0)}$, $\phi_1^{(1)}$, and $\phi_2^{(1)}$ (and thus $c_1^{(0)}$, $b_1^{(1)}$, and $b_2^{(1)}$), we can determine
Table 2.3: Data of slip and jump coefficients for the BGK model and hard-sphere (HS) gas under the diffuse reflection condition. The data with * are obtained by the symmetric relations (2.51)–(2.61). The data with † are numerically confirmed to meet the symmetric relations.

<table>
<thead>
<tr>
<th></th>
<th>BGK</th>
<th>HS</th>
<th>BGK</th>
<th>HS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_1^{(1)}$</td>
<td>1.01619</td>
<td>1.2540</td>
<td>$c_1^{(0)}$</td>
<td>1.30272</td>
</tr>
<tr>
<td>$b_2^{(1)}$</td>
<td>0.38316†</td>
<td>0.6465†</td>
<td>$c_2^{(0)}$</td>
<td>0†</td>
</tr>
<tr>
<td>$b_3^{(1)}$</td>
<td>-0.77837†</td>
<td>-1.5846*</td>
<td>$c_3^{(0)}$</td>
<td>0.11169†</td>
</tr>
<tr>
<td>$b_4^{(1)}$</td>
<td>-0.76632†</td>
<td>-0.9039*</td>
<td>$c_4^{(0)}$</td>
<td>1.82181†</td>
</tr>
<tr>
<td>$b_5^{(1)}$</td>
<td>-0.50000†</td>
<td>-0.6601*</td>
<td>$c_5^{(0)}$</td>
<td>0.44045†</td>
</tr>
<tr>
<td>$b_6^{(1)}$</td>
<td>0.26632†</td>
<td>0.2438*</td>
<td>$c_6^{(0)}$</td>
<td>-1.4276†[14]</td>
</tr>
<tr>
<td>$b_7^{(1)}$</td>
<td>0.26729†</td>
<td>0.4472*</td>
<td>$\int_0^\infty Y_1^{(1)}(z)dz$</td>
<td>-0.23368</td>
</tr>
<tr>
<td>$b_8^{(1)}$</td>
<td>-0.26693†</td>
<td>-0.2336*</td>
<td>$\int_0^\infty Y_2^{(1)}(z)dz$</td>
<td>-0.26693</td>
</tr>
</tbody>
</table>

all the values of the remaining slip and jump coefficients, namely $b_3^{(1)} \sim b_8^{(1)}$ and $c_2^{(0)} \sim c_6^{(0)}$, thereby completing the fluid-dynamic system summarized in Sec. 2.5. We list in Table 2.3 the numerical values of slip and jump coefficients which are available in the literature and newly obtained by the symmetric relations (2.51)–(2.61). For the sake of accuracy in using (2.51)–(2.61), $\phi_1^{(0)}$, $\phi_1^{(1)}$, and $\phi_2^{(1)}$ have been recomputed in the present work, and the value of $b_2^{(1)}$ is improved at the last digit from that in Refs. [11] and [12].

2.8 Conclusion

We have studied a time-dependent problem of a slightly rarefied monoatomic gas which is perturbed slowly and slightly from a reference equilibrium state at rest on the basis of the linearized Boltzmann equation. By a systematic asymptotic analysis, we obtain a set of fluid-dynamic-type equations and its appropriate boundary conditions that describe the gas behavior up to the second order of the Knudsen number (or $\varepsilon^2$). The theory covers general intermolecular potential and gas–surface interaction laws. The results show that the compressibility of the gas appears from the leading order in the energy equation and from the first order in the continuity equation. Although the momentum equation is a Stokes-type equation with a modified pressure, it contains a double Laplacian of the leading order flow velocity as a source term at the second order. The energy equation shows a similar feature at the second order. On the other hand, the slip and jump conditions as well as the Knudsen-layer corrections are the same as those for time-independent problems up to
the first order. The difference from the time-independent case appears only at the second order in the jump condition and associated Knudsen-layer correction as a divergence of the first-order flow velocity and a Laplacian of the leading-order temperature.

We have also obtained the numerical data of all the slip and jump coefficients for a hard-sphere gas, most of which have not been available in the literature, by the use of a symmetric relation for linearized kinetic equations.

2.9 Appendix A: Linearization

Linearization of the nonlinear Boltzmann equation and its kinetic boundary condition can be done straightforwardly by neglecting the higher orders of the perturbation from the reference equilibrium state at rest. Because the linearization of the Boltzmann equation is rather common, we show here only the explicit form of $L$ for the BGK model and a hard-sphere gas: for the BGK model,

$$L[\phi] = -\phi + \omega + 2\zeta_i u_i + (|\zeta|^2 - \frac{3}{2})\tau,$$

and the reference mean free path $\ell_0$ is given by

$$\ell_0 = \left(\frac{\sqrt{2\pi}}{4}\right)^{-1} \gamma_1 \rho_0 \left(\frac{2RT_0}{\pi}\right)^{1/2} \frac{1}{\ell_0},$$

where $\gamma_1$ is a constant that depends on the molecular model (see Sec. 2.10).

On the other hand, the process of getting the linearized boundary condition (2.2) is less common. We will demonstrate it here. Usually, the kinetic boundary condition is assumed
to be linear (integral) operation on the full velocity distribution function and is written in the dimensionless form as Ref. [12]

$$f(\zeta) = \int_{\zeta_n < 0} K_B(\zeta^*, \zeta; t, x) f(\zeta^*) d\zeta^*, \quad \zeta_n > 0,$$

(2.62)

where $f = (1 + \phi)E$ and the assumption $u_i n_i = 0$ has been used. The kernel $K_B$ may change, in general, depending on the material and temperature and velocity of the boundary, thus having the arguments $t$ and $x$. Because the boundary condition (2.62) should be satisfied with the (dimensionless) Maxwellian $M_w$ which is characterized by the velocity and temperature of the boundary, the following relation holds:

$$M_w(\zeta) = \int_{\zeta_n < 0} K_B(\zeta^*, \zeta; t, x) M_w(\zeta^*) d\zeta^*, \quad \zeta_n > 0.$$  

(2.63)

In the linearized framework, we neglect the higher order terms of the perturbation from the reference equilibrium state. In the case, the Maxwellian $M_w$ is written as $M_w = [1 + g_w + c(t, x)]E$. If we split the kernel $K_B$ into the kernel $K_0$ at the reference equilibrium state at rest and the remainder, the remainder is the perturbation whose higher order terms can be neglected. Physically, the remainder represents the dependence of the kernel $K_B$ on the variations of surface temperature and velocity, which are assumed to be small. Then, subtracting Eq. (2.63) from Eq. (2.62) yields, after the linearization,

$$(\phi - g_w - c)E(\vert \zeta \vert) = \int_{\zeta_n < 0} K_0(\zeta^*, \zeta; x)(\phi - g_w - c)E(\vert \zeta^* \vert) d\zeta^*, \quad \zeta_n > 0.$$  

(2.64)

Because Eq. (2.63) is reduced to

$$E(\vert \zeta \vert) = \int_{\zeta_n < 0} K_0(\zeta^*, \zeta; x) E(\vert \zeta^* \vert) d\zeta^*, \quad \zeta_n > 0,$$

at the reference equilibrium state, the terms containing $c$ in Eq. (2.64) cancel out each other, and the expression (2.2) is obtained.

In the above derivation, the dependence of $K_0$ on $x$ is retained, which implies, for instance, that the accommodation coefficients may change along the boundary due to the change of material. Consideration of this dependence would be interesting, but here in the present paper, we assume $K_0$ is independent of $x$ along the surface. Thus, the reflection kernel $R$ introduced in Sec. 2.2 is also independent of $x$. Incidentally, as is clear from the above derivation, $K_0(\zeta^*, \zeta) = (\vert \zeta_n^* \vert / \vert \zeta_n \vert) R(\zeta^*, \zeta)$. In the case of the diffuse reflection condition, $K_0 = (\vert \zeta_n^* \vert / \vert \zeta_n \vert) R = 2\sqrt{\pi} \vert \zeta_n^* \vert E(\vert \zeta \vert)$. 
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2.10 Appendix B: Isotropic functions and related constants

We give below the definitions of the isotropic functions $A$, $B$, $D_1$, $D_2$, $F$, and $F_d$ and related constants $\gamma_i$ ($i = 1, 2, 3, 6, 10, 11$) that have been introduced in the course of analysis.

\[
\mathcal{L}[\zeta_i A(|\zeta|)] = -\zeta_i (|\zeta|^2 - \frac{5}{2}), \quad \mathcal{L}[\zeta_{ij} B(|\zeta|)] = -2\zeta_{ij}, \quad \mathcal{L}[\zeta_{ij} F(|\zeta|)] = \zeta_{ij} A(|\zeta|),
\]

\[
\mathcal{L}[\zeta_i \delta_{jk} + \zeta_j \delta_{ki} + \zeta_k \delta_{ij}] D_1(|\zeta|) + \zeta_i \zeta_j \zeta_k D_2(|\zeta|) = \gamma_1 (\zeta_i \delta_{jk} + \zeta_j \delta_{ki} + \zeta_k \delta_{ij}) - \zeta_i \zeta_j \zeta_k B(|\zeta|),
\]

\[
\mathcal{L}[F_d(|\zeta|)] = -\frac{5}{6} \gamma_2 (|\zeta|^2 - \frac{3}{2}) + \frac{1}{3} |\zeta|^2 A(|\zeta|),
\]

where $A$, $D_1$, $D_2$, and $F_d$ respectively satisfy the subsidiary conditions:

\[
\langle |\zeta|^2 A(|\zeta|) \rangle = 0, \quad \langle 5|\zeta|^2 D_1(|\zeta|) + |\zeta|^4 D_2(|\zeta|) \rangle = 0, \quad \langle F_d(|\zeta|) \rangle = 0, \quad \langle |\zeta|^2 F_d(|\zeta|) \rangle = 0.
\]

The constants $\gamma_i$ are defined by

\[
\gamma_1 = I_6(B), \quad \gamma_2 = 2I_6(A), \quad \gamma_3 = I_6(AB) = 5I_6(D_1) + I_8(D_2) = -2I_6(F),
\]

\[
\gamma_6 = \frac{1}{2} I_6(BD_1) + \frac{3}{14} I_8(BD_2), \quad \gamma_{10} = \frac{1}{2} I_6(B^2),
\]

\[
\gamma_{11} = -\frac{4}{39} \left( \frac{1}{2} \gamma_2 (15I_4(A^2) + \gamma_3) + 4I_6(AF) + 15I_4(AF_d) \right),
\]

where $I_n(X) = (8/15\sqrt{\pi}) \int_0^\infty z^n X(z) \exp(-z^2) dz$. For the BGK model, all $\gamma_i$ are unity and

\[
A = -F = |\zeta|^2 - \frac{5}{2}, \quad B = 2, \quad D_1 = -1, \quad D_2 = 2, \quad F_d = -\frac{1}{3}(|\zeta|^4 - 5|\zeta|^2 + \frac{15}{4}).
\]

For a hard-sphere gas, $\gamma_i$ are

\[
\gamma_1 = 1.270042427, \quad \gamma_2 = 1.922284066, \quad \gamma_3 = 1.947906335, \quad \gamma_6 = 1.419423836,
\]

\[
\gamma_{10} = 1.63607346, \quad \gamma_{11} = 2.7931173.
\]

2.11 Appendix C: Axial symmetry of operators $\mathcal{L}$ and $\mathcal{K}$

For any function $f(\zeta_n, |\zeta|)$, where $\zeta_n$ is the component of $\zeta$ in the direction normal to the boundary, the scattering and collision operators $\mathcal{K}$ and $\mathcal{L}$ satisfy the following axial symmetry:

\[
J[(\delta_{ij} - n_i n_j)\zeta_j f] = (\delta_{ij} - n_i n_j)\zeta_j J[f],
\]

(2.65)
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\[ J[(\delta_{ik} - n_i n_k)(\delta_{jl} - n_j n_l)\zeta_k \zeta_l f] \]
\[ = (\delta_{ik} - n_i n_k)(\delta_{jl} - n_j n_l)\zeta_k \zeta_l J_2[f] + J_3[f](\delta_{ij} - n_i n_j), \tag{2.66} \]
\[ J[(\delta_{il} - n_i n_l)(\delta_{jp} - n_j n_p)(\delta_{kq} - n_k n_q)\zeta_p \zeta_q f] \]
\[ = (\delta_{il} - n_i n_l)(\delta_{jp} - n_j n_p)(\delta_{kq} - n_k n_q)\zeta_p \zeta_q J_4[f] \]
\[ + \zeta_l J_5[f](\delta_{il} - n_i n_l)(\delta_{jk} - n_j n_k) \]
\[ + \zeta_j J_5[f](\delta_{ik} - n_i n_k)(\delta_{jl} - n_j n_l) \]
\[ + \zeta_i J_5[f](\delta_{ij} - n_i n_j)(\delta_{kl} - n_k n_l), \tag{2.67} \]

where \( J = K \) and \( L \), and \( J_1[f], J_2[f], \ldots, J_5[f] \) are functions of \( \zeta_n \) and \( |\zeta| \).

**Sketch of proof:** Equation (2.65) is a direct consequence of Appendix B.4.2 of Ref. [11] for one suffix case. In order to obtain Eqs. (2.66) and (2.67), we apply the results in Appendix B.4.2 of Ref. [11] for two or three suffixes. Then the manipulation \( \delta_{kl}(\delta_{ik} - n_i n_k)(\delta_{jl} - n_j n_l) = \delta_{ij} - n_i n_j \) reduces the terms of \( J_3 \) and \( J_5 \) into the desired form. \( \square \)

Further, if we multiply Eq. (2.66) by \( \delta_{ij} \), we have
\[ J[(|\zeta|^2 - \zeta_n^2) f] = (|\zeta|^2 - \zeta_n^2) J_2[f] + 2 J_3[f]. \]
Thus, subtracting this multiplied by \( (\delta_{ij} - n_i n_j)/2 \) from Eq. (2.66) leads to
\[ J[\left( (\delta_{ik} - n_i n_k)(\delta_{jl} - n_j n_l)\zeta_k \zeta_l - \frac{1}{2}(|\zeta|^2 - \zeta_n^2)(\delta_{ij} - n_i n_j) \right) f] \]
\[ = (\delta_{il} - n_i n_l)(\delta_{jp} - n_j n_p)(\delta_{kq} - n_k n_q)\zeta_p \zeta_q J_4[f] \]
\[ + \zeta_l J_5[f](\delta_{il} - n_i n_l)(\delta_{jk} - n_j n_k) \]
\[ + \zeta_j J_5[f](\delta_{ik} - n_i n_k)(\delta_{jl} - n_j n_l) \]
\[ + \zeta_i J_5[f](\delta_{ij} - n_i n_j)(\delta_{kl} - n_k n_l), \tag{2.68} \]

If we multiply Eq. (2.67) by \( \delta_{jk} \), we have
\[ J[(\delta_{il} - n_i n_l)\zeta_l(|\zeta|^2 - \zeta_n^2) f] = (\delta_{il} - n_i n_l)\zeta_l\left( (|\zeta|^2 - \zeta_n^2) J_4[f] + 4 J_5[f] \right), \]

and thus obtain
\[ J[(\delta_{il} - n_i n_l)(\delta_{jk} - n_j n_k)\zeta_l(|\zeta|^2 - \zeta_n^2) f] \]
\[ + J[(\delta_{jl} - n_j n_l)(\delta_{ik} - n_i n_k)\zeta_l(|\zeta|^2 - \zeta_n^2) f] \]
\[ + J[(\delta_{kl} - n_k n_l)(\delta_{ij} - n_i n_j)\zeta_l(|\zeta|^2 - \zeta_n^2) f] \]
\[ = (\delta_{il} - n_i n_l)(\delta_{jk} - n_j n_k)\zeta_l\left( (|\zeta|^2 - \zeta_n^2) J_4[f] + 4 J_5[f] \right) \]
\[ + (\delta_{jl} - n_j n_l)(\delta_{ik} - n_i n_k)\zeta_l\left( (|\zeta|^2 - \zeta_n^2) J_4[f] + 4 J_5[f] \right) \]
\[ + (\delta_{kl} - n_k n_l)(\delta_{ij} - n_i n_j)\zeta_l\left( (|\zeta|^2 - \zeta_n^2) J_4[f] + 4 J_5[f] \right). \]
Subtracting this equation divided by 4 from Eq. (2.67) leads to

\[ J[(\delta_d - n_in_i)(\delta_{jp} - n_jn_p)(\delta_{kq} - n_kn_q)\zeta_i\zeta_p\zeta_qf] \]
\[ - \frac{1}{4}\left((\delta_d - n_in_i)(\delta_{jk} - n_jn_k) + (\delta_{jl} - n_jn_l)(\delta_{ik} - n_ik) \right) \zeta_i(\zeta|^2 - \zeta|^2)J[f] \]
\[ = (\delta_d - n_in_i)(\delta_{jp} - n_jn_p)(\delta_{kq} - n_kn_q)\zeta_i\zeta_p\zeta_qJ[f] \]
\[ - \frac{1}{4}\left((\delta_d - n_in_i)(\delta_{jk} - n_jn_k) + (\delta_{jl} - n_jn_l)(\delta_{ik} - n_ik) \right) \zeta_i(\zeta|^2 - \zeta|^2)J[f]. \] (2.69)

Formulas (2.68) and (2.69) will be used in Secs. 2.15.3 and 2.15.4, respectively.

### 2.12 Appendix D: Formulas for curved coordinates

Consider the curved coordinates \((\eta, \chi_1, \chi_2)\)

\[ x_i = x_{iw}(\chi_1, \chi_2) + \varepsilon \eta n_i(\chi_1, \chi_2), \] (2.70)

where \(x_{iw}\) represents the surface of body and \(n_i\) its normal unit vector, pointed to the gas. Tangential unit vectors \(\ell_i^{(1)}\) and \(\ell_i^{(2)}\) along the coordinates \(\chi_1\) and \(\chi_2\) are given by

\[ \ell_i^{(1)} = \frac{\partial_{\chi_1} x_{iw}}{\partial_{\chi_1} x}, \quad \ell_i^{(2)} = \frac{\partial_{\chi_2} x_{iw}}{\partial_{\chi_2} x}. \]

Note that \(\ell^{(1)}\) and \(\ell^{(2)}\) are not necessarily orthogonal to each other, though they are orthogonal to \(n\) since \(n dx_{iw} = 0\) by definition.

Take the derivative of Eq. (2.70) with respect to \(x_j\):

\[ \delta_{ij} = (\partial_{\chi_1})\partial_{\chi_1} x_{iw} + (\partial_{\chi_2})\partial_{\chi_2} x_{iw} + \varepsilon (\partial_{\chi_1})\partial_{\chi_1} n_i + \varepsilon (\partial_{\chi_2})\partial_{\chi_2} n_i \]
\[ = (\partial_{\chi_1})\partial_{\chi_1} x_{iw}|\ell_i^{(1)} + (\partial_{\chi_2})\partial_{\chi_2} x_{iw}|\ell_i^{(2)} + \varepsilon (\partial_{\chi_1})\partial_{\chi_1} n_i + \varepsilon (\partial_{\chi_2})\partial_{\chi_2} n_i. \]

Then the inner product with the unit vectors \(n, \ell^{(1)},\) and \(\ell^{(2)}\) gives the relations that

\[ n \cdot \ell^{(1)} = \varepsilon \partial_{\chi_1} \eta, \]
\[ \ell_j^{(1)} = (\partial_{\chi_1})_{x_{iw}}|\partial_{\chi_1} x_{iw} + (\partial_{\chi_2})_{x_{iw}}|\partial_{\chi_2} x_{iw}|\ell_i^{(1)} \ell_i^{(2)}, \]
\[ \ell_j^{(2)} = (\partial_{\chi_1})_{x_{iw}}|\partial_{\chi_1} x_{iw} |\ell_i^{(1)} \ell_i^{(2)} + (\partial_{\chi_2})_{x_{iw}}|\partial_{\chi_2} x_{iw}|, \]
where \((\cdots)_w\) denotes the value evaluated on the surface \((\eta = 0)\). The above relations are rewritten as

\[\partial_j \eta = (1/\varepsilon)n_j,\]  

\[
(\partial_j \chi_1)_w = \frac{1}{|\partial_{\chi_1}x_w|} \left( \ell_j^{(1)} - (\ell_j^{(1)} \ell_i^{(2)}) \ell_i^{(2)} \right),
\]  

\[
(\partial_j \chi_2)_w = \frac{1}{|\partial_{\chi_2}x_w|} \left( \ell_j^{(2)} - (\ell_j^{(1)} \ell_i^{(2)}) \ell_i^{(1)} \right),
\]

and thus \(\partial_i\) is written in the new coordinate system as follows:

\[
\partial_i = \partial_i \eta \partial_n + \partial_i \chi_1 \partial_{\chi_1} + \partial_i \chi_2 \partial_{\chi_2}
\]

\[= (1/\varepsilon)n_i \partial_n + (\partial_i \chi_1)_w \partial_{\chi_1} + (\partial_i \chi_2)_w \partial_{\chi_2} + \varepsilon \eta(\partial_n \partial_i \chi_1)_w \partial_{\chi_1} + \varepsilon \eta(\partial_n \partial_i \chi_2)_w \partial_{\chi_2} + \cdots,
\]

where \(\partial_n\) denotes the spatial derivative in the normal direction (in unstretched original coordinate system).

Next we introduce the curvature matrix of the surface defined by

\[\kappa_{ij} \equiv (\partial_i n_j)_w = (\partial_i \chi_1)_w \partial_{\chi_1} n_j + (\partial_i \chi_2)_w \partial_{\chi_2} n_j.
\]

Note that \((\partial_i \chi_1)_w\) and \((\partial_i \chi_2)_w\) are tangential to the surface because of Eqs. (2.72) and (2.73). Since \(n\) is a unit vector, \(n_j \partial_{\chi_1} n_j = n_j \partial_{\chi_2} n_j = 0\), so that \(\partial_{\chi_1} n_j\) and \(\partial_{\chi_2} n_j\) are tangential to the surface and can be expressed by a linear combination of \(\ell^{(1)}\) and \(\ell^{(2)}\):

\[
\partial_{\chi_1} n_j = \frac{\partial_{\chi_1} n_i}{1 - (\ell_i^{(1)} \ell_k^{(2)})^2} \left( \ell_j^{(1)} [\ell_j^{(1)} - (\ell_j^{(1)} \ell_k^{(2)}) \ell_k^{(2)}] + \ell_i^{(2)} \ell_j^{(2)} - (\ell_i^{(1)} \ell_k^{(2)}) \ell_j^{(1)} \right),
\]

\[
\partial_{\chi_2} n_j = \frac{\partial_{\chi_2} n_i}{1 - (\ell_i^{(1)} \ell_k^{(2)})^2} \left( \ell_j^{(1)} [\ell_j^{(1)} - (\ell_j^{(1)} \ell_k^{(2)}) \ell_k^{(2)}] + \ell_i^{(2)} \ell_j^{(2)} - (\ell_i^{(1)} \ell_k^{(2)}) \ell_j^{(1)} \right).
\]

As is obvious from Eqs. (2.72)–(2.75), the curvature matrix is symmetric and its operation on the normal unit results in zero:

\[\kappa_{ij} = \kappa_{ji}, \quad \kappa_{ij} n_j = \kappa_{ij} n_i = 0.
\]

Now suppose that \(\chi_1\) and \(\chi_2\) are orthogonal to each other and denote by \(t\) and \(s\) the tangential unit vectors \(\ell^{(1)}\) and \(\ell^{(2)}\) in this case. Then, Eqs. (2.72)–(2.75) are reduced to

\[
(\partial_j \chi_1)_w = \frac{t_j}{|\partial_{\chi_1} x_w|}, \quad (\partial_j \chi_2)_w = \frac{s_j}{|\partial_{\chi_2} x_w|}, \quad \partial_{\chi_0} n_j = (t_i \partial_{\chi_0} n_i) t_j + (s_i \partial_{\chi_0} n_i) s_j, \quad (\alpha = 1, 2).
\]
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Thus the curvature matrix is expressed as
\[
\kappa_{ij} = \kappa_t t_i t_j + \kappa_s s_i s_j + \frac{s_k \partial_{\chi_i} n_k}{|\partial_{\chi_w} x|} t_i s_j + \frac{t_k \partial_{\chi_2} n_k}{|\partial_{\chi_w} x|} s_i t_j,
\]
where \(\kappa_t\) and \(\kappa_s\) are the curvature in the directions of \(t\) and \(s\) respectively:
\[
\kappa_t = (\partial_i \chi_1)_w (\partial_{\chi_1} n_i), \quad \kappa_s = (\partial_i \chi_2)_w (\partial_{\chi_2} n_i),
\]
and the last two terms represent the effect of geodesic torsion. In particular, when \(\chi_1\) and \(\chi_2\) are taken in the principal directions of the surface, \(s_k \partial_{\chi_i} n_k = 0\) and \(t_k \partial_{\chi_2} n_k = 0\), so that the above equation is written as
\[
\kappa_{ij} = \kappa_1 \ell_i \ell_j + \kappa_2 m_i m_j, \quad (2.76)
\]
where \(\ell\) and \(m\) are the tangential unit vectors in the principal directions. The above \(\kappa_1\) and \(\kappa_2\) are called the principal curvature. Note that
\[
\kappa_{ii} = \kappa_t + \kappa_s = \kappa_1 + \kappa_2 \equiv 2 \bar{\kappa}. \quad (2.77)
\]
Thus, the sum of the curvatures in two orthogonal directions are universal, and their average \(\bar{\kappa} = (1/2)(\kappa_1 + \kappa_2)\) is called the mean curvature.

With the above preparation, we present some useful formulas related to the differential operator \(D_i\):
\[
D_i = (\delta_{ij} - n_i n_j) \partial_j \big|_{x = x_w} = (\partial_i \chi_1)_w \partial_{\chi_1} + (\partial_i \chi_2)_w \partial_{\chi_2}, \quad (2.78)
\]
which are listed below:
\[
D_i [n_j] = (\partial_i \chi_1)_w \partial_{\chi_1} n_j + (\partial_i \chi_2)_w \partial_{\chi_2} n_j = \kappa_{ij}, \quad (2.79)
\]
\[
D_i [f(x = x_w)] = (\delta_{ij} - n_i n_j) \partial_j \big|_{x = x_w} f(x = x_w) = (\delta_{ij} - n_i n_j)(\partial_j f)_w, \quad (2.80)
\]
\[
D_i [f(\eta, \zeta, |\zeta|)] = D_i [\zeta_n] \partial_{\zeta_n} f = \kappa_{ij} \zeta_j \partial_{\zeta_n} f, \quad (2.81)
\]
\[
D_i [\delta_{jk} - n_j n_k] = -\kappa_{ij} n_k - \kappa_{ik} n_j, \quad (2.82)
\]
These can be proved in order from top to bottom.
2.13 Appendix E: Knudsen-layer corrections to the stress tensor and heat-flow vector

We summarize the Knudsen-layer corrections to the stress tensor and heat-flow vector up to $O(\varepsilon^2)$:

$$P_{ijK1} = \Pi_1^{(0)}(\eta) \partial_k \tau_{H0} n_k (\delta_{ij} - n_i n_j),$$

$$Q_{K1} n_i = 0, \quad Q_{K1} t_i = H_1^{(1)}(\eta) \partial_t u_{H0} n_i t_j + H_2^{(1)}(\eta) \partial_i \tau_{H0} t_i,$$

$$P_{ijK2} n_i t_j = \int_{\eta}^{\infty} \Pi_1^{(0)}(z) dz \left( \partial_i \partial_j \tau_{H0} n_i t_j \right),$$

$$P_{ijK2} n_i n_j = -2 \int_{\eta}^{\infty} \Pi_1^{(0)}(z) dz \tau_{H0} n_i,$$

$$P_{ijK2} t_i t_j = \Pi_1^{(0)}(\eta) \partial_i \tau_{H1} n_i + (\Pi_2^{(0)}(\eta) - S_2^{(2)}(\eta)) \partial_j \tau_{H0} (\delta_{ij} - n_i n_j) + \left( \Pi_3^{(0)}(\eta) + \frac{1}{2} S_3^{(2)}(\eta) \right) \partial_i \partial_j u_{H0} n_i n_j n_k$$

$$\quad + \left( \Pi_4^{(0)}(\eta) + \int_{\eta}^{\infty} \Pi_1^{(0)}(z) dz - 2 S_1^{(2)}(\eta) \right) \tau_{H0} n_i + \Pi_5^{(0)}(\eta) \partial_i u_{H1} + S_1^{(2)}(\eta) \partial_i \partial_j u_{H0} n_i n_j t_j$$

$$\quad + S_2^{(2)}(\eta) \partial_i \delta_{ij} t_j + 2 S_1^{(2)}(\eta) \partial_i \partial_j u_{H0} n_i n_j t_k,$$

$$P_{ijK2} t_i s_j = 2 S_1^{(2)}(\eta) \kappa_{ij} t_i s_j \partial_k \tau_{H0} n_k + 2 S_2^{(2)}(\eta) \partial_i \partial_j \tau_{H0} t_i s_j$$

$$\quad + S_3^{(2)}(\eta) \partial_i \partial_j u_{H0} n_i n_j t_j + 2 S_4^{(2)}(\eta) \partial_i \partial_j u_{H0} n_i n_j t_k,$$

$$Q_{K2} n_i = -\frac{1}{2} \int_{\eta}^{\infty} H_1^{(1)}(z) dz \partial_i \partial_j u_{H0} n_i n_j n_k$$

$$\quad + \int_{\eta}^{\infty} H_2^{(1)}(z) dz \left( \partial_i \partial_j \tau_{H0} (\delta_{ij} - n_i n_j) - 2 \tau_{H0} n_i \right),$$

$$Q_{K2} t_i = H_1^{(1)}(\eta) \delta_{ij} u_{H1}, t_j + H_2^{(1)}(\eta) \partial_i \tau_{H1} t_i + H_3^{(1)}(\eta) \partial_i \partial_j \tau_{H0} n_i t_j$$

$$\quad + H_4^{(1)}(\eta) \partial_i \partial_j u_{H0} n_i n_j t_j + H_5^{(1)}(\eta) \partial_i \partial_j u_{H0} n_i n_j t_j + H_6^{(1)}(\eta) \kappa_{ij} \partial_i \partial_j u_{H0} n_k t_i$$

$$\quad + H_7^{(1)}(\eta) \kappa_{ij} \partial_i \tau_{H0} t_j + H_8^{(1)}(\eta) \tau_{H0} t_i,$$

where $t$ and $s$ are tangential unit vectors orthogonal to each other and

$$\Pi_j^{(i)}(\eta) = \frac{3}{2} (\Theta_j^{(i)}(\eta) + \Theta_j^{(i)}(\eta)), \quad S_j^{(i)}(\eta) = \frac{1}{4} (|\xi|^2 - \zeta_0^2) \phi_j^{(i)},$$

$$H_j^{(i)}(\eta) = \frac{1}{2} (|\xi|^2 - \zeta_0^2) (|\xi|^2 - \zeta_0^2) \phi_j^{(i)}.$$
Here some reductions have been made in deriving the expressions for $P_{ijK2n_i}l_j$, $P_{ijk2n_in_j}$, and $Q_{ik2n_i}$ by the use of the conservation laws of momentum and energy [see Eq. (2.30) and Sec. 2.15].

2.14 Appendix F: Formulas for quantities on the boundary

2.14.1 Derivatives of $u_{iH0}$

\[
\partial_i\partial_j u_{iH0}n_j = \frac{1}{2}\partial_k\partial_j u_{iH0}n_jn_k, \tag{2.83}
\]

\[
\partial_i\partial_j u_{iH0}(\delta_{jk} - n_jn_k) = (\partial_i\partial_j u_{iH0}n_i + 2\kappa n_i\partial_j u_{iH0})(\delta_{jk} - n_jn_k) + \kappa_kn_j\partial_j u_{iH0}, \tag{2.84}
\]

\[
\partial_i\partial_j u_{kH0}(\delta_{ij} - n_in_i)n_jn_k = -2\kappa_ijn_k\partial_j u_{kH0}. \tag{2.85}
\]

\[
\partial_l\partial_p u_{qH0}(\delta_{ij} - n_in_i)(\delta_{jp} - n_jn_p)(\delta_{kq} - n_kn_q)
\]

\[
= (\kappa_{ij}n_l(\delta_{kp} - n_kn_p) + \kappa_{ik}n_l(\delta_{jp} - n_jn_p))\partial_l u_{pH0}. \tag{2.86}
\]

**Sketch of proof:** To prove Eq. (2.83), decompose $u_{iH0}$ as $u_{iH0}(x) = U_i(x) + v_i(x)$, where $U_i(x)$ is the rigid motion that coincides with that of the body on its surface and $v_i(x)$ is the remainder. Note that $\partial_j U_i = 0$ and $\partial_t v_i = 0$ everywhere and that $\partial_j v_i n_in_j = 0$, $\partial_j v_i(\delta_{ik} - n_in_k)(\delta_{ij} - n_in_i) = 0$, and $v_i = 0$ on the surface. Then

\[
\partial_i\partial_j u_{iH0}n_j = \partial_i\partial_j U_i = \partial_i\partial_j v_i n_j + \partial_i\partial_j v_i n_j(\delta_{ik} - n_in_k)
\]

\[
= \frac{1}{2}\partial_i\partial_j v_i n_in_k + \partial_i\partial_j v_i n_j(\delta_{il} - n_in_i)(\delta_{ij} - n_in_i)
\]

\[
= \frac{1}{2}\partial_i\partial_j U_{iH0}n_in_k + D_l[\partial_i v_j n_j(\delta_{ik} - n_in_k)] - D_l[n_j(\delta_{lk} - n_ln_k)]\partial_l v_j.
\]

The last two terms are further reduced to $-(1/2)\kappa_{ij}\partial_l v_j + \kappa n_i n_j \partial_l v_j$ by using the formulas in Sec. 2.12, which vanishes because of the properties of $v_i$ mentioned above.

In order to prove Eq. (2.84), we first make the following transformation

\[
\partial_i\partial_j u_{iH0}(\delta_{jk} - n_jn_k) = \partial_i\partial_j v_i(\delta_{jk} - n_jn_k)
\]

\[
= \partial_i\partial_j u_{iH0}(\delta_{jk} - n_jn_k)n_in_l + \partial_i\partial_j v_i(\delta_{jk} - n_jn_k)(\delta_{il} - n_in_l)
\]

\[
= \partial_i\partial_j u_{iH0}(\delta_{jk} - n_jn_k)n_in_l + (\partial_i\partial_j v_i + \partial_i\partial_j v_j)(\delta_{jk} - n_jn_k)(\delta_{il} - n_in_l)
\]

\[
= \partial_i\partial_j u_{iH0}(\delta_{jk} - n_jn_k)n_in_l + D_l[\partial_j v_i(\delta_{jk} - n_jn_k)]
\]
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- \mathcal{D}_i[(\delta_{jk} - n_j n_k)]\partial_j v_i + \mathcal{D}_i[\partial_i v_j (\delta_{jk} - n_j n_k)] - \mathcal{D}_i[(\delta_{jk} - n_j n_k)]\partial_i v_j,

and apply the formulas in Sec. 2.12. Then the last four terms are eventually reduced to 
\kappa_{ki} n_j \partial_j v_i + 2\pi n_i \partial_i \overline{u_j} (\delta_{jk} - n_j n_k),

which is identical to \kappa_{ki} n_j \partial_j \overline{u_{iH0}} + 2\pi n_i \partial_i \overline{u_{iH0}} (\delta_{jk} - n_j n_k).

Equations (2.85) and (2.86) are easily obtained by the use of the formulas in Sec. 2.12. \(\square\)

### 2.14.2 Derivatives of \(u_{iH1}\) and \(\tau_{H1}\)

\[
\overline{\partial_i u_{jH1}} n_i n_j = b_1^{(1)} \partial_i \overline{\partial_k u_{iH0}} n_i n_j + 2b_2^{(1)} \partial_i \partial_j \tau_{H0} n_i n_j + 4b_2^{(1)} \pi \partial_j \tau_{H0} n_j \\
- 2b_2^{(1)} \Delta \tau_{H0} + \frac{4}{3} \partial_i u_{iH1},
\]

\[(2.87)\]

\[
\overline{\partial_k u_{iH1}} (\delta_{ik} - n_i n_k) (\delta_{jl} - n_j n_l) \\
= (b_1^{(1)} \partial_k \overline{\partial_m u_{iH0}} n_m + b_1^{(1)} \partial_i \overline{\partial_m u_{iH0}} n_m + 2b_2^{(1)} \partial_k \partial_l \tau_{H0}) (\delta_{ik} - n_i n_k) (\delta_{jl} - n_j n_l) \\
- 2b_2^{(1)} \kappa_{ij} \partial_k \tau_{H0} n_k - \frac{2}{3} \partial_i u_{iH1} (\delta_{ij} - n_i n_j),
\]

\[(2.88)\]

\[
\partial_j \tau_{H1} (\delta_{ij} - n_i n_j) = \partial_j \tau_{w1} (\delta_{ij} - n_i n_j) + c_1^{(0)} \kappa_{ik} \partial_k \tau_{H0} + c_1^{(0)} \partial_i \partial_k \tau_{H0} n_k (\delta_{ij} - n_i n_j).
\]

**Sketch of Proof:** To obtain Eqs. (2.87)–(2.89), we make use of the first-order slip and jump conditions (2.45a)–(2.45c) in addition to the formulas in Sec. 2.12.

Actually, to prove Eq. (2.87), using \(\overline{\partial_i u_{iH1}} = 0\), we first transform its left-hand side as

\[
\overline{\partial_i u_{jH1}} n_i n_j = -\overline{\partial_i u_{jH1}} (\delta_{ij} - n_i n_j) = -2\partial_i u_{jH1} (\delta_{ij} - n_i n_j) + \frac{2}{3} \partial_{ij} \partial_i u_{iH1} (\delta_{ij} - n_i n_j) \\
= -2\partial_i u_{jH1} (\delta_{ik} - n_i n_k) (\delta_{jk} - n_j n_k) + \frac{4}{3} \partial_k u_{kH1} \\
= -2\mathcal{D}_k [u_{jH1} (\delta_{jk} - n_j n_k)] + \frac{4}{3} \partial_k u_{kH1}.
\]

Then, substitute Eq. (2.45b) and apply the formulas in Sec. 2.12. The desired equation is obtained after a long but straightforward manipulation.

Equation (2.88) can be proved in the same way. We first transform the left-hand side as

\[
\overline{\partial_k u_{iH1}} (\delta_{ik} - n_i n_k) (\delta_{jl} - n_j n_l) \\
= (\overline{\partial_k u_{iH1}} + \partial_l u_{kH1}) (\delta_{ik} - n_i n_k) (\delta_{jl} - n_j n_l) - \frac{2}{3} \delta_{kl} \partial_l u_{pH1} (\delta_{ik} - n_i n_k) (\delta_{jl} - n_j n_l) \\
= \mathcal{D}_l [u_{iH1} (\delta_{jl} - n_j n_l)] - \mathcal{D}_l [\delta_{jl} (\delta_{jl} - n_j n_l)] u_{iH1} + \mathcal{D}_j [u_{kH1} (\delta_{ik} - n_i n_k)] \\
- \mathcal{D}_j [\delta_{ik} (\delta_{ik} - n_i n_k)] u_{kH1} - \frac{2}{3} \partial_l u_{pH1} (\delta_{ij} - n_i n_j).
\]

---
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Then, again, apply the formulas in Sec. 2.12, after substituting Eq. (2.45b). The desired equation is obtained after a long but straightforward manipulation.

Finally, Eq. (2.89) can be easily obtained by first substituting Eq. (2.45c) and then applying the formulas in Sec. 2.12. □

2.15 Appendix G: Second-order Knudsen-layer problems

In view of the parity with respect to the tangential component of molecular velocity to the boundary, the second order Knudsen-layer correction \( \phi_{K2} \) can be split into four parts:

\[
\phi_{K2} = \phi_{K2}^{(0)} + \phi_{K2}^{(1)} + \phi_{K2}^{(2)} + \phi_{K2}^{(3)},
\]

each part of which is expressed as follows:

\[
\phi_{K2}^{(0)} = \phi_{K2}^{(1)} \partial_{i} \tau_{H1} n_{i} + \phi_{K2}^{(2)} \partial_{i} \partial_{j} \tau_{H0} (\delta_{ij} - n_{i} n_{j}) + \phi_{K2}^{(3)} \partial_{i} \partial_{j} u_{kH0} n_{i} n_{j} n_{k} + \phi_{K2}^{(4)} \bar{\tau}_{H0} n_{i} + \phi_{K2}^{(5)} \partial_{i} \tau_{H0} n_{i} + \phi_{K2}^{(6)} \Delta \tau_{H0},
\]

\[
\phi_{K2}^{(1)} = \zeta_{i} \left( \phi_{K2}^{(1)} \bar{\tau}_{H1} n_{k} (\delta_{ik} - n_{i} n_{k}) + \phi_{K2}^{(2)} \partial_{i} \tau_{H1} (\delta_{ij} - n_{i} n_{j}) + \phi_{K2}^{(3)} \partial_{i} \partial_{k} \tau_{H0} n_{i} (\delta_{ik} - n_{i} n_{k}) + \phi_{K2}^{(4)} \partial_{i} \partial_{k} u_{H0} n_{i} (\delta_{ik} - n_{i} n_{k}) + \phi_{K2}^{(5)} \partial_{i} \partial_{k} \bar{\tau}_{H0} n_{i} n_{k} + \phi_{K2}^{(6)} \partial_{i} \partial_{k} \tau_{H0} n_{i} n_{k} \right),
\]

\[
\phi_{K2}^{(2)} = \left( \zeta_{i} \zeta_{j} - \frac{1}{2} \left( |\zeta|^{2} - \zeta_{n}^{2} \right) \right) \left( \phi_{K2}^{(1)} \partial_{i} \tau_{H0} n_{k} + \phi_{K2}^{(2)} \partial_{i} \partial_{k} \tau_{H0} + \phi_{K2}^{(3)} \partial_{i} \partial_{k} \bar{\tau}_{H0} n_{p} + \phi_{K2}^{(4)} \partial_{i} \partial_{k} \tau_{H0} n_{p} \right),
\]

\[
\phi_{K2}^{(3)} = \left( \zeta_{i} \zeta_{j} \zeta_{k} - \frac{1}{4} \left( \zeta_{i} \delta_{jk} + \zeta_{j} \delta_{ki} + \zeta_{k} \delta_{ij} \right) \left( |\zeta|^{2} - \zeta_{n}^{2} \right) \right) \times \kappa_{ij} \left( \phi_{K2}^{(1)} \partial_{i} \tau_{H0} + \phi_{K2}^{(2)} \partial_{i} \partial_{H0} n_{p} \right) (\delta_{kl} - n_{k} n_{l}).
\]

Here \( \phi_{j}^{(i)} \) (\( i = 0, 1, 2, 3 \) and \( j = 1, 2, \ldots \)) are functions of \( \eta, \zeta_{n} \), and \( |\zeta| \) only, which are the solution of the half-space problems listed in the subsequent subsections.
2.15.1 Fundamental solutions in \( \phi_{R2}^{(0)} \)

Element \( \phi_1^{(0)} \) is the solution of the temperature jump (2.23). The other elements \( \phi_j^{(0)} \) \((j = 2, 3, \ldots, 6)\) are respectively the solution of the following problem:

\[
\zeta_n \partial_\eta \phi_j^{(0)} = \mathcal{L}[\phi_j^{(0)}] - f_j^{(0)},
\]

\[
\phi_j^{(0)} = -\tilde{K}[[|\zeta|^2] c_j^{(0)} + \zeta [\phi_j^{(0)}] + \tilde{K}[g_j^{(0)}], \quad \zeta_n > 0, \quad \eta = 0,
\]

\[
\phi_j^{(0)} \to 0 \quad \text{as} \quad \eta \to \infty,
\]

where

\[
I_2^{(0)} = \frac{1}{2} (|\zeta|^2 - c_n^2) \phi_1^{(1)}, \quad g_2^{(0)} = 2 \int_0^\infty \gamma_2^{(1)}(z) \, dz \, \zeta_n + \frac{1}{2} (|\zeta|^2 - 3c_n^2)(b_2^{(1)}B + F),
\]

\[
I_3^{(0)} = -\frac{1}{4}(|\zeta|^2 - c_n^2) \phi_1^{(1)},
\]

\[
g_3^{(0)} = -\int_0^\infty \gamma_1^{(1)}(z) \, dz \, \zeta_n - \frac{1}{4} b_1^{(1)}(\zeta_n^2 - 3c_n^2)B - \frac{1}{2} \zeta_n (D_1 - (|\zeta|^2 - 2c_n^2)D_2),
\]

\[
I_4^{(0)} = (|\zeta|^2 - c_n^2)(\partial_n \phi_1^{(0)} - \phi_2^{(1)}), \quad g_4^{(0)} = -4 \int_0^\infty \gamma_2^{(1)}(z) \, dz \, \zeta_n - b_2^{(1)}(|\zeta|^2 - 3c_n^2)B,
\]

\[
I_5^{(0)} = 0, \quad g_5^{(0)} = -\frac{1}{3} (|\zeta|^2 - 3c_n^2)B, \quad I_6^{(0)} = 0, \quad g_6^{(0)} = -\frac{1}{3} (|\zeta|^2 - 3c_n^2)F + F_d,
\]

and \( c_j^{(0)} \) is a constant to be determined together with the solution \( \phi_j^{(0)} \). It should be noted that, by taking the \( \langle \cdots \rangle \) moment of Eq. (2.90a) multiplied by 1, \( \zeta_n \), and \( |\zeta|^2 \) (conservation laws) and taking into account Eqs. (2.30a) and (2.30b), we have the relations that

\[
\langle \zeta_n \phi_1^{(0)} \rangle = \int_\eta^\infty \gamma_2^{(1)}(z) \, dz, \quad \langle \zeta_n^2 \phi_2^{(0)} \rangle = 0, \quad \langle \zeta_n (|\zeta|^2 - \frac{5}{2}) \phi_2^{(0)} \rangle = \int_\eta^\infty H_2^{(1)}(z) \, dz,
\]

\[
\langle \zeta_n \phi_3^{(0)} \rangle = -\frac{1}{2} \int_\eta^\infty \gamma_1^{(1)}(z) \, dz, \quad \langle \zeta_n^2 \phi_3^{(0)} \rangle = 0, \quad \langle \zeta_n (|\zeta|^2 - \frac{5}{2}) \phi_3^{(0)} \rangle = -\frac{1}{2} \int_\eta^\infty H_1^{(1)}(z) \, dz,
\]

\[
\langle \zeta_n \phi_4^{(0)} \rangle = -2 \int_\eta^\infty \gamma_2^{(1)}(z) \, dz, \quad \langle \zeta_n^2 \phi_4^{(0)} \rangle = -\int_\eta^\infty \Pi_1^{(0)}(z) \, dz,
\]

\[
\langle \zeta_n (|\zeta|^2 - \frac{5}{2}) \phi_4^{(0)} \rangle = -2 \int_\eta^\infty H_2^{(1)}(z) \, dz,
\]

\[
\langle \zeta_n \phi_5^{(0)} \rangle = 0, \quad \langle \zeta_n^2 \phi_5^{(0)} \rangle = 0, \quad \langle \zeta_n (|\zeta|^2 - \frac{5}{2}) \phi_5^{(0)} \rangle = 0,
\]

\[
\langle \zeta_n \phi_6^{(0)} \rangle = 0, \quad \langle \zeta_n^2 \phi_6^{(0)} \rangle = 0, \quad \langle \zeta_n (|\zeta|^2 - \frac{5}{2}) \phi_6^{(0)} \rangle = 0.
\]

2.15.2 Fundamental solutions in \( \phi_{R2}^{(1)} \)

Elements \( \phi_1^{(1)} \) and \( \phi_2^{(1)} \) are the solution of the shear-slip (2.24) and thermal-slip (2.25), respectively. Because of Eq. (2.65), the other elements \( \phi_j^{(1)} \) \((j = 3, 4, \ldots, 8)\) are respectively
the solution of the following problem:

\begin{align}
\zeta_n \partial_n \phi_j^{(1)} &= \mathcal{L}_1[\phi_j^{(1)}] - I_j^{(1)}, \\
\phi_j^{(1)} &= -2\mathcal{K}_1[1] b_j^{(1)} + \mathcal{K}_1[\phi_j^{(1)}] + \mathcal{K}_1[g_j^{(1)}], \quad \zeta_n > 0, \eta = 0, \\
\phi_j^{(1)} &\to 0 \quad \text{as} \quad \eta \to \infty,
\end{align}

where

\begin{align*}
I_3^{(1)} &= \phi_3^{(0)}, \quad g_3^{(1)} = 2\zeta_n F, \quad I_4^{(1)} = 0, \quad g_4^{(1)} = -(D_1 + \zeta_n^2 D_2), \\
I_5^{(1)} &= \frac{1}{2}(|\xi|^2 - \zeta_n^2) \partial_{n} \phi_1^{(1)}, \quad g_5^{(1)} = -2D_1 - \frac{1}{2}(|\xi|^2 - \zeta_n^2) D_2, \\
I_6^{(1)} &= \frac{1}{2} \partial_{\zeta n} (|\xi|^2 - \zeta_n^2) \phi_1^{(1)}), \quad g_6^{(1)} = -D_1 - \frac{1}{2}(|\xi|^2 - 3\zeta_n^2) D_2, \\
I_7^{(1)} &= \frac{1}{2} \partial_{\zeta n} (|\xi|^2 - \zeta_n^2) \phi_1^{(1)} + \phi_1^{(0)}, \quad g_7^{(1)} = 0, \quad I_8^{(1)} = \frac{1}{2}(|\xi|^2 - \zeta_n^2) \partial_{\zeta n} \phi_2^{(1)} + g_8^{(1)} = 0,
\end{align*}

and \( b_j^{(1)} \) is a constant to be determined together with the solution \( \phi_j^{(1)} \). Again, by taking the \( \langle \cdots \rangle \) moment of Eq. (2.91a) multiplied by \( (|\xi|^2 - \zeta_n^2) \) (momentum conservation) and taking into account Eqs. (2.30a) and (2.30b), we have the relations that

\begin{align*}
\langle \zeta_n (|\xi|^2 - \zeta_n^2) \phi_3^{(1)} \rangle &= \int_\eta^\infty \Pi_1^{(0)}(z) dz, \quad \langle \zeta_n (|\xi|^2 - \zeta_n^2) \phi_4^{(1)} \rangle = 0, \quad \langle \zeta_n (|\xi|^2 - \zeta_n^2) \phi_5^{(1)} \rangle = 0, \\
\langle \zeta_n (|\xi|^2 - \zeta_n^2) \phi_6^{(1)} \rangle &= 0, \quad \langle \zeta_n (|\xi|^2 - \zeta_n^2) \phi_7^{(1)} \rangle = \int_\eta^\infty \Pi_1^{(0)}(z) dz, \quad \langle \zeta_n (|\xi|^2 - \zeta_n^2) \phi_8^{(1)} \rangle = 0.
\end{align*}

### 2.15.3 Fundamental solutions in \( \phi_{K2}^{(2)} \)

Thanks to Eq. (2.68), the problem for \( \phi_j^{(2)} \) (\( j = 1, 2, 3, 4 \)) is reduced to

\begin{align}
\zeta_n \partial_n \phi_j^{(2)} &= \mathcal{L}_2[\phi_j^{(2)}] - I_j^{(2)}, \\
\phi_j^{(2)} &= \mathcal{K}_2[\phi_j^{(2)}] + \mathcal{K}_2[g_j^{(2)}], \quad \zeta_n > 0, \eta = 0, \\
\phi_j^{(2)} &\to 0 \quad \text{as} \quad \eta \to \infty,
\end{align}

where

\begin{align*}
I_1^{(2)} &= \partial_{n} \phi_1^{(2)} - \phi_2^{(2)}, \quad g_1^{(2)} = -b_2^{(1)} B, \quad I_2^{(2)} = \phi_2^{(2)} + g_2^{(2)} = b_2^{(1)} B + F, \\
I_3^{(2)} &= \phi_1^{(2)}, \quad g_3^{(2)} = b_1^{(1)} B - \zeta_n D_2, \quad I_4^{(2)} = 0, \quad g_4^{(2)} = -\frac{1}{2} \zeta_n D_2.
\end{align*}
2.15.4 Fundamental solutions in $\phi_{K2}^{(3)}$

Thanks to Eq. (2.69), the problem for $\phi_j^{(3)}$ ($j = 1, 2$) is reduced to

$$\zeta_n \partial_\eta \phi_j^{(3)} = L_4[\phi_j^{(3)}] - I_j^{(3)},$$

$$\phi_j^{(3)} = K_4[\phi_j^{(3)}] + \bar{K}_4[g_j^{(3)}], \ zeta_n > 0, \ \eta = 0,$$

$$\phi_j^{(3)} \to 0 \quad \text{as} \quad \eta \to \infty,$$

where

$$I_1^{(3)} = \partial_\zeta_n \phi_2^{(1)}, \ g_1^{(3)} = 0, \quad I_2^{(3)} = \partial_\zeta_n \phi_1^{(1)}, \ g_2^{(3)} = -D_2.$$
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Chapter 3

Second-order Knudsen-layer analysis for the generalized slip-flow theory I

3.1 Introduction

Study on the connection between the kinetic theory and the fluid-dynamics has a long history [1,2,3] and a number of important results have been obtained for a small or a vanishing limit of the Knudsen number, e.g., Refs. [4,5,6,7,8,9]. Mathematical studies are developing to include the argument of boundary condition for the fluid-dynamical equation [10,11,12]. It seems, however, that they are mainly concerned with the vanishing limit of the Knudsen number and are not intended to describe the gas rarefaction effect itself. In the meantime, a systematic asymptotic theory established in the late 1960s and early 1970s [4,5] and developed further since then [6] provides not only the fluid-dynamic description in the bulk region but also the slip/jump boundary condition and the non-fluid-like correction in a thin layer adjacent to the boundary (the Knudsen layer) for small Knudsen numbers. We call the linear case of this theory the generalized slip-flow theory in the present paper. The generalized slip-flow theory contains rich information on the gas rarefaction effect, giving a fluid-dynamical interpretation to various phenomena occurring for small Knudsen numbers. It also motivates recent studies on time-dependent problems in the framework of the theory [13,14,15].

The theory has been applied to various fundamental problems and is revealed to be practical. However, such applications have been limited mostly to the studies based on the Bhatnagar–Gross–Krook (BGK) [or Boltzmann–Krook–Welander (BKW)] model equation [16,17]. This is due to lack of numerical data at the second order of the Knudsen number for the original Boltzmann equation. Some difficulties in numerical analyses, which could be bypassed for the BGK model, have prevented the preparation of the desired data. Here, the difficulties do not mean a mere numerical cost but rather mean possible singularities inherent in the elemental (or component) half-space problems to be solved.

The present paper reports the first part of our recent attempts to prepare the missing
data that are necessary in applying the theory to specific problems on the basis of the original Boltzmann equation. Assuming the hard-sphere molecules and the diffuse reflection boundary condition, we provide the data for the generalized slip-flow theory, up to the second order of the Knudsen number expansion, except for the curvature effects.

3.2 Generalized slip-flow theory: An outline

3.2.1 Physical setting

We consider a gas around smooth solid bodies which do not change in time their shape and position under the following assumptions: (i) There is no external force and the behavior of the gas is described by the Boltzmann equation for monatomic molecules; (ii) The gas molecules are reflected locally isotropically [6] on the surface of the solid bodies (no net flow across their surface); (iii) The deviation from the reference equilibrium state at rest with density $\rho_0$ and temperature $T_0$ is so small that the equation and the initial and the boundary condition can be linearized around that equilibrium state; (iv) The mean free path $\ell_0$ of a molecule at the reference equilibrium state is much smaller than the characteristic length $L$ of the physical system (i.e., the Knudsen number $Kn = \ell_0/L \ll 1$); (v) The time evolution is initiated by a slow change of the surroundings from the reference equilibrium state.

The time scale of the change $t_0$ in (v) is the same order as that of the viscous and the thermal diffusion, and we set it as $t_0 = (2/\sqrt{\pi})(L^2/\ell_0\sqrt{2RT_0})$, where $R$ is the specific gas constant (the Boltzmann constant $k$ divided by the mass of a molecule $m$). In the actual computations for the Knudsen-layer analysis, we assume the hard-sphere molecules in (i) and the diffuse reflection boundary condition in (ii). For hard-sphere molecules, $\ell_0 = [\sqrt{2\pi d_m^2}(\rho_0/m)]^{-1}$, where $d_m$ is the diameter of a molecule.

3.2.2 Resulting framework

The generalized slip-flow theory consists of first considering the overall behavior of the gas that changes in the scale of the characteristic length (and time) of the system and then introducing the correction in the vicinity of the boundary. The first part is conducted by the Hilbert (or Grad–Hilbert) expansion to yield a set of fluid-dynamic equations. The solution of this set is called the Hilbert part (or solution). The second part is conducted by the
expansion after rescaling (actually stretching) the spatial coordinate in the direction normal to the boundary. This yields a set of slip/jump boundary condition and the associated correction to the fluid-dynamic solution near the boundary. The correction is called the Knudsen-layer correction, which is the primary concern in the present paper.

Let us denote by \( L_x \) the space coordinates, by \( t_0 t \) the time, by \( \rho_0(1+\omega) \) the density of the gas, by \((2RT_0)^{1/2}u_i\) the flow velocity, by \( T_0(1+\tau) \) the temperature, by \( p_0(1+P) \) the pressure with \( p_0 = \rho_0 RT_0 \), and by \((2RT_0)^{1/2}u_{iw} \) and \( T_0(1+\tau_{iw}) \) the velocity and the temperature of the body surface. Since solid bodies change neither the shape nor the position, \( u_{iw} n_i = 0 \), where \( n_i \) is the unit vector normal to the surface, pointed to the gas. We denote the Hilbert part and the Knudsen-layer correction of the macroscopic quantity \( h \) \((h = \omega, u_i, \tau, P)\) by \( h^H \) and \( h^K \), respectively: \( h = h^H + h^K \). Since the Knudsen number is small, we use \( \varepsilon = (\sqrt{\pi}/2)Kn \) as a small parameter. The Hilbert part and the Knudsen-layer correction are obtained by a power series expansion in \( \varepsilon \), which will be denoted as \( h^H = h^H_0 + h^H_1 \varepsilon + h^H_2 \varepsilon^2 + \cdots \) and \( h^K = h^K_0 + h^K_1 \varepsilon + h^K_2 \varepsilon^2 + \cdots \). Actually, the expansion of \( h^K \) starts from \( O(\varepsilon) \), because no correction to the Hilbert solution is required at \( O(1) \).

The resulting set of fluid-dynamic equations, their slip/jump boundary conditions, and the Knudsen-layer corrections up to the second order of the expansion in \( \varepsilon \) are summarized as follows: [13]

\[ \text{Fluid-dynamic equations} \]

\[
\frac{\partial P_{H0}}{\partial x_i} = 0, \quad \text{(3.1a)}
\]
\[
\frac{\partial u_{iHm}}{\partial x_i} + \frac{\partial \omega_{Hm-1}}{\partial t} = 0, \quad \text{(3.1b)}
\]
\[
\frac{\partial u_{iHm}}{\partial t} + \frac{1}{2} \frac{\partial P_{Hm+1}}{\partial x_i} - \frac{1}{2} \frac{\partial^2 u_{iHm}}{\partial x_j^2} + \frac{1}{4} (\gamma_1 \gamma_{10} - 2 \gamma_6) \frac{\partial^4 u_{iHm-2}}{\partial x_j^2 \partial x_k^2} = 0, \quad \text{(3.1c)}
\]
\[
\frac{\partial \tau_{Hm}}{\partial t} - \frac{2}{5} \frac{\partial P_{Hm}}{\partial t} - \frac{1}{2} \frac{\partial^2 \tau_{Hm}}{\partial x_j^2} + \frac{1}{10} \left( \gamma_2 \gamma_3 - \frac{13}{2} \gamma_11 \right) \frac{\partial^4 \tau_{Hm-2}}{\partial x_j^2 \partial x_k^2} = 0, \quad \text{(3.1d)}
\]
\[
P_{Hm+1} = P_{Hm+1} - \frac{1}{6} (\gamma_2 \gamma_1 - 4 \gamma_3) \frac{\partial^2 \tau_{Hm-1}}{\partial x_j^2} + \frac{1}{5} \frac{\partial P_{Hm-1}}{\partial t}, \quad \text{(3.1e)}
\]
\[
P_{Hm} = \omega_{Hm} + \tau_{Hm}, \quad \text{(3.1f)}
\]

where \( m = 0, 1, 2 \) and the quantities \( h_{H-1} \) and \( h_{H-2} \) \((h = \omega, u_i, \tau, P)\) should be read as zero.

The \( \gamma \)'s occurring in the equations are positive constants corresponding to the transport coefficients at the reference state; \( \gamma \)'s are all unity for the BGK model, while they are
respective $\gamma_1 = 1.27004247$, $\gamma_2 = 1.922284066$, $\gamma_3 = 1.947906335$, $\gamma_6 = 1.419423836$, $\gamma_{10} = 1.63607346$, and $\gamma_{11} = 2.7931173$ for hard-sphere molecules.

**Slip/jump boundary condition and the Knudsen-layer correction**

\[
\begin{align*}
\left[ (u_{i\text{Hm}} - u_{i\text{wm}}) t_i \right] & = \frac{\partial u_{i\text{Hm}-1}}{\partial x_j} n_j t_i \left[ b_{1}^{(1)} Y_1^{(1)}(\eta) \right] + \frac{\partial \tau_{\text{Hm}-1}}{\partial x_i} t_i \left[ b_{2}^{(1)} Y_2^{(1)}(\eta) \right] \\
& + \frac{\partial^2 \tau_{\text{Hm}-2}}{\partial x_j \partial x_i} n_j t_i \left[ b_{3}^{(1)} Y_3^{(1)}(\eta) \right] + \frac{\partial}{\partial x_i} \frac{\partial u_{i\text{Hm}-2}}{\partial x_k} n_i n_j t_k \left[ b_{4}^{(1)} Y_4^{(1)}(\eta) \right] \\
& = \frac{\partial u_{i\text{Hm}-2}}{\partial x_j} n_i t_j \left[ b_{5}^{(1)} Y_5^{(1)}(\eta) \right] + \kappa_{ij} \frac{\partial u_{i\text{Hm}-2}}{\partial x_k} n_k t_i \left[ b_{6}^{(1)} Y_6^{(1)}(\eta) \right] \\
& + \kappa_{ij} \frac{\partial \tau_{\text{Hm}-2}}{\partial x_i} t_j \left[ b_{7}^{(1)} Y_7^{(1)}(\eta) \right] + \frac{\partial \tau_{\text{Hm}-2}}{\partial x_i} t_i \left[ b_{8}^{(1)} Y_8^{(1)}(\eta) \right],
\end{align*}
\]

\[
\left[ u_{i\text{Hm}n_i} \right] = \frac{1}{2} \frac{\partial}{\partial x_i} \frac{\partial u_{i\text{Hm}-2}}{\partial x_k} n_i n_j n_k \left[ \int_0^{\infty} Y_1^{(1)}(z) dz \right] \\
+ \left[ 2 \kappa \frac{\partial \tau_{\text{Hm}-2}}{\partial x_i} n_i - \frac{\partial^2 \tau_{\text{Hm}-2}}{\partial x_i \partial x_j} (\delta_{ij} - n_i n_j) \right] \left[ \int_0^{\infty} Y_2^{(1)}(z) dz \right],
\]

\[
\begin{align*}
\left[ \frac{\tau_{\text{Hm}} - \tau_{\text{wm}}}{\omega_{\text{Kn}}}, \frac{\tau_{\text{Kn}}}{\omega_{\text{Kn}}} \right] & = \frac{\partial \tau_{\text{Hm}-1}}{\partial x_i} n_i \left[ c_{\text{1}}^{(0)} \Omega_{1}^{(0)}(\eta) \right] + \frac{\partial u_{i\text{Hm}-1}}{\partial x_i} \left[ c_{\text{1}}^{(0)} \Omega_{1}^{(0)}(\eta) \right] \\
& + \frac{\partial^2 \tau_{\text{Hm}-1}}{\partial x_i \partial x_j} n_i n_j \left[ c_{\text{2}}^{(0)} \Omega_{2}^{(0)}(\eta) \right] + \frac{\partial^2 \tau_{\text{Hm}-1}}{\partial x_i \partial x_j} \left[ c_{\text{2}}^{(0)} \Omega_{2}^{(0)}(\eta) \right] \\
& + \frac{\partial}{\partial x_i} \frac{\partial u_{i\text{Hm}-2}}{\partial x_k} n_i n_j n_k \left[ c_{\text{3}}^{(0)} \Omega_{3}^{(0)}(\eta) \right] + \frac{\partial \tau_{\text{Hm}-2}}{\partial x_i} n_i \left[ c_{\text{4}}^{(0)} \Omega_{4}^{(0)}(\eta) \right],
\end{align*}
\]

\[
P_{\text{Kn}} = \omega_{\text{Kn}} + \tau_{\text{Kn}},
\]

where $m = 0, 1, 2$ and $f_{ij} = f_{ij} + f_{ji} - (2/3) f_{kk} \delta_{ij}$ ($\delta_{ij}$ is the Kronecker delta). In (3.2), the quantities with the subscript H or w denote their values at the (dimensionless) surface position $x_{iw}$, and $t_i$ (or $n_i$) is a unit vector tangential (or normal) to the surface at $x_{iw}$. The quantities with the subscript K depend on $\eta$ as well as $x_{iw}$, where $\eta$ is the stretched spatial coordinate normal to the surface at $x_{iw}$ such that the position $x_i$ in the Knudsen layer is expressed by $x_i = x_{iw} + \varepsilon \eta n_i$. The surface velocity and temperature are also expanded in a power series of $\varepsilon$: $h_w = h_{w0} + h_{w1} \varepsilon + h_{w2} \varepsilon^2 + \cdots$ (h = $u_i$, $\tau$). The effect of surface curvature
occurs through the terms with $\kappa$‘s defined by

$$\bar{\kappa} = \frac{1}{2} (\kappa_1 + \kappa_2), \quad \kappa_{ij} = \kappa_1 \ell_i \ell_j + \kappa_2 m_i m_j.$$  (3.3)

Here $\kappa_1/L$ and $\kappa_2/L$ are the principal curvatures of the boundary, with $\kappa_1$ and $\kappa_2$ being taken negative when the corresponding center of curvature lies on the gas side; $\ell_i$ and $m_i$ are the direction cosines of the principal directions corresponding to $\kappa_1$ and $\kappa_2$, respectively.

Many terms degenerate from Eqs. (3.1) and (3.2) when $m = 0, 1$. For instance, the boundary condition at $O(1)$, namely for $m = 0$, is none other than the non-slip/non-jump condition; the slip/jump may occur at the first or higher order of $\varepsilon$. The reader is referred to Refs. [6] and [13] for the discussions on the main features of the above system. The system can be solved from the lowest order to determine the time-dependent behavior of the gas under the considered situation, provided that the data of the slip/jump coefficients $c_1^{(0)} \sim c_6^{(0)}$, $b_1^{(1)} \sim b_8^{(1)}$, $\int_0^\infty Y_1^{(1)}(z)dz$, $\int_0^\infty Y_2^{(1)}(z)dz$ and the elemental (or component) Knudsen-layer functions $\Omega_1^{(0)}(\eta) \sim \Omega_6^{(0)}(\eta)$, $\Theta_1^{(0)}(\eta) \sim \Theta_6^{(0)}(\eta)$, $Y_1^{(1)}(\eta) \sim Y_8^{(1)}(\eta)$ are available. They are obtained by solving elemental (or component) half-space problems of the linearized Boltzmann equation, which may be homogeneous or inhomogeneous depending on that component.

### 3.2.3 Remaining issue

Since the first publication of the generalized slip-flow theory [4,5], the complete set of the slip/jump coefficients and the associated Knudsen-layer corrections has been available only for the BGK model. For the original Boltzmann equation, difficulties in directly solving the component problems have prevented preparing the corresponding data. Even for hard-sphere molecules under the diffuse reflection condition, the component problems have been tackled only for the problems of temperature jump ($c_1^{(0)}, \Omega_1^{(0)}, \Theta_1^{(0)}$), shear slip ($b_1^{(1)}, Y_1^{(1)}$), thermal slip ($b_2^{(1)}, Y_2^{(1)}$), thermal-stress slip ($b_3^{(1)}, Y_3^{(1)}$), and thermal inertia due to time evolution ($c_6^{(0)}, \Omega_6^{(0)}, \Theta_6^{(0)}$) [18,19,20,21].

Recently, we have succeeded in Ref. [13] to prepare the complete set of slip/jump coefficients up to the second order of $\varepsilon$ by making use of the theory of symmetry relation [22]. This method is, however, indirect, and the information on the Knudsen-layer structure at the second order is still far from complete. In the present work, we numerically solve the component problems at the second order of $\varepsilon$. We shall focus on the component problems
related to \((c_2^{(0)}, \Omega_2^{(0)}, \Theta_2^{(0)}), (c_3^{(0)}, \Omega_3^{(0)}, \Theta_3^{(0)}), (c_5^{(0)}, \Omega_5^{(0)}, \Theta_5^{(0)}), \) and \((b_4^{(1)}, \gamma_4^{(1)})\) only. These problems might be handled by the finite-difference method as in Ref. [20]. Nevertheless, we take a new approach that makes use of the integral formulation of the Boltzmann equation, the formulation that has been effective in the study of singularities [23,24]. The primary motivation of this approach is that the remaining component problems, which are related to the curvature effect and left to a separate paper, contain a much delicate matter, requiring a new methodology for the numerical analysis.

### 3.3 Knudsen-layer problems

Let us denote by \((2RT_0)^{1/2}\zeta\) the molecular velocity and introduce the notation \(\zeta = |\zeta|\) and \(\mu = \zeta n_i/\zeta\), where \(-1 \leq \mu \leq 1\) and \(0 \leq \zeta < \infty\). Then, the component problems for the Knudsen layer admit a similarity solution of three arguments \((\eta, \mu, \zeta)\) and are reduced to the following two types of boundary-value problems by assuming the hard-sphere molecules and the diffuse reflection boundary condition:

\[
\mu \zeta \frac{\partial \phi_\alpha}{\partial \eta} = -\nu(\zeta) \phi_\alpha + C[\phi_\alpha] - I_\alpha(\eta, \mu, \zeta), \quad (3.4a)
\]

\[
\phi_\alpha = -\sigma_\alpha^{(0)} - c_\alpha^{(0)} \zeta^2 + g_\alpha(\mu, \zeta), \quad (\mu \zeta > 0, \ \eta = 0), \quad (3.4b)
\]

\[
\phi_\alpha \to 0, \quad \text{as} \ \eta \to \infty, \quad (3.4c)
\]

and

\[
\mu \zeta \frac{\partial \psi_\beta}{\partial \eta} = -\nu(\zeta) \psi_\beta + C^S[\psi_\beta] - I_\beta^S(\eta, \mu, \zeta), \quad (3.5a)
\]

\[
\psi_\beta = -2b_\beta^{(1)} + g_\beta^S(\mu, \zeta), \quad (\mu \zeta > 0, \ \eta = 0), \quad (3.5b)
\]

\[
\psi_\beta \to 0, \quad \text{as} \ \eta \to \infty. \quad (3.5c)
\]

Here

\[
\nu(\zeta) = \frac{1}{2\sqrt{2}} \left[ \exp(-\zeta^2) + \left( 2\zeta + \frac{1}{\zeta} \right) \int_0^\zeta \exp(-\xi^2) d\xi \right];
\]

\(C\) is an integral operator acting on a function of \(\zeta\) to be defined soon later; and \(g_\alpha, I_\alpha, g_\beta^S, \) and \(I_\beta^S\) are given functions. \(I_\alpha\) and \(I_\beta^S\) are supposed to decay fast in \(\eta\). The solution \(\phi_\alpha\) (or \(\psi_\beta\)) \((\alpha = 1, \ldots, 6; \ \beta = 1, \ldots, 8)\) is a function of \(\eta, \mu,\) and \(\zeta\). It is determined together with the constants \(\sigma_\alpha^{(0)}\) and \(c_\alpha^{(0)}\) [or \(b_\beta^{(1)}\)] for every given \((I_\alpha, g_\alpha)\) [or \((I_\beta^S, g_\beta^S)\)] [25]. The operator \(C\)
is defined by
\[
C[\phi](\zeta) = \int [k_1(\zeta, \xi) - k_2(\zeta, \xi)] \phi(\xi) d\xi,
\]
\[
k_1(\zeta, \xi) = \frac{1}{\sqrt{2\pi}|\zeta - \xi|} \exp\left(-|\xi|^2 + \frac{|\xi \times \zeta|^2}{|\xi - \zeta|^2}\right),
\]
\[
k_2(\zeta, \xi) = \frac{|\zeta - \xi|}{2\sqrt{2\pi}} \exp(-|\xi|^2).
\]

Thanks to its spherical and axial symmetry, \(C[\phi_\alpha]\) becomes a function of \(\mu\) and \(\zeta\) (and \(\eta\)) for the function \(\phi_\alpha(\eta, \mu, \zeta)\). On the other hand, \(C^S\) is defined for functions of \(\mu\) and \(\zeta\) (and \(\eta\)) through \(C\), making use of its axial symmetry:
\[
\zeta_i t_i C^S[\psi_\beta] = C[\zeta_i t_i \psi_\beta].
\]

Once the solutions are obtained, \(\Omega^{(0)}_\alpha(\eta), \Theta^{(0)}_\alpha(\eta),\) and \(Y^{(1)}_\beta(\eta)\) are obtained as their moment:
\[
\Omega^{(0)}_\alpha(\eta) = \langle \phi_\alpha \rangle, \quad \Theta^{(0)}_\alpha(\eta) = \frac{2}{3} \left(\frac{2}{3} - \frac{3}{2}\right) \phi_\alpha, \quad (3.6)
\]
\[
Y^{(1)}_\beta(\eta) = \frac{1}{2} \langle \zeta^2(1 - \mu^2) \psi_\beta \rangle, \quad (3.7)
\]
where \(\langle f \rangle = \int f(\xi)E(|\xi|) d\xi\) with \(E(z) = \pi^{-3/2} \exp(-z^2)\).

Our present concern is the case \(\alpha = 2, 3, 5\) and \(\beta = 4\), for which \((\mathcal{I}_\alpha, g_\alpha)\) and \((\mathcal{I}^S_\beta, g^S_\beta)\) are given as
\[
\mathcal{I}_2 = \frac{1}{2} \zeta^2(1 - \mu^2) \psi_2(\eta, \mu, \zeta), \quad (3.8a)
\]
\[
g_2 = 2\mu \zeta \int_0^\infty Y^{(1)}_2(z) dz + \frac{1}{2} \zeta^2(1 - 3\mu^2)[b_2^{(1)} B(\zeta) + F(\zeta)], \quad (3.8b)
\]
\[
\mathcal{I}_3 = -\frac{1}{4} \zeta^2(1 - \mu^2) \psi_1(\eta, \mu, \zeta), \quad (3.8c)
\]
\[
g_3 = -\mu \zeta \int_0^\infty Y^{(1)}_1(z) dz - \frac{1}{4} b_1^{(1)} \zeta^2(1 - 3\mu^2) B(\zeta) - \frac{1}{2} \mu \zeta [D_1(\zeta) - \zeta^2(1 - 2\mu^2) D_2(\zeta)], \quad (3.8d)
\]
\[
\mathcal{I}_4 = 0, \quad g_4 = -\frac{1}{3} \zeta^2(1 - 3\mu^2) B(\zeta), \quad (3.8e)
\]
\[
\mathcal{I}^S_4 = 0, \quad g^S_4 = -[D_1(\zeta) + \mu^2 \zeta^2 D_2(\zeta)]. \quad (3.8f)
\]

Here \(\psi_1\) and \(\psi_2\) are respectively the solution of the problem (3.5) with
\[
\mathcal{I}^S_1 = 0, \quad g^S_1 = \mu \zeta B(\zeta), \quad \mathcal{I}^S_2 = 0, \quad g^S_2 = A(\zeta), \quad (3.9)
\]
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(the so-called shear-slip and thermal-slip problems [26,6]), and \((b_1^{(1)}, Y_1^{(1)}) \) and \((b_2^{(1)}, Y_2^{(1)}) \) are their associated slip coefficient and Knudsen-layer function, all of which have already been obtained in Ref. [19]. Hence \(I_2 \) and \(I_3 \) in Eq. (3.8) indeed decay fast in \(\eta \). The functions \(A, B, F, D_1, \) and \(D_2 \) of \(\zeta \) are familiar solutions of the following integral equations:

\[
\mathcal{L}[\zeta_i A(\zeta)] = -\zeta_i (\zeta^2 - 5/2), \quad \text{subsidiary condition: } \langle \zeta^2 A(\zeta) \rangle = 0,
\]

\[
\mathcal{L}[\zeta_{ij} B(\zeta)] = -2\zeta_{ij} \quad \mathcal{L}[\zeta_{ij} F(\zeta)] = \zeta_{ij} A(\zeta),
\]

\[
\mathcal{L}[\zeta_{ijk} D_1(\zeta) + \zeta_{ij} \zeta_k D_2(\zeta)] = \gamma_1 (\zeta_{ijk} + \zeta_{jik} + \zeta_{kij}) - \zeta_{ijk} \zeta_{ik} B(\zeta),
\]

subsidiary condition: \(\langle 5\zeta^2 D_1(\zeta) + \zeta^4 D_2(\zeta) \rangle = 0,\)

where \(\mathcal{L}[f] = -\nu(\zeta) f + \mathcal{C}[f] \) and \(\zeta_{ij} = \zeta_i \zeta_j - (1/3) \zeta^2 \delta_{ij} \).

### 3.4 Numerical analysis

As mentioned at the end of Sec. 3.2.3, our numerical method is based on the integral form of Eqs. (3.4) and (3.5).

#### 3.4.1 Integral formulation

Multiplied by \(E(\zeta)\) and integrated with respect to \(\eta\), both of the problems (3.4) and (3.5) are transformed into

\[
\Phi(\eta, \mu, \zeta) = G(\mu, \zeta) \exp(-\frac{\nu(\zeta) \eta}{\mu \zeta}) + \frac{1}{\mu \zeta} \int_0^\eta \mathcal{C}[\Phi](s, \mu, \zeta) \exp(\frac{\nu(\zeta)(s - \eta)}{\mu \zeta}) ds
\]

\[
+ \frac{1}{\mu \zeta} \int_0^\eta \mathcal{C}[\Phi](s, \mu, \zeta) \exp(\frac{\nu(\zeta)(s - \eta)}{\mu \zeta}) ds, \quad (\mu \zeta > 0), \quad (3.10a)
\]

\[
\Phi(\eta, \mu, \zeta) = \frac{1}{\mu \zeta} \int_\infty^\eta \mathcal{C}[\Phi](s, \mu, \zeta) \exp(\frac{\nu(\zeta)(s - \eta)}{\mu \zeta}) ds
\]

\[
+ \frac{1}{\mu \zeta} \int_\infty^\eta \mathcal{C}[\Phi](s, \mu, \zeta) \exp(\frac{\nu(\zeta)(s - \eta)}{\mu \zeta}) ds, \quad (\mu \zeta < 0), \quad (3.10b)
\]

with

\[
\Phi(\eta, \mu, \zeta) \to 0, \quad \text{as } \eta \to \infty, \quad (3.10c)
\]

\[
\Psi(\eta, \mu, \zeta) = \begin{cases} 
-\frac{1}{\mu \zeta} \int_0^\eta I(s, \mu, \zeta) \exp(\frac{\nu(\zeta)(s - \eta)}{\mu \zeta}) ds, \quad (\mu \zeta > 0), \\
-\frac{1}{\mu \zeta} \int_\infty^\eta I(s, \mu, \zeta) \exp(\frac{\nu(\zeta)(s - \eta)}{\mu \zeta}) ds, \quad (\mu \zeta < 0).
\end{cases} \quad (3.10d)
\]

72
Here, Φ, C, I, and G should be read as \(\Phi = \phi_\alpha E - \Psi\), \(C[f] = C[fE^{-1}]E\), \(I = I_\alpha E\), and \(G = (-\sigma_\alpha^{(0)} - c_\alpha^{(0)} \zeta^2 + g_\alpha)E\) (\(\alpha = 2, 3, 5\)) for problem (3.4), while they should be read as \(\Phi = \psi_\beta E - \Psi\), \(C[f] = C_S[fE^{-1}]E\), \(I = I_S E\), and \(G = (-2b_\beta^{(1)} + g_\beta^S)E\) (\(\beta = 4\)) for problem (3.5). Remember that \(I\) decays fast in \(\eta\), so does \(\Psi\). In the above, the original solution \(\phi_\alpha E\) or \(\psi_\beta E\) is split into the given part \(\Psi\) and unknown part \(\Phi\). The equation for \(\Phi\) is none other than the integral form of the inhomogeneous Boltzmann equation with \(C[\Psi]\) being its inhomogeneous term. The conditions (3.4c) and (3.5c) are reduced to Eq. (3.10c), because \(\Psi \to 0\) as \(\eta \to \infty\). The condition (3.10c) is required, otherwise the constants \(\sigma_\alpha^{(0)}\), \(c_\alpha^{(0)}\), and \(b_\beta^{(1)}\) are not determined [25].

Since \(C\) is the integral operator, \(C[f]\) is mild even if its argument function \(f\) is not; thus the factor of steep variation of \(\Phi\) in \((\mu, \zeta)\) is picked up explicitly in the above integral form. When \(\Phi = \phi_2 E - \Psi\) or \(\phi_3 E - \Psi\), \(I\) contains \(\psi_2\) or \(\psi_1\), the solution of the thermal- or shear-slip problem. In the case, the steep variation of \(\Psi\) in \((\mu, \zeta)\) is, at a glance, less clear than that of \(\Phi\). However, since \(\psi_1\) and \(\psi_2\) are respectively the solution of Eq. (3.5) with (3.9), we can rewrite \(\Psi\) in a way that the factor of steep variation is explicit. Namely, in the case of \(\Phi = \phi_2 E - \Psi\), \(\Psi\) can be written as

\[
\Psi = -\frac{1 - \mu^2}{2\mu} \zeta \left\{ (-2b_2^{(1)} + g_2^S)E(\zeta)\eta \exp\left(-\frac{\nu(\zeta)\eta}{\mu\zeta}\right) \right. \\
+ \frac{1}{\mu\zeta} \int_0^\eta (\eta - s)C[\psi_2 E](s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s - \eta)}{\mu\zeta}\right) ds \}, \quad (\mu\zeta > 0),
\]

(3.11a)

\[
\Psi = -\frac{1 - \mu^2}{2\mu} \int_\infty^\eta (\eta - s)C[\psi_2 E](s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s - \eta)}{\mu\zeta}\right) ds, \quad (\mu\zeta < 0),
\]

(3.11b)

where \(C[\psi_2 E] = C_S[\psi_2 E]\). In the case of \(\Phi = \phi_3 E - \Psi\), the above \((-2b_2^{(1)} + g_2^S)\) and \(\psi_2\) are replaced by \(-1/2)(-2b_1^{(1)} + g_1^S)\) and \(-1/2)\psi_1\).

In this way, with the aid of the integral formulation, we can pick up the factor of steep variation in \((\mu, \zeta)\), which will be advantageous when the detailed information on the velocity distribution function is required, especially near the boundary.

### 3.4.2 Plan of numerical computation

In the computation for solving Eq. (3.10), we first prepare the accurate data of \(C[\Psi]\) from Eq. (3.10d). Then, we abandon the condition (3.10c) and solve Eqs. (3.10a) and (3.10b) with \(G\) being replaced by \(\tilde{G} \equiv (-\tilde{\sigma} - \tilde{c}\zeta^2 + g_\alpha)E\) [or \((-2\tilde{b} + g_\beta^S)E\)], where \(\tilde{\sigma}\) and \(\tilde{c}\) (or \(\tilde{b}\))
are given constants. Let us denote by $\Phi$ the (numerical) solution that is obtained with this process. The difference of $\tilde{\sigma}$ and $\tilde{c}$ (or $\tilde{b}$) from the desired $\sigma_0(0)$ and $c_0(0)$ (or $b_1(1)$) results in the asymptote of $\Phi$ such that $\Phi \to (\sigma_0(0) - \tilde{\sigma})E + (c_0(0) - \tilde{c})\zeta^2E$ [or $2(b_1(1) - \tilde{b})E$] as $\eta \to \infty$. This property allows us to determine the constants $\sigma_0(0)$ and $c_0(0)$ (or $b_1(1)$) by

$$
\sigma_0^{(0)} = \tilde{\sigma} - 2\pi \int_0^\infty \int_{-1}^1 \zeta^2(\zeta^2 - \frac{5}{2})\Phi(\eta \to \infty, \mu, \zeta)d\mu d\zeta,
$$

$$
c_0^{(0)} = \tilde{c} + \frac{4\pi}{3} \int_0^\infty \int_{-1}^1 \zeta^2(\zeta^2 - \frac{3}{2})\Phi(\eta \to \infty, \mu, \zeta)d\mu d\zeta,
$$

$$
\left[\text{or } b^{(1)}_\beta = \tilde{b} + \pi \int_0^\infty \int_{-1}^1 \zeta^4(1 - \mu^2)\Phi(\eta \to \infty, \mu, \zeta)d\mu d\zeta,\right]
$$

and, in turn, to determine $\Phi$ by

$$
\Phi = \Phi - (\sigma_0^{(0)} - \tilde{\sigma})E - (c_0^{(0)} - \tilde{c})\zeta^2E. \quad \left[\text{or } \Phi = \Phi - 2(b^{(1)}_\beta - \tilde{b})E.\right]
$$

For the actual computation, we introduce a finite large distance $d$ from the boundary, beyond which $\Phi$ may be regarded as that at infinity and $\Psi$ may be discarded because of its fast decay in $\eta$ (see the first paragraph of Sec. 3.4.1). Then, the problem for $\Phi$ is reduced to

$$
\Phi(\eta, \mu, \zeta) = \tilde{\Phi}(\eta, \mu, \zeta) + \frac{1}{\mu\zeta} \int_0^\eta C[\tilde{\Phi}](s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s - \eta)}{\mu\zeta}\right)ds,
$$

$$
\Phi(d, \mu, \zeta) = \tilde{\Phi}(d, \mu, \zeta) + \frac{1}{\mu\zeta} \int_0^\eta C[\Phi](s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s - \eta)}{\mu\zeta}\right)ds, \quad (\mu\zeta > 0), \quad (3.12a)
$$

$$
\tilde{\Phi}(\eta, \mu, \zeta) = \tilde{\Phi}(d, \mu, \zeta) + \frac{1}{\mu\zeta} \int_0^\eta C[\tilde{\Phi}](s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s - \eta)}{\mu\zeta}\right)ds,
$$

$$
\tilde{\Phi}(d, \mu, \zeta) = \tilde{\Phi}(d, \mu, \zeta) + \frac{1}{\mu\zeta} \int_0^\eta C[\Phi](s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s - \eta)}{\mu\zeta}\right)ds, \quad (\mu\zeta < 0). \quad (3.12b)
$$

Accordingly, $\infty$'s in Eq. (3.10d) or (3.11) may be replaced by $d$ because discarding $\Psi$ beyond $d$ implies discarding $I$ beyond $d$. All the computations are thus reduced inside a finite region $0 \leq \eta \leq d$. The occurrence of $\tilde{\Phi}(d, -\mu, \zeta)$ on the right-hand side of Eq. (3.12b) comes from that $\tilde{\Phi}(d, \mu, \zeta) = \Phi(d, -\mu, \zeta)$ for $d$ sufficiently large, thanks to its asymptotic form for $\eta \to \infty$. We solve the system (3.12) numerically by iteration for a certain fixed value of $d$. To be a little more specific, we evaluate $C[\tilde{\Phi}]$ with an initial guess of $\Phi$ and solve Eq. (3.12a) first. This gives the data $\tilde{\Phi}(d, -\mu, \zeta)$ in Eq. (3.12b), which allows us to solve Eq. (3.12b)
next. Then we refine the evaluation of \( C[\tilde{\Phi}] \) with the updated \( \tilde{\Phi} \), and repeat the same process until the numerical solution satisfies a criteria of convergence. The appropriateness of the value of \( d \) is judged a posteriori from the result.

### 3.4.3 Discretization and some details of numerical method

Thanks to the factor \( E \), \( \tilde{\Phi} \) is expected to decay rapidly in \( \zeta \). Thus, we truncate the region of \( \zeta \) at \( \zeta = Z(>0) \) for a properly chosen constant \( Z \) and restrict the computation in the region \(-1 \leq \mu \leq 1, 0 \leq \zeta \leq Z, \) and \( 0 \leq \eta \leq d \). Justification of the chosen value of \( Z \) is made a posteriori again from the resulting solution. Non-uniform discretization is made in order to capture the possible steep variation of \( \tilde{\Phi} \). The grid in molecular velocity space (\( \mu, \zeta \)) is arranged two-fold: one is the grid for capturing the milder function \( C[\tilde{\Phi}] \) (and \( C[\Psi] \)), while the other is that for capturing \( \tilde{\Phi} \) (and \( \Psi \)) to compute \( C[\tilde{\Phi}] \) (and \( C[\Psi] \)) enough accurately. The latter grid should be finer than the former. In the standard grid system, namely (S1,M1) in Sec. 3.7.1, we set \( Z = 5.0 \) and \( d = 44.46 \), and arrange 251 grid points in \( \eta \) space; the two-fold grid in \( \mu-\zeta \) space consists of \( 257 \times 141 \) and \( 449 \times 161 \) points. More details are found in Sec. 3.7.1.

For the spatial coordinate \( \eta \) and related integration, we arrange \( 2N_{\eta} + 1 \) grid points, say \( \eta^{(i)} \) (\( i = 0, 1, \ldots, 2N_{\eta} \)), in the region \( 0 \leq \eta \leq d \):

\[
0 = \eta^{(0)} < \eta^{(1)} < \cdots < \eta^{(2N_{\eta})} = d. \tag{3.13}
\]

The functions \( \tilde{\Phi} \) and \( \Psi \) are evaluated on these points. In carrying out the integration with respect to \( s \) in Eq. (3.12), \( C[\tilde{\Phi}] \) and \( C[\Psi] \) are interpolated with a piecewise quadratic function from their data on the grid points \( \{ \eta^{(i)} \} \).\(^1\) The related integrals are commonly expressed as

\[
T[F](\eta, \mu, \zeta) = \begin{cases} 
\frac{1}{\mu \zeta} \int_{0}^{\eta} C[F](s, \mu, \zeta) \exp\left( \frac{\nu(\zeta)(s-\eta)}{\mu \zeta} \right) ds, & (\mu \zeta > 0), \\
\frac{1}{\mu \zeta} \int_{d}^{\eta} C[F](s, \mu, \zeta) \exp\left( \frac{\nu(\zeta)(s-\eta)}{\mu \zeta} \right) ds, & (\mu \zeta < 0), 
\end{cases} \tag{3.14}
\]

with \( F = \tilde{\Phi} \) or \( \Psi \). By the piecewise quadratic interpolation for \( C[F] \) in \( s \), \( T[F] \) is computed as

\[
T[F](\eta^{(i)}, \mu, \zeta) = \sum_{r=0}^{2N_{\eta}} S_{i,r}(\mu, \zeta) C[F](\eta^{(r)}, \mu, \zeta), \tag{3.15}
\]

\(^1\)The quadratic interpolation cannot capture a possible logarithmic divergence of the gradient of \( \tilde{\Phi} \) with respect to \( \mu \zeta \) on the boundary for \( \mu \zeta = 0^- \), which is discussed in Ref. [24]. However, it does capture the logarithmic divergence of the gradient of the Knudsen-layer functions with respect to \( \eta \) (see Ref. [24]), thanks to the integral formulation. See the last paragraph of Sec. 3.5.2.
with

$$S_{i,r}(\mu, \zeta) = \begin{cases} \frac{1}{\mu \zeta} \int_{0}^{\eta^{(i)}} Y_{r}^{\eta}(s) \exp\left(\frac{\nu(\zeta)(s - \eta^{(i)})}{\mu \zeta}\right) ds, & (\mu \zeta > 0), \\ \frac{1}{\mu \zeta} \int_{d}^{\eta^{(i)}} Y_{r}^{\eta}(s) \exp\left(\frac{\nu(\zeta)(s - \eta^{(i)})}{\mu \zeta}\right) ds, & (\mu \zeta < 0), \end{cases}$$

where \(Y\)'s are the following locally defined piecewise quadratic functions:

\begin{align}
Y_{2r}^{\pm}(y) &= \begin{cases} \frac{(y - z(2r + 2))(y - z(2r + 1))}{(z(2r)-z(2r-1))(z(2r+1)-z(2r+2))}, & (z(2r) < y < z(2r+2)), \\
0, & \text{otherwise}, \end{cases} \\
Y_{2r+1}^{\pm}(y) &= \begin{cases} \frac{(y - z(2r))(y - z(2r+2))}{(z(2r+1)-z(2r))(z(2r+1)-z(2r+2))}, & (z(2r) < y < z(2r+2)), \\
0, & \text{otherwise}. \end{cases}
\end{align}

The functional form of \(S_{i,r}\) can be obtained explicitly, which enables us to perform delicate analyses with numerically obtained data. With the data \(C[\Phi](\eta^{(i)}, \mu, \zeta)\) and \(C[\Psi](\eta^{(i)}, \mu, \zeta)\), we can obtain \(\Phi\) on the spatial grid points \(\{\eta^{(i)}\}\), essentially by the simple summation (3.15).\(^2\)

As already mentioned in the first paragraph of this section, we prepare the two-fold grid system for molecular velocity space. As the primary grid, we arrange \((4N_{\mu} + 1) \times (2N_{\zeta} + 1)\) points, say \((\mu^{(j)}, \zeta^{(k)})\) \((j = -2N_{\mu}, \ldots, 2N_{\mu}; \ k = 0, \ldots, 2N_{\zeta})\) in the region \(-1 \leq \mu \leq 1\) and \(0 \leq \zeta \leq Z:\n
\begin{align*}
0 &= \mu^{(0)} < \mu^{(1)} < \cdots < \mu^{(2N_{\mu} - 1)} < \mu^{(2N_{\mu})} = 1, \\
\mu^{(-j)} &= -\mu^{(j)}, \ (1 \leq j \leq 2N_{\mu}), \\
0 &= \zeta^{(0)} < \zeta^{(1)} < \cdots < \zeta^{(2N_{\zeta})} = Z,
\end{align*}

which have the enough resolution for the mild function \(C[F]\). Then \(C[F](\eta^{(i)}, \mu, \zeta)\) is recovered accurately for any \(\mu\) and \(\zeta\) by the piecewise quadratic interpolation of \(C[F](i,j,k) \equiv C[F](\eta^{(i)}, \mu^{(j)}, \zeta^{(k)})\). Hence \(\tilde{\Phi}(\eta^{(i)}, \mu, \zeta)\) is obtained by Eq. (3.12) accurately for any \(\mu\) and \(\zeta\).

This applies also to \(\Psi(\eta^{(i)}, \mu, \zeta)\).\(^3\)

In order to obtain \(C[F](i,j,k)\), we use the numerical kernel method that was first proposed in Ref. [18]. In this method, the argument function \(F\) is approximated by interpolation from the discretized data of \(F\), so that a grid finer than the primary one is required for achieving

\(^2\)In computing \(\Psi\), the integrations in Eq. (3.11) with \(\infty\) being replaced with \(d\) are performed in the same way. In the case, the piecewise quadratic interpolation is applied to \(C[\psi_{2}E]\).

\(^3\)The primary grid should also have the enough resolution for \(C[\psi_{1}E]\) and \(C[\psi_{2}E]\) in Eq. (3.11) for the accurate computation of \(\Psi\).
the enough resolution of $F$. Therefore, as the secondary grid, we prepare $(4N_M+1) \times (2N_\xi+1)$ points in $\mu-\zeta$ space, say $(M^{(l)}, \xi^{(m)})$ ($l = -2N_M, \ldots, 2N_M; m = 0, \ldots, 2N_\xi$):

$$0 = M^{(0)} < M^{(1)} < \cdots < M^{(2N_M-1)} < M^{(2N_M)} = 1,$$

$$M^{(-l)} = -M^{(l)}, \quad (1 \leq l \leq 2N_M),$$

$$0 = \xi^{(0)} < \xi^{(1)} < \cdots < \xi^{(2N_\xi)} = Z.$$

Note that $N_M > N_\mu$ and $N_\xi > N_\zeta$ and that $F(\eta^{(i)}, M^{(l)}, \xi^{(m)})$ (for short, to be denoted by $F_{[i,l,m]}$ below) on the secondary grid is readily obtained as explained in the previous paragraph. In the present work, we adopt the piecewise quadratic interpolation for $F$:

$$F(\eta^{(i)}, M, \xi) = \sum_{m=0}^{2N_\zeta} \sum_{l=0}^{2N_M} [F_{[i,l,m]} B^+_{l,m}(M, \xi) + F_{[i,-l,m]} B^-_{l,m}(M, \xi)], \quad (3.18a)$$

with

$$B^+_{l,m}(M, \xi) = Y^M_l(M) \chi[0, 1](\pm M) Y^\xi_m(\pm \xi) \chi[0, Z](\xi), \quad (3.18b)$$

$$\chi[a, b](y) = \begin{cases} 1 & \text{for } a \leq y \leq b, \\ 0 & \text{otherwise}, \end{cases} \quad (3.18c)$$

and compute $C[F]_{(i,j,k)}$ as

$$C[F]_{(i,j,k)} = \sum_{m=0}^{2N_\zeta} \sum_{l=0}^{2N_M} \left( C^+_{j,k,l,m} F_{[i,l,m]} + C^-_{j,k,-l,m} F_{[i,-l,m]} \right), \quad (3.19a)$$

$$C^\pm_{j,k,l,m} = C[B^\pm_{l,m}](\mu^{(j)}, \xi^{(k)}). \quad (3.19b)$$

Note that, as the arguments of functions in Eq. (3.18), we use the integration variables $\xi(= |\xi|)$ and $M(= \xi n_i/\xi)$, in place of $\zeta$ and $\mu$, coming from $\xi$ in the definition of $C$ or $C$. The factor $\chi[0, 1](\pm M)$ is included in Eq. (3.18b) to reflect that $F$ can be discontinuous at $M = 0$ on the boundary $\eta = 0$, as will be shown in Sec. 3.5.1. Hence, $F_{[i,l,m]}$ and $F_{[i,-l,m]}$ in Eq. (3.18a) [and Eq. (3.19a) soon below] should be considered different from each other, when $i = l = 0$. Note that $B^\pm_{l,m}$ vanishes for $l \leq 0$ and that the discrimination between $B^+_{l,m}$ and $B^-_{l,m}$ is effective when $l = 0$. Accordingly, $C^\pm_{j,k,l,m}$ corresponds to the integral kernel for the half-range of integration $M \geq 0$, and $C^\pm_{j,k,l,m}$ vanishes for $l \leq 0$. The computation of $C^\pm_{j,k,l,m}$, i.e., Eq. (3.19b), can be performed beforehand, independent of the iteration for solving Eq. (3.12). Incidentally, the integrations for this computation require careful treatments and some transformations to get rid of the singularity in the kernel $k_1.$
However, we omit all the details on this issue; the interested reader is referred to Refs. [18] and [19].

Here are two remarks. (i) As is clear from its form, the collision kernel \( k_1(\zeta, \xi) - k_2(\zeta, \xi) \) is invariant under the transformation \( (\zeta, \xi) \rightarrow (-\zeta, -\xi) \). The symmetric arrangement of grid points in \( \mu \) with respect to \( \mu = 0 \) enables the present numerical kernel \( C_{j,k,l,m}^{\pm} \) to inherit this property, giving the relation \( C_{-j,k,l,m}^{-} = C_{-j,k,l,m}^{+} \). This reduces the required memory capacity into half. (ii) If we have adopted a finite-difference method, we would need the secondary grid for the whole numerical solution process, which implies the size of the numerical kernel to be of \( (N_M \times N_\xi)^2 \). The present approach economizes again the memory capacity by a factor of \( (N_\mu \times N_\zeta)/(N_M \times N_\xi) \).

3.5 Numerical results

The results in the present section are obtained by the standard grid \((S1,M1)\), unless otherwise stated.

3.5.1 Velocity distribution function

As illustrative examples, we show \( \phi_2 E \) and \( \phi_5 E \) at four spatial points \( \eta = 0, 0.015, 0.58, 3.0 \) in Figs. 3.1 and 3.2. The former is the case with nonzero \( \Psi \) in Eq. (3.10), while the latter is the case without it (or \( \Psi = 0 \)). On the boundary \( \eta = 0 \), the discontinuity is commonly observed along the line \( \mu\zeta = 0 \). This line corresponds to the direction of molecular velocity that is tangential to the boundary. [Remind that the positive (or negative) \( \mu\zeta \) corresponds to the velocity of molecules outgoing from (or incoming onto) the boundary.] The discontinuity vanishes immediately away from the boundary with keeping the other part almost unchanged. Accordingly, a continuous but steep variation part in the molecular velocity space appears near the boundary [see the panel (b) in both figures]. Such a local deformation can be understood by that the molecules coming from the boundary with small normal velocity \( (\mu\zeta \sim 0) \) would travel a long distance in the tangential direction before reaching the position of interest, thus more likely collide with others first to deform the part \( \mu\zeta \sim 0 \). As going away from the boundary, the distribution becomes milder and tends to vanish with keeping non-similar form between the positive and the negative \( \mu\zeta \) part. The qualitative feature described above is common in both figures, irrespective of whether or not the inhomogeneous
Figure 3.1: $\phi_2 E$ and its contour plots at four spatial points. (a) $\eta = 0$, (b) $\eta = 0.015$, (c) $\eta = 0.58$, and (d) $\eta = 3.0$. In the contour plots, the curves are drawn with the intervals 0.1 in (a) and (b), 0.05 in (c), and 0.01 in (d). The white vertical surface at $\mu \zeta = 0$ in (a) shows the discontinuity.

term appears in the problem (3.10).

3.5.2 Slip/jump coefficient and Knudsen-layer function

Slip/jump coefficients are shown in Table 3.1. The data in Ref. [13], which are obtained from the information about the first-order Knudsen layer by the theory of symmetry relation [22], are also shown for comparisons. Excellent agreement ensures the consistency of the present results to the theory.

The Knudsen-layer functions $\Omega$'s, $\Theta$'s, $Y_4^{(1)}$, and $H_4^{(1)}$ are shown in Fig. 3.3 and Table 3.2 (see Sec. 3.6 for $H_4^{(1)}$). Corresponding to the behavior of the velocity distribution functions in $\eta$, they decay fast as $\eta \to \infty$, mostly monotonically except for $\Theta_3^{(0)}$ and $\Theta_5^{(0)}$ (see Table 3.2).
Figure 3.2: $\phi_5 E$ and its contour plots at four spatial points. (a) $\eta = 0$, (b) $\eta = 0.015$, (c) $\eta = 0.58$, and (d) $\eta = 3.0$. In the contour plots the curves are drawn with the intervals 0.02 in (a) and (b), 0.01 in (c), and 0.001 in (d). The white vertical surface at $\mu \zeta = 0$ in (a) shows the discontinuity.

From the table, the 90% thickness of the Knudsen layer is seen to be about $3 \sim 3.5$ for $\Omega_2^{(0)}$ and $\Theta_2^{(0)}$, about $2.5 \sim 3$ for $H_4^{(1)}$, and about $1.5 \sim 2$ for the others, measured in $\eta$, meaning about three mean-free-path thickness at most.

One interesting observation could be on the data of $c_2^{(0)}$, $\Omega_2^{(0)}$, and $\Theta_2^{(0)}$, as well as on the corresponding distribution function $\phi_2$. In the case of the BGK model under the diffuse reflection boundary condition, the former three all degenerate (or vanish) (see, e.g., Ref. [6]) in spite of the fact that $\phi_2$ itself does not vanish [see Eqs. (3.8a) and (3.8b)]. The present results demonstrate that such a complete cancellation is not expected and the missing temperature jump and associated Knudsen layer indeed come out in general.

It is known that the Knudsen-layer function has the singularity $\eta \ln \eta$ on the boundary.
Table 3.1: Slip/jump coefficients. The data in Ref. [13] obtained by the use of the symmetry relation are also shown for comparisons.

<table>
<thead>
<tr>
<th></th>
<th>$c_2^{(0)}$</th>
<th>$c_3^{(0)}$</th>
<th>$c_5^{(0)}$</th>
<th>$b_4^{(1)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present results</td>
<td>-0.4993</td>
<td>0.00874</td>
<td>0.45957</td>
<td>-0.90393</td>
</tr>
<tr>
<td>Symmetry relation [13]</td>
<td>-0.4992</td>
<td>0.0087</td>
<td>0.4596</td>
<td>-0.9039</td>
</tr>
</tbody>
</table>

Figure 3.3: Knudsen-layer functions.

$\eta = 0$, which is another interest of the present work. This singularity that occurs on a plane boundary was first found in the study of the Rayleigh problem [27] on the basis of the BGK model. The same singularity has recently been confirmed to occur on the basis of the Boltzmann equation for hard-sphere molecules [24]. By the least-squares fitting of the curve $a + b\eta \ln \eta + c\eta$ to the numerical data near the boundary, we determine the coefficient $b$ of the singularity $\eta \ln \eta$ for each Knudsen-layer function. The results are shown in the last row of Table 3.2. Incidentally, determining these coefficients is really challenging. Indeed, we could not get them by the finite-difference approach, even with the same computational size as Ref. [28]. The integral formulation enabled us to do it (see footnote 1).

3.6 Appendix A: Stress and heat flow

The stress tensor and heat-flow vector are also familiar fluid-dynamic quantities that become necessary, most typically, in computing the momentum and energy exchange with the body surface. Denoting the former by $p_0(\delta_{ij} + P_{ij})$ and the latter by $p_0(2RT_0)^{1/2}Q_i$, their Hilbert
part and Knudsen-layer correction up to the second order in $\varepsilon$ are summarized as follows:

$$P_{ijH} = P_{Hn} \delta_{ij} - \gamma_1 \frac{\partial u_{Hm-1}}{\partial x_j} + \frac{1}{2} \gamma_3 \frac{\partial^2 r_{Hm-2}}{\partial x_i \partial x_j}, \quad (m = 0, 1, 2),$$

$$Q_{Hm} = -\frac{5}{4} \gamma_2 \frac{\partial r_{Hm-1}}{\partial x_i} + \frac{1}{2} \gamma_3 \frac{\partial^2 u_{Hm-2}}{\partial x_j^2}, \quad (m = 0, 1, 2),$$

and

$$P_{ijK} = \frac{3}{2} \frac{\partial r_{Hm-1}}{\partial x_k} n_k (\delta_{ij} - n_i n_j)[\Omega_1^{(0)}(\eta) + \Theta_1^{(0)}(\eta)], \quad (m = 0, 1),$$

$$P_{ijK2} n_i n_j = -3 \kappa \frac{\partial r_{H0}}{\partial x_i} n_i \int_\eta^\infty [\Omega_1^{(0)}(z) + \Theta_1^{(0)}(z)] dz,$$

$$P_{ijK2} n_i t_j = \frac{3}{2} \left( \frac{\partial^2 r_{H0}}{\partial x_i \partial x_j} n_i t_j + \kappa_i t_j \frac{\partial r_{H0}}{\partial x_i} \right) \int_\eta^\infty [\Omega_1^{(0)}(z) + \Theta_1^{(0)}(z)] dz.$$
\[
Q_{iKm} = \frac{\partial u_{iHm-1}}{\partial x_i} n_i t_j H_1^{(1)}(\eta) + \frac{\partial^2 u_{Hm-1}}{\partial x_i \partial x_j} n_i n_j t_k H_2^{(1)}(\eta) + \frac{\partial^2 u_{Hm-1}}{\partial x_i \partial x_j} n_i n_j t_k H_3^{(1)}(\eta) + \frac{\partial^2 u_{Hm-1}}{\partial x_i \partial x_j} n_i n_j t_k H_4^{(1)}(\eta)
\]

Here the quantities with the subscript H in Eq. (3.21) denote their value on the boundary.

The functions \(H_1^{(1)}, H_2^{(1)}, \) and \(H_3^{(1)}\) have already been obtained in Refs. [19] and [20]. The present work newly provides the data of \(H_4^{(1)}\), which are included in Fig. 3.3 and Table 3.2.

### 3.7 Appendix B: Data of computations

#### 3.7.1 Grid system

Grid points for spatial coordinate \(\eta\) are arranged in the interval \([0, d]\) as

\[
\eta^{(i)} = - 20 \ln(1 - 0.7 p^{(i)}) + 10^{-4} \frac{i}{2N}, \quad (i = 0, 1, \ldots, 2N_{\eta}).
\]

The parameters \(N\) and \(N_{\eta}\) and the upper bound \(d(= \eta^{(2N_{\eta})})\) for the grids S1, S2, and S3 are as follows: \((N, N_{\eta}, d) = (100, 125, 44.46)\) for S1, \((N, N_{\eta}, d) = (150, 188, 44.94)\) for S2, and \((N, N_{\eta}, d) = (100, 130, 53.04)\) for S3.

As to the \(\mu\) and \(\zeta\) spaces, subintervals \([0, \mu_1], (\mu_1, \mu_{11}], \) and \((\mu_{11}, 1]\) in \(\mu\) and \([0, \zeta_1], (\zeta_1, \zeta_{11}],\) and \((\zeta_{11}, Z]\) in \(\zeta\) are conveniently introduced for the easy control of grid points near \(\mu = 0\) and \(\zeta = 0;\) the grid points are arranged as

\[
\mu^{(j)} = \begin{cases} 
0, & (j = 0), \\
1 - \tanh \left( \frac{\eta}{2} \sinh(u^{(j)}) \right), & (j = 1, \ldots, 2N_{1}), \\
\left( \mu_{11}^{-1/3} + (1 - \mu_{11}^{-1/3}) \frac{j - 2N_{1}}{2N_{1} - 2N_{2}} \right)^{3}, & (j = 2N_{1} + 1, \ldots, 2N_{2}), \\
-\mu^{(-j)}, & (j = -2N_{2}, \ldots, -1), 
\end{cases}
\]
Table 3.3: Grid parameters for $\mu$-$\zeta$ space.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Common</th>
<th>Primary grid</th>
<th>Secondary grid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_1$</td>
<td>$\mu_{II}$</td>
<td>$N_1$</td>
</tr>
<tr>
<td>M1</td>
<td>10^{-4}</td>
<td>1/125</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10^{-4}</td>
<td>1/10</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>0.36</td>
<td>1.2 x 10^{-4}</td>
</tr>
<tr>
<td>M2</td>
<td>10^{-4}</td>
<td>1/125</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>0.36</td>
<td>1.2 x 10^{-4}</td>
</tr>
<tr>
<td>M3</td>
<td>10^{-4}</td>
<td>1/125</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>0.36</td>
<td>1.2 x 10^{-4}</td>
</tr>
<tr>
<td>M4</td>
<td>10^{-4}</td>
<td>1/125</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>0.36</td>
<td>1.1 x 10^{-4}</td>
</tr>
<tr>
<td>M5</td>
<td>10^{-4}</td>
<td>1/125</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>10^{-4}</td>
<td>1/10</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>0.36</td>
<td>1.8 x 10^{-5}</td>
</tr>
<tr>
<td>M6</td>
<td>10^{-4}</td>
<td>1/125</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>0.36</td>
<td>1.2 x 10^{-4}</td>
</tr>
<tr>
<td>M7</td>
<td>10^{-4}</td>
<td>1/125</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>0.36</td>
<td>1.3 x 10^{-4}</td>
</tr>
</tbody>
</table>

with

\[
\begin{align*}
  u^{(j)} &= \begin{cases} 
    (2.69 - u_1)w(1 - \frac{j}{2N_1}) + u_1, & (j = 1, \ldots, 2N_1), \\
    (1 - \frac{j-2N_1}{2N_1})u_1 + \frac{j-2N_1}{2N_1}u_{II}, & (j = 2N_1 + 1, \ldots, 2N_{II}),
  \end{cases} \\
  u_{I,II} &= \sinh^{-1}\left(\frac{2}{\pi} \tanh^{-1}(1 - \mu_{I,II})\right),
\end{align*}
\]  

(3.23b)

(3.23c)

and

\[
\begin{align*}
  \zeta^{(k)} &= \begin{cases} 
    0, & (k = 0), \\
    1 - \tanh\left(\frac{2}{\pi} \sinh(v^{(k)})\right), & (k = 1, \ldots, 2N_{II}), \\
    3.6v^{(k)} + 1.4(v^{(k)})^8, & (k = 2N_{II} + 1, \ldots, 2N_\zeta),
  \end{cases}
\end{align*}
\]  

(3.24a)

\[
\begin{align*}
  v^{(k)} &= \begin{cases} 
    (2.69 - v_1)W(1 - \frac{k}{2N_1}) + v_1, & (k = 1, \ldots, 2N_1), \\
    v_1(1 - \frac{k-2N_1}{2N_1}) + v_{II} \frac{k-2N_1}{2N_{II}-2N_1}, & (k = 2N_1 + 1, \ldots, 2N_{II}), \\
    r + (1 - r) \frac{k-2N_1}{2N_{II}}, & (k = 2N_{II} + 1, \ldots, 2N_\zeta),
  \end{cases} \\
  v_{I,II} &= \sinh^{-1}\left(\frac{2}{\pi} \tanh^{-1}(1 - \zeta_{I,II})\right), \\
  \zeta_{II} &= 3.6r + 1.4r^8.
\end{align*}
\]  

(3.24b)

(3.24c)

Note that $\mu^{(\pm2N_1)} = \pm\mu_1$, $\mu^{(\pm2N_{II})} = \pm\mu_{II}$, $\mu^{(\pm2N_\mu)} = \pm1$, $\zeta^{(2N_1)} = \zeta_1$, $\zeta^{(2N_{II})} = \zeta_{II}$, and $\zeta^{(2N_\zeta)} = Z$. In Eqs. (3.23) and (3.24), the primary grid is supposed. For the secondary grid,
Table 3.4: Slip/jump coefficients $c_2^{(0)}$, $c_3^{(0)}$, $c_5^{(0)}$, and $b_4^{(1)}$ obtained by different grids.

<table>
<thead>
<tr>
<th>Grid</th>
<th>$c_2^{(0)}$</th>
<th>$c_3^{(0)}$</th>
<th>$c_5^{(0)}$</th>
<th>$b_4^{(1)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S1,M1)</td>
<td>-0.4992519</td>
<td>0.0087359</td>
<td>0.4595723</td>
<td>-0.9039300</td>
</tr>
<tr>
<td>(S1,M2)</td>
<td>-0.4992519</td>
<td>0.0087359</td>
<td>0.4595723</td>
<td>-0.9039300</td>
</tr>
<tr>
<td>(S1,M3)</td>
<td>-0.4992695</td>
<td>0.0087344</td>
<td>0.4595690</td>
<td>-0.9039293</td>
</tr>
<tr>
<td>(S1,M4)</td>
<td>-0.4992535</td>
<td>0.0087370</td>
<td>0.4595721</td>
<td>-0.9039303</td>
</tr>
<tr>
<td>(S1,M5)</td>
<td>-0.4992519</td>
<td>0.0087359</td>
<td>0.4595723</td>
<td>-0.9039300</td>
</tr>
<tr>
<td>(S1,M6)</td>
<td>-0.4992532</td>
<td>0.0087358</td>
<td>0.4595722</td>
<td>-0.9039301</td>
</tr>
<tr>
<td>(S1,M7)</td>
<td>-0.4991404</td>
<td>0.0087413</td>
<td>0.4595929</td>
<td>-0.9039335</td>
</tr>
<tr>
<td>(S2,M1)</td>
<td>-0.4992531</td>
<td>0.0087359</td>
<td>0.4595723</td>
<td>-0.9039288</td>
</tr>
<tr>
<td>(S3,M1)</td>
<td>-0.4992519</td>
<td>0.0087359</td>
<td>0.4595723</td>
<td>-0.9039300</td>
</tr>
</tbody>
</table>

$\mu^{(j)}$, $N_\mu$, $\zeta^{(k)}$, and $N_\zeta$ should be replaced by $M^{(j)}$, $N_M$, $\xi^{(k)}$, and $N_\xi$, respectively. Although the common notation is used for $N_{I,II}$, $w$, $N_{I,II}$, $N$, and $W$, they may take different values between the primary and the secondary grid. The values of grid parameters for the $\mu$ and $\zeta$ spaces, as well as the resulting values of $Z$, $\zeta_{II}$, $\mu^{(1)}$, $\zeta^{(1)}$, $M^{(1)}$, and $\xi^{(1)}$, are summarized in Table 3.3.

3.7.2 Measure of accuracy

The truncation of the $\zeta$ and $\eta$ spaces is justified by checking the ratios $F(d, \cdot, \cdot)/F_{\text{max}}$ and $F(\cdot, \cdot, Z)/F_{\text{max}}$, where $F = |\phi_2 E|$, $|\phi_3 E|$, $|\phi_5 E|$, and $|\psi_4 E|$ and $F_{\text{max}}$ is the respective maximum of $F$ over all grid points. For the standard grid (S1,M1) computation, the former and the latter are respectively less than $8.9 \times 10^{-11}$ and $1.4 \times 10^{-9}$. The velocity distribution functions have decayed sufficiently at the truncated point.

The grid dependence of the computed slip/jump coefficients is shown in Table 3.4. The grid in $\zeta$-space most affects the results, especially for $c_2^{(0)}$ [compare the results by (S1,M1), (S1,M3), and (S1,M7), where M3 (or M1) is the grid about twice (or 3/2) as many points as M7]. The accuracy down to the fourth or fifth decimal place is expected from the table. The comparisons among (S1,M1), (S3,M1), and (S1,M6) in the table show that the error due to the truncation of the $\zeta$ and $\eta$ spaces is almost negligible.

The collision invariants are used to assess the accuracy of the collision integral computation, which is reduced to check the identities $C[(1, \mu\zeta, \zeta^2)E] = (1, \mu\zeta, \zeta^2)\nu E$ for $C = ECE^{-1}$ and $C[E] = \nu E$ for $C = ECSE^{-1}$. With the standard grid M1, these identities are confirmed to hold within the error of $9.1 \times 10^{-8}$, $1.7 \times 10^{-8}$, $6.6 \times 10^{-8}$, and $8.9 \times 10^{-9}$ respectively,
while the maximum values of \((1, \mu, \zeta^2)\nu E\) are 0.13, 0.064, and 0.062 respectively.

The mass, momentum, and energy balances offer another measure of accuracy. They are the following identities that are obtained from Eqs. (3.4a) and (3.5a) by the integration in molecular velocity space after multiplying the collision invariants:

\[
\langle \mu \zeta \phi_2 \rangle = \int_{\eta}^{\infty} Y_2^{(1)}(z) \, dz, \quad \langle \mu^2 \zeta^2 \phi_2 \rangle_+ = -\langle \mu^2 \zeta^2 \phi_2 \rangle_-, \\
\langle \mu \zeta (\zeta^2 - 5/2) \phi_2 \rangle = \int_{\eta}^{\infty} H_2^{(1)}(z) \, dz,
\]

(3.25a)

\[
\langle \mu \zeta \phi_3 \rangle = \frac{1}{2} \int_{\eta}^{\infty} Y_1^{(1)}(z) \, dz, \quad \langle \mu^2 \zeta^2 \phi_3 \rangle_+ = -\langle \mu^2 \zeta^2 \phi_3 \rangle_-, \\
\langle \mu \zeta (\zeta^2 - 5/2) \phi_3 \rangle = -\frac{1}{2} \int_{\eta}^{\infty} H_1^{(1)}(z) \, dz,
\]

(3.25b)

\[
\langle (\mu \zeta, \mu^2 \zeta^2, \mu^3 \zeta^3) \phi_3 \rangle_+ = -\langle (\mu \zeta, \mu^2 \zeta^2, \mu^3 \zeta^3) \phi_3 \rangle_-, \quad (3.25c)
\]

\[
\langle \mu(1 - \mu^2) \zeta^3 \psi_4 \rangle_+ = -\langle \mu(1 - \mu^2) \zeta^3 \psi_4 \rangle_-. \quad (3.25d)
\]

Here \(\langle \cdot \rangle_{\pm}\) is the half-range integral with respect to the molecular velocity defined by

\[
\langle f(\zeta) \rangle_{\pm} = \langle f(\zeta) \chi[0,1](\pm \mu) \rangle.
\]

\(H_1^{(1)}\) and \(H_2^{(1)}\) above have already appeared in Eq. (3.21) and are defined as

\[
H_\beta^{(1)}(\eta) = (1/2)\langle \zeta^2 (\zeta^2 - 5/2)(1 - \mu^2) \psi_\beta \rangle (\beta = 1, 2).
\]

With the standard grid (S1,M1), the identities in Eq. (3.25a) hold within the error of \(3.2 \times 10^{-8}\), \(8.1 \times 10^{-7}\), and \(6.8 \times 10^{-7}\), while the maxima of their left-hand side are 0.48, 0.11, and 1.3. In the case of Eq. (3.25b), the error is within \(4.3 \times 10^{-7}\), \(7.8 \times 10^{-8}\), and \(1.3 \times 10^{-6}\), while the maxima of the l.h.s. are 0.11, 0.055, and 0.076. In the case of Eq. (3.25c), the error is within \(6.4 \times 10^{-7}\), \(6.3 \times 10^{-7}\), and \(4.7 \times 10^{-6}\), while the maxima of the l.h.s. are 0.085, 0.071, and 0.29. In the case of Eq. (3.25d), the error is within \(3.6 \times 10^{-6}\), while the maximum of the l.h.s. is 0.14.
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Chapter 4

Second-order Knudsen-layer analysis for the generalized slip-flow theory II: Curvature effects

4.1 Introduction

Study on the connection between the kinetic theory and the fluid-dynamics has a long history [1,2,3] and a number of important results have been obtained for a small or a vanishing limit of the Knudsen number, e.g., Refs. [4,5,6,7,8,9]. A systematic asymptotic theory has been established in the late 1960s and early 1970s [4,5] and developed further [6] since then. It provides not only the fluid-dynamic description in the bulk region but also the slip/jump boundary condition and the non-fluid-like correction in a thin layer adjacent to the boundary (the Knudsen layer) for small Knudsen numbers. We call the linear case of that theory the generalized slip-flow theory in the present paper. The generalized slip-flow theory contains rich information on the gas rarefaction effect, giving a fluid-dynamical interpretation to various phenomena occurring for small Knudsen numbers. It also motivates recent studies on time-dependent problems in its framework [10,11,12]. In the meantime, mathematical studies are also developing to include the argument of boundary condition for the fluid-dynamical equation [13,14,15].

The generalized slip-flow theory has been applied to various fundamental problems and was revealed to be practical. However, such applications have been limited mostly to the studies based on the Bhatnagar–Gross–Krook (BGK) [or Boltzmann–Krook–Welander (BKW)] model equation [16,17]. This is due to lack of numerical data of the Knudsen layer at the second order of the Knudsen number for the original Boltzmann equation. We have recently obtained the required numerical data up to the second-order of the Knudsen number [18], except for the effects of boundary curvature, assuming the hard-sphere molecules and the diffuse reflection boundary condition.

In the present paper, we take a step further to complete the full set of numerical data
that are required in applications up to the second order of the Knudsen number expansion. They have been missing for nearly a half century in applying the theory to specific problems on the basis of the original Boltzmann equation. To be a little more specific, we focus on the effects of curvature of the boundary that manifest themselves at the second order of the Knudsen number. As will be clarified in the course of analyses, even though the macroscopic quantities are finite and well defined, the velocity distribution function diverges locally in the molecular velocity space in approaching or on the boundary. This feature forced us to separate the present work from the previous one [18]. The local but theoretical drawback behind the benefit of the expansion will also be discussed. We have developed the numerical method that handles such a singularity safely to complete the data required in the generalized slip-flow theory.

4.2 Generalized slip-flow theory: Outline and present concern

Let us consider a gas around smooth solid bodies which do not change in time their shape and position under the following assumptions: (i) There is no external force and the behavior of the gas is described by the Boltzmann equation for monatomic molecules; (ii) The gas molecules are reflected locally isotropically [6] on the surface of the solid bodies (no net flow across their surface); (iii) The deviation from the reference equilibrium state at rest with density $\rho_0$ and temperature $T_0$ is so small that the equation and the initial and the boundary condition can be linearized around that equilibrium state; (iv) The mean free path $\ell_0$ of a molecule at the reference equilibrium state is much smaller than the characteristic length $L$ of the physical system (i.e., the Knudsen number $Kn = \ell_0/L \ll 1$); (v) The time evolution is initiated by a slow change of the surroundings from the reference equilibrium state.

The time scale of the change $t_0$ in (v) is the same order as that of the viscous and the thermal diffusion, and we set it as $t_0 = (2/\sqrt{\pi})(L^2/\ell_0\sqrt{2RT_0})$, where $R$ is the specific gas constant (the Boltzmann constant $k$ divided by the mass of a molecule $m$). In the actual computations for the Knudsen-layer analysis, we assume the hard-sphere molecules in (i) and the diffuse reflection boundary condition in (ii). For hard-sphere molecules, $\ell_0 = [\sqrt{2\pi}d_m^2(\rho_0/m)]^{-1}$, where $d_m$ is the diameter of a molecule.
The generalized slip-flow theory consists of first considering the overall behavior of the
gas that changes in the scale of the characteristic length (and time) of the system and then
introducing the correction in the vicinity of the boundary. The first part is conducted by the
Hilbert (or Grad–Hilbert) expansion to yield a set of fluid-dynamic equations. The solution
of this set is called the Hilbert part (or solution). The second part is conducted by the
expansion after stretching the spatial coordinate in the direction normal to the boundary.
This yields a set of slip/jump boundary condition and the associated correction to the fluid-
dynamic solution near the boundary. The correction is called the Knudsen-layer correction,
which is the present primary concern.

We shall denote by $Lx_i$ the space coordinates, by $t_0t$ the time, by $\rho_0(1 + \omega)$ the density
of the gas, by $(2RT_0)^{1/2}u_i$ the flow velocity, by $T_0(1 + \tau)$ the temperature, by $p_0(1 + P)$
the pressure with $p_0 = \rho_0RT_0$, and by $(2RT_0)^{1/2}u_{iw}$ and $T_0(1 + \tau_w)$ the velocity and the
temperature of the body surface. Since solid bodies change neither the shape nor the position,
$u_{iw}n_i = 0$, where $n_i$ is the unit vector normal to the surface, pointed to the gas. We
denote the Hilbert part and the Knudsen-layer correction of the macroscopic quantity $h$
($h = \omega, u_i, \tau, P$) by $h_H$ and $h_K$, respectively: $h = h_H + h_K$. Since the Knudsen number
is small, we use $\varepsilon = (\sqrt{\pi}/2)Kn$ as a small parameter. The Hilbert part and the Knudsen-
layer correction are obtained by a power series expansion in $\varepsilon$, which will be denoted as
$h_H = h_{H0} + h_{H1}\varepsilon + h_{H2}\varepsilon^2 + \cdots$ and $h_K = h_{K0} + h_{K1}\varepsilon + h_{K2}\varepsilon^2 + \cdots$. Actually, the expansion
of $h_K$ starts from $O(\varepsilon)$, because no correction to the Hilbert solution is required at $O(1)$.

The resulting set of fluid-dynamic equations, their slip/jump boundary conditions, and
the Knudsen-layer corrections up to the second order of the expansion in $\varepsilon$ are summarized
as follows: [10]

**Fluid-dynamic equations**

\[
\begin{align*}
\frac{\partial P_{H0}}{\partial x_i} & = 0, \quad (4.1a) \\
\frac{\partial u_{iHm}}{\partial x_i} + \frac{\partial \omega_{Hm-1}}{\partial t} & = 0, \quad (4.1b) \\
\frac{\partial u_{iHm}}{\partial t} + \frac{1}{2} \frac{\partial P_{Hm+1}^{*}}{\partial x_i} - \frac{1}{2} \gamma_1 \frac{\partial^2 u_{iHm}}{\partial x_j^2} & + \frac{1}{4} (\gamma_1 \gamma_{10} - 2 \gamma_6) \frac{\partial^4 u_{iHm-2}}{\partial x_j^2 \partial x_k^2} = 0, \quad (4.1c) \\
\frac{\partial \tau_{Hm}}{\partial t} - \frac{2}{5} \frac{\partial P_{Hm}}{\partial t} - \frac{1}{2} \gamma_2 \frac{\partial^2 \tau_{Hm}}{\partial x_j^2} & + \frac{1}{10} \left( \gamma_2 \gamma_3 - \frac{13}{2} \gamma_{11} \right) \frac{\partial^4 \tau_{Hm-2}}{\partial x_j^2 \partial x_k^2} = 0, \quad (4.1d)
\end{align*}
\]
\[ P_{Hm+1} = P_{Hm+1} - \frac{1}{6} (\gamma_2 \gamma_1 - 4 \gamma_3) \frac{\partial^2 \tau_{Hm-1}}{\partial x_j^2} + \frac{1}{5 \gamma_1} \frac{\partial P_{Hm-1}}{\partial t}, \]

\[ P_{Hm} = \omega_{Hm} + \tau_{Hm}, \]

where \( m = 0, 1, 2 \) and the quantities \( h_{H-1} \) and \( h_{H-2} \) \((h = \omega, u, \tau, P)\) should be read as zero.

The \( \gamma \)'s occurring in the equations are positive constants corresponding to the transport coefficients at the reference state; \( \gamma \)'s are all unity for the BGK model, while they are respectively \( \gamma_1 = 1.270042427, \gamma_2 = 1.922284066, \gamma_3 = 1.947906335, \gamma_6 = 1.419423836, \gamma_{10} = 1.63607346, \) and \( \gamma_{11} = 2.7931173 \) for hard-sphere molecules.

**Slip/jump boundary condition and the Knudsen-layer correction**

\[
\begin{align*}
\left[ \begin{array}{c}
u_{iHm} - \nu_{iwm} \\ n_{iKm} t_i
\end{array} \right] &= \frac{\partial u_{iHm-1}}{\partial x_j} n_{i j} \left[ \begin{array}{c} b_1^{(1)} Y_1^{(1)}(\eta) \\ \frac{\partial \tau_{Hm-1}}{\partial x_i} t_i \end{array} \right] \\
&+ \frac{\partial^2 \tau_{Hm-2}}{\partial x_i \partial x_j} n_{i j} \left[ \begin{array}{c} b_3^{(1)} Y_3^{(1)}(\eta) \\ \frac{\partial u_{iHm-2}}{\partial x_k} n_{i j} t_k \end{array} \right] \\
&+ \kappa \frac{\partial u_{iHm-2}}{\partial x_i} n_{i j} \left[ \begin{array}{c} b_5^{(1)} Y_5^{(1)}(\eta) \\ \frac{\partial \tau_{Hm-2}}{\partial x_i} t_i \end{array} \right],
\end{align*}
\]

\[
\begin{align*}
\left[ \begin{array}{c}
u_{iHm} \\ n_{iKm} t_i
\end{array} \right] &= \frac{1}{2} \frac{\partial u_{iHm-2}}{\partial x_i} n_{i j} n_k \left[ \int_0^\infty Y_1^{(1)}(z) dz \right] \\
&+ \left[ \frac{2 \kappa}{\partial x_i} \right] n_{i j} \left[ \int_0^\infty Y_1^{(1)}(z) dz \right] \\
&+ \left[ \frac{2 \kappa}{\partial x_i} \right] n_{i j} \left[ \int_0^\infty Y_2^{(1)}(z) dz \right] + \left[ \int_0^\infty Y_2^{(1)}(z) dz \right],
\end{align*}
\]

\[
\begin{align*}
\left[ \begin{array}{c}	au_{Hm} - \tau_{wm} \\ \omega_{Km}
\end{array} \right] &= \frac{\partial \tau_{Hm-1}}{\partial x_i} n_i \left[ \begin{array}{c} c_1^{(0)} \Omega_1^{(0)}(\eta) \\ \frac{\partial u_{iHm-1}}{\partial x_i} \end{array} \right] \\
&+ \frac{\partial^2 \tau_{Hm-2}}{\partial x_i \partial x_j} \left( \delta_{ij} - n_{i j} \right) \left[ \begin{array}{c} c_2^{(0)} \Omega_2^{(0)}(\eta) \\ \frac{\partial \tau_{Hm-2}}{\partial x_i} n_i \end{array} \right] \\
&+ \left[ \frac{\partial \tau_{Hm-2}}{\partial x_i} \right] n_{i j} n_k \left[ \begin{array}{c} c_3^{(0)} \Omega_3^{(0)}(\eta) \\ \frac{\partial \tau_{Hm-2}}{\partial x_i} n_i \end{array} \right],
\end{align*}
\]

\( P_{Km} = \omega_{Km} + \tau_{Km}, \)

where \( m = 0, 1, 2 \) and \( f_{ij} = f_{ij} + f_{ji} - (2/3)f_{kk} \delta_{ij} \) (\( \delta_{ij} \) is the Kronecker delta). In Eq. (4.2), the quantities with the subscript H or w denote their values at the (dimensionless) surface.
position \(x_{iw}\), and \(t_i\) (or \(n_i\)) is a unit vector tangential (or normal) to the surface at \(x_{iw}\). The quantities with the subscript \(K\) depend on \(\eta\) as well as \(x_{iw}\), where \(\eta\) is the stretched spatial coordinate normal to the surface at \(x_{iw}\) such that the position \(x_i\) in the Knudsen layer is expressed by \(x_i = x_{iw} + \varepsilon \eta n_i\). The surface velocity and temperature are also expanded in a power series of \(\varepsilon\): 

\[h_{iw} = h_{iw0} + h_{iw1} \varepsilon + h_{iw2} \varepsilon^2 + \cdots \quad (h = u_i, \tau).\]

The effect of surface curvature occurs through the terms with \(\kappa\)'s defined by

\[\bar{\kappa} = \frac{1}{2}(\kappa_1 + \kappa_2), \quad \kappa_{ij} = \kappa_1 \ell_i \ell_j + \kappa_2 m_i m_j.\]  

(4.3)

Here \(\kappa_1/L\) and \(\kappa_2/L\) are the principal curvatures of the boundary, with \(\kappa_1\) and \(\kappa_2\) being taken negative when the corresponding center of curvature lies on the gas side; \(\ell_i\) and \(m_i\) are the direction cosines of the principal directions corresponding to \(\kappa_1\) and \(\kappa_2\) respectively.

It is those terms that we are interested in in the present paper.

Many terms degenerate from Eqs. (4.1) and (4.2) when \(m = 0, 1\). For instance, the boundary condition at \(O(1)\), namely for \(m = 0\), is none other than the non-slip/non-jump condition; the slip/jump may occur at the first or higher order of \(\varepsilon\). The reader is referred to Refs. [6] and [10] for the discussions on the main features of the above system. The system can be solved from the lowest order to determine the time-dependent behavior of the gas under the considered situation, provided that the data of the slip/jump coefficients \(c_1^{(0)} \sim c_6^{(0)}, b_1^{(1)} \sim b_8^{(1)}, \int_0^\infty Y^{(1)}_1(z)dz, \int_0^\infty Y^{(1)}_2(z)dz\) and the elemental (or component) Knudsen-layer functions \(\Omega_1^{(0)}(\eta) \sim \Omega_6^{(0)}(\eta), \Theta_1^{(0)}(\eta) \sim \Theta_6^{(0)}(\eta), Y_1^{(1)}(\eta) \sim Y_8^{(1)}(\eta)\) are available. They are obtained by solving elemental (or component) half-space problems of the linearized Boltzmann equation, which may be homogeneous or inhomogeneous depending on that component.

Since the first publication of the generalized slip-flow theory [4,5], the complete set of the slip/jump coefficients and the associated Knudsen-layer corrections has been available only for the BGK model. For the original Boltzmann equation, a part of the information have been reported in the late 1980s and early 1990s [19,20,21], assuming the hard-sphere molecules and the diffuse reflection boundary condition. The present work reports the final step of our attempts that follows these and our recent works [22,10,18]. Thanks to the theory of symmetry relation [23], we have already obtained the complete set of slip/jump coefficients up to the second order of \(\varepsilon\) in Ref. [10]. However, the information of the Knudsen-layer structure is still incomplete, which motivates the present work. As will become clear in the
sequence, the numerical method developed in Refs. [24,25,18], which is based on the integral formulation of the Boltzmann equation, is really effective in the study of the Knudsen layer related to the curvature effects of boundary.

4.3 Knudsen-layer problems

Let us denote by \((2RT_0)^{1/2}\zeta\) the molecular velocity and introduce the notation \(\zeta = |\zeta|\) and \(\mu = \zeta n_i / \zeta\), where \(-1 \leq \mu \leq 1\) and \(0 \leq \zeta < \infty\). Then, the component problems for the Knudsen layer admit a similarity solution of three arguments \((\eta, \mu, \zeta)\) and are reduced to the following two types of boundary-value problems by assuming the hard-sphere molecules and the diffuse reflection boundary condition:

\[
\begin{align*}
\mu \zeta \frac{\partial \phi_\alpha}{\partial \eta} &= -\nu(\zeta) \phi_\alpha + C[\phi_\alpha] - \mathcal{I}_\alpha(\eta, \mu, \zeta), \\
\phi_\alpha &= -\sigma_\alpha^{(0)} - c_\alpha^{(0)} \zeta^2 + g_\alpha(\mu, \zeta), \quad (\mu \zeta > 0, \ \eta = 0), \\
\phi_\alpha &\to 0, \quad \text{as} \ \eta \to \infty,
\end{align*}
\]

(4.4a)

(4.4b)

(4.4c)

and

\[
\begin{align*}
\mu \zeta \frac{\partial \psi_\beta}{\partial \eta} &= -\nu(\zeta) \psi_\beta + C^S[\psi_\beta] - \mathcal{I}_S^S(\eta, \mu, \zeta), \\
\psi_\beta &= -2b_\beta^{(1)} + g_\beta^S(\mu, \zeta), \quad (\mu \zeta > 0, \ \eta = 0), \\
\psi_\beta &\to 0, \quad \text{as} \ \eta \to \infty.
\end{align*}
\]

(4.5a)

(4.5b)

(4.5c)

Here

\[
\nu(\zeta) = \frac{1}{2\sqrt{2}} \left[ \exp(-\zeta^2) + \left( 2\zeta + \frac{1}{\zeta} \right) \int_0^\zeta \exp(-\xi^2) d\xi \right];
\]

\(\mathcal{C}\) is an integral operator acting on a function of \(\zeta\) to be defined soon later; and \(g_\alpha, \mathcal{I}_\alpha, g_\beta^S, \text{ and } \mathcal{I}_S^S\) are given functions. \(\mathcal{I}_\alpha\) and \(\mathcal{I}_S^S\) are supposed to decay fast in \(\eta\). The solution \(\phi_\alpha\) (or \(\psi_\beta\)) \((\alpha = 1, \ldots, 6; \ \beta = 1, \ldots, 8)\) is a function of \(\eta, \mu,\) and \(\zeta\). It is determined together with the constants \(\sigma_\alpha^{(0)}\) and \(c_\alpha^{(0)}\) [or \(b_\beta^{(1)}\)] for every given \((\mathcal{I}_\alpha, g_\alpha)\) [or \((\mathcal{I}_S^S, g_\beta^S)\)] [26]. The operator \(\mathcal{C}\) is defined by

\[
\mathcal{C}[\phi](\zeta) = \int [k_1(\zeta, \xi) - k_2(\zeta, \xi)] \phi(\xi) d\xi,
\]

\[
k_1(\zeta, \xi) = \frac{1}{\sqrt{2\pi}|\zeta - \xi|} \exp \left( -|\xi|^2 + \frac{|\xi \times \zeta|^2}{|\xi - \zeta|^2} \right).
\]
\[ k_2(\zeta, \xi) = \frac{|\zeta - \xi|}{2\sqrt{2\pi}} \exp\left(-|\xi|^2\right). \]

Thanks to its spherical and axial symmetry, \( C[\phi_\alpha] \) becomes a function of \( \mu \) and \( \zeta \) (and \( \eta \)) for the function \( \phi_\alpha(\eta, \mu, \zeta) \). On the other hand, \( C^S \) is defined for functions of \( \mu \) and \( \zeta \) (and \( \eta \)) through \( C \), making use of its axial symmetry:

\[ \zeta_t C^S[\psi_\beta] = C[\zeta_t \psi_\beta]. \]

Once the solutions are obtained, \( \Omega^{(0)}_\alpha(\eta), \Theta^{(0)}_\alpha(\eta), Y^{(1)}_\beta(\eta) \) occurring in Eq. (4.2) and \( H^{(1)}_\beta(\eta) \) in Sec. 4.7 are obtained as their moment:

\[ \begin{align*}
\Omega^{(0)}_\alpha(\eta) &= \langle \phi_\alpha \rangle, \quad \Theta^{(0)}_\alpha(\eta) = \frac{2}{3}(\zeta^2 - \frac{3}{2})\phi_\alpha, \quad (4.6) \\
Y^{(1)}_\beta(\eta) &= \frac{1}{2}\langle \zeta^2(1 - \mu^2)\psi_\beta \rangle, \quad H^{(1)}_\beta(\eta) = \frac{1}{2}(\zeta^2(1 - \mu^2)(\zeta^2 - \frac{5}{2})\psi_\beta), \quad (4.7)
\end{align*} \]

where \( \langle f \rangle = \int f(\xi)E(|\xi|)d\xi \) with \( E(z) = \pi^{-3/2}\exp(-z^2) \).

Our present concern is the case \( \alpha = 4 \) and \( \beta = 5 \sim 8 \), for which \( (I_\alpha, g_\alpha) \) and \( (I^S_\beta, g^S_\beta) \) are given as

\[ \begin{align*}
I_4 &= \zeta(1 - \mu^2)\frac{\partial \phi_1}{\partial \mu}(\eta, \mu, \zeta) - \zeta^2(1 - \mu^2)\psi_2(\eta, \mu, \zeta), \\
g_4 &= -4\mu\zeta \int_0^\infty Y^{(1)}_2(z)dz - b^{(1)}_2(\zeta^2(1 - 3\mu^2)B(\zeta), \quad (4.8a) \\
I^S_5 &= \frac{1}{2}\zeta(1 - \mu^2)\frac{\partial \psi_1}{\partial \mu}(\eta, \mu, \zeta), \quad g^S_5 = -2D_1(\zeta) - \frac{1}{2}\zeta^2(1 - \mu^2)D_2(\zeta), \quad (4.8b) \\
I^S_6 &= \frac{1}{2}\zeta(1 - \mu^2)\frac{\partial \psi_1}{\partial \mu}(\eta, \mu, \zeta) - \mu\zeta \psi_1(\eta, \mu, \zeta), \quad (4.8c) \\
g^S_6 &= -D_1(\zeta) - \frac{1}{2}\zeta^2(1 - 3\mu^2)D_2(\zeta), \quad (4.8d) \\
I^S_7 &= \frac{1}{2}\zeta(1 - \mu^2)\frac{\partial \psi_2}{\partial \mu}(\eta, \mu, \zeta) - \mu\zeta \psi_2(\eta, \mu, \zeta) + \phi_1(\eta, \mu, \zeta), \quad g^S_7 = 0, \quad (4.8e) \\
I^S_8 &= \frac{1}{2}\zeta(1 - \mu^2)\frac{\partial \psi_2}{\partial \mu}(\eta, \mu, \zeta), \quad g^S_8 = 0.
\end{align*} \]

Here \( \phi_1 \) is the solution of the problem (4.4) with \( I_1 = 0 \) and \( g_1 = \mu\zeta A(\zeta) \) (the so-called temperature-jump problem [19]), while \( \psi_1 \) and \( \psi_2 \) are respectively the solution of the problem (4.5) with \( I^S_1 = 0, g^S_1 = \mu\zeta B(\zeta), I^S_2 = 0, \) and \( g^S_2 = A(\zeta) \) (the so-called shear-slip and thermal-slip [27,6] problems). The pair \( (b^{(1)}_2, Y^{(1)}_2) \) is the slip coefficient and Knudsen-layer function associated with \( \psi_2 \), which have already been obtained in Ref. [20]. Note that all of \( I_4 \) and \( I^S_5 \sim I^S_8 \) in Eq. (4.8) indeed decay fast in \( \eta \) because of the fast decay of \( \phi_1, \psi_1, \psi_2, \phi_2, \phi_3, \psi_3, \phi_4, \psi_4, \) and \( \phi_5 \).
and $\psi_2$. The functions $A$, $B$, $D_1$, and $D_2$ of $\zeta$ are familiar solutions of the following integral equations:

\[
L[\zeta_i A(\zeta)] = -\zeta_i (\zeta^2 - 5/2), \quad \text{subsidiary condition: } \langle \zeta^2 A(\zeta) \rangle = 0,
\]
\[
L[\zeta_{ij} B(\zeta)] = -2\zeta_{ij},
\]
\[
L[(\zeta_i \delta_{jk} + \zeta_j \delta_{ki} + \zeta_k \delta_{ij}) D_1(\zeta) + \zeta_i \zeta_j \zeta_k D_2(\zeta)] = \gamma_1 (\zeta_i \delta_{jk} + \zeta_j \delta_{ki} + \zeta_k \delta_{ij}) - \zeta_i \zeta_j \zeta_k B(\zeta),
\]

subsidiary condition: $\langle 5\zeta^2 D_1(\zeta) + \zeta^4 D_2(\zeta) \rangle = 0$.

where $L[f] = -\nu(\zeta)f + C[f]$ and $\zeta_{ij} = \zeta_i \zeta_j - (1/3)\zeta^2 \delta_{ij}$.

The essential difficulty which newly appears is that the inhomogeneous term $I_\alpha$ or $I^S_\beta$ contains the derivative of the first order Knudsen-layer solution, i.e., $\partial \phi_1/\partial \mu$, $\partial \psi_1/\partial \mu$, or $\partial \psi_2/\partial \mu$, because $\phi_1$, $\psi_1$, and $\psi_2$ behave like $\mu \zeta \ln |\mu \zeta|$ for $\mu \zeta \sim -0$ on the boundary and thus their derivatives logarithmically diverge [25]. Our approach to be developed in the sequel follows the method in Refs. [18] and [25] and, in addition, separates the difficult part essentially from the others, thereby dealing with the problem safely numerically.

4.4 Numerical analysis and singularity of the solution

Because Eqs. (4.4) and (4.5) are linear problems, they can be treated by first decomposing the sources $I_\alpha$ (or $I^S_\beta$) and $g_\alpha$ (or $g^S_\beta$) as we like and then superposing the individual results. In the present section, we shall concentrate on the cases that all the terms without $\partial \phi_1/\partial \mu$, $\partial \psi_1/\partial \mu$, and $\partial \psi_2/\partial \mu$ in those sources are absent. Hence, we drop the subscript $\alpha$ from Eq. (4.4) and put $I = \zeta (1 - \mu^2)\partial \phi_1/\partial \mu$ and $g = 0$, while we put $\beta = A, B$ in Eq. (4.5) with $I^S_A = \zeta (1 - \mu^2)\partial \psi_1/\partial \mu$, $I^S_B = \zeta (1 - \mu^2)\partial \psi_2/\partial \mu$, $g^S_A = 0$ and $g^S_B = 0$. Note that $\psi_8 = \frac{1}{2} \psi_B$.

The remaining parts $\phi_4 \equiv \phi_4 - \phi$, $\tilde{\psi}_{5,6} \equiv \psi_{5,6} - \frac{1}{2} \psi_A$, and $\tilde{\psi}_7 \equiv \psi_7 - \frac{1}{2} \psi_B$ can be handled without difficulty by the method in our previous paper [18], the explanation of which is omitted here.

98
4.4.1 Integral formulation

Multiplied by $E(\zeta)$ and integrated with respect to $\eta$, both of the problems (4.4) and (4.5) are transformed into

$$\Phi(\eta, \mu, \zeta) = G(\mu, \zeta) \exp\left(-\frac{\nu(\zeta)\eta}{\mu \zeta}\right) + \frac{1}{\mu \zeta} \int_0^\eta C[\Phi](s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s-\eta)}{\mu \zeta}\right) ds$$

$$+ \frac{1}{\mu \zeta} \int_0^\eta C[\Psi](s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s-\eta)}{\mu \zeta}\right) ds, \quad (\mu \zeta > 0), \quad (4.9a)$$

$$\Phi(\eta, \mu, \zeta) = \frac{1}{\mu \zeta} \int_\eta^\infty C[\Phi](s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s-\eta)}{\mu \zeta}\right) ds$$

$$+ \frac{1}{\mu \zeta} \int_\eta^\infty C[\Psi](s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s-\eta)}{\mu \zeta}\right) ds, \quad (\mu \zeta < 0), \quad (4.9b)$$

with

$$\Phi(\eta, \mu, \zeta) \to 0, \quad \text{as} \quad \eta \to \infty, \quad (4.9c)$$

$$\Psi(\eta, \mu, \zeta) = \begin{cases} -\frac{1}{\mu \zeta} \int_0^\eta I(s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s-\eta)}{\mu \zeta}\right) ds, & (\mu \zeta > 0), \\ -\frac{1}{\mu \zeta} \int_\eta^\infty I(s, \mu, \zeta) \exp\left(\frac{\nu(\zeta)(s-\eta)}{\mu \zeta}\right) ds, & (\mu \zeta < 0). \end{cases} \quad (4.9d)$$

Here, $\Phi$, $C$, $I$, and $G$ should be read as $\Phi = \phi E - \Psi$, $C[f] = C[f E^{-1}]E$, $I = \mathcal{I} E$, and $G = (-\sigma^{(0)} - c^{(0)} \zeta^2)E$ for problem (4.4), while they should be read as $\Phi = \psi_{\beta} E - \Psi$, $C[f] = C[S^{(0)} f E^{-1}]E$, $I = \mathcal{I}_{\beta} S E$, and $G = -2b_{\beta}^{(1)} E$ for problem (4.5), where $\beta = A, B$. Remember that $I$ decays fast in $\eta$, so does $\Psi$. In the above, the original solution $\phi E$, $\psi A E$, or $\psi B E$ is split into the given part $\Psi$ and unknown part $\Phi$. The equation for $\Phi$ is none other than the integral form of the inhomogeneous Boltzmann equation with $C[\Psi]$ being its inhomogeneous term. The conditions (4.4c) and (4.5c) are reduced to Eq. (4.9c), because $\Psi \to 0$ as $\eta \to \infty$. The condition (4.9c) is required, otherwise the constants $\sigma^{(0)}$, $c^{(0)}$, $b_{\alpha}^{(1)}$, and $b_{\beta}^{(1)}$ are not determined [26].

Since $C$ is the integral operator, $C[f]$ is milder than $f$. Nevertheless, because of the singular nature of $I$ considered here, a special attention should be made in the present analysis. In fact, the most difficult part in the present work is the computation of $\Psi$ and $C[\Psi]$, especially their values in approaching the boundary ($\eta \to 0$).

Using the facts that $\phi_1$ is the solution of Eq. (4.4) with $\mathcal{I}_1 = 0$, $g_1 = \mu \zeta A(\zeta)$ and that $\psi_1$ and $\psi_2$ are the solutions of Eq. (4.5) with $\mathcal{I}^S_1 = 0$, $g_1^S = \mu \zeta B(\zeta)$, $\mathcal{I}^S_2 = 0$, $g_2^S = A(\zeta)$, $\Psi$
can be written as

\[
\Psi = (1 - \mu^2) \zeta \left\{ - \left( \frac{\partial h_0}{\partial \mu} + \frac{\zeta \nu}{2\eta} \frac{\eta |h_0|^2}{\mu \zeta} e^{-\frac{2z}{\eta \mu \zeta}} + \frac{1}{|\mu \zeta|^2} \right) \times \int_{\eta}^{\infty} \{ \zeta (1 - \frac{\nu}{2} \frac{\eta - s}{\mu \zeta}) |C[h] - |\mu \zeta| \frac{\partial C[h]}{\partial \mu} \} |\frac{\eta - s}{\mu \zeta}| e^{-\frac{2z}{\eta \mu \zeta}} |ds \} \right\}, \quad (\mu \zeta > 0),
\]

\[
\Psi = - \frac{(1 - \mu^2) \zeta}{|\mu \zeta|^2} \int_{\eta}^{\infty} \{ \zeta (1 - \frac{\nu}{2} \frac{\eta - s}{\mu \zeta}) |C[h] + |\mu \zeta| \frac{\partial C[h]}{\partial \mu} \} |\frac{\eta - s}{\mu \zeta}| e^{-\frac{2z}{\eta \mu \zeta}} |ds \}, \quad (\mu \zeta < 0),
\]

(4.10a)

(4.10b)

where \( h \) is \( \phi_1 E \), \( \psi_1 E \), or \( \psi_2 E \), while \( h_0 \) its value at \( \eta = 0 \); accordingly \( C[h] = C[\phi_1 E] \), \( C^S[\psi_1 E] \), or \( C^S[\psi_2 E] \). Note that \( C[h] \) is a function of \( s, \mu, \) and \( \zeta \) and that the argument \( \zeta \) of \( \nu \) and \( E \) has been omitted just for conciseness in the above. The parts with the underbrace require a special attention in the computation, which we explain in Sec. 4.4.2.

4.4.2 Singular properties of \( \Psi \)

Let us introduce the following notation:

\[
W[f] \equiv - (1 - \mu^2) \frac{\zeta^2 \nu}{2\eta} f(\mu, \zeta) |\frac{\eta}{\mu \zeta}|^3 e^{-\frac{2z}{\eta \mu \zeta}}, \quad (\mu \zeta > 0),
\]

\[
T[f] \equiv \begin{cases} 
(1 - \mu^2) \frac{\zeta^2}{|\mu \zeta|^2} \int_{\eta}^{\infty} |\frac{\eta - s}{\mu \zeta}| (1 - \frac{\nu}{2} |\frac{\eta - s}{\mu \zeta}|) f(s, \mu, \zeta) e^{-\frac{2z}{\eta \mu \zeta}} |ds, \quad (\mu \zeta > 0), \\
- \frac{(1 - \mu^2) \zeta^2}{|\mu \zeta|^2} \int_{\eta}^{\infty} |\frac{\eta - s}{\mu \zeta}| (1 - \frac{\nu}{2} |\frac{\eta - s}{\mu \zeta}|) f(s, \mu, \zeta) e^{-\frac{2z}{\eta \mu \zeta}} |ds, \quad (\mu \zeta < 0).
\end{cases}
\]

The parts with the underbrace in Eq. (4.10) are then written as \( W[h_0] \) and \( T[C[h]] \), respectively; the equation (4.10) is recast as

\[
\Psi = W[h_0] + T[C[h]] - (1 - \mu^2) \zeta \left\{ \frac{\partial h_0}{\partial \mu} \frac{\eta}{\mu \zeta} e^{-\frac{2z}{\eta \mu \zeta}} + \frac{1}{|\mu \zeta|^2} \int_{\eta}^{\infty} \frac{\partial C[h]}{\partial \mu} |\frac{\eta - s}{\mu \zeta}| e^{-\frac{2z}{\eta \mu \zeta}} |ds \} \right\}, \quad (\mu \zeta > 0),
\]

\[
\Psi = T[C[h]] - \frac{(1 - \mu^2) \zeta}{|\mu \zeta|^2} \int_{\eta}^{\infty} \frac{\partial C[h]}{\partial \mu} |\frac{\eta - s}{\mu \zeta}| e^{-\frac{2z}{\eta \mu \zeta}} |ds \}, \quad (\mu \zeta < 0).
\]

(4.12a)

(4.12b)

We consider the behavior of \( W[h_0] \) and \( T[C[h]] \) in three limiting processes: (i) \( \eta \to 0 \) with \( |\mu \zeta| (> 0) \) fixed, (ii) \( |\mu \zeta| \to 0 \) with \( \eta (> 0) \) fixed, and (iii) \( \eta, |\mu \zeta| \to 0 \) with \( z \equiv \frac{|\eta \mu \zeta|}{|\eta \mu \zeta| (> 0) \) fixed. Note that \( z \to 0 \) in the limit (i), while \( z \to \infty \) in the limit (ii).

As is clear from its form, \( W[h_0] \) behaves well in the limits (i) and (ii). It grows, however, in proportion to \( \eta^{-1} \) in the limit (iii). Therefore, \( W[h_0] \) is singular for \( \mu \zeta = +0 \) and \( \eta = 0 \).

As to \( T[C[h]] \), we need to pay attention to that, even though \( C[h] \) behaves well with respect to \( \mu \) and \( \zeta \), its derivative in \( s \) may diverge logarithmically [25,18] as \( s \to 0 \). Therefore,
as in Ref. [25], we put
\[ C[h](s, \mu, \zeta) = a(\mu, \zeta) + b(\mu, \zeta)s \ln s + c(\mu, \zeta)s, \] (4.13)
for small \( s \) and estimate the behavior of \( T[C[h]] \) for \( \eta \ll 1 \). Then, for \( \mu \zeta > 0 \), we have
\[
\frac{\nu^3 T[C[h]]}{(1 - \mu^2)\zeta^2} = \frac{z^3}{2\eta}e^{-z}a(\mu, \zeta) - \left\{(\frac{z^2}{2} + z + 1)e^{-z}[\ln(\eta - \gamma) - \frac{z}{2}}
+ \left\{z^2 + z + 1\right\}e^{-z} - 1\right\}\ln\eta - \frac{5}{2}(1 - e^{-z}) + \left(\frac{z^2}{2} + 2z\right)e^{-z}\right\}b(\mu, \zeta)
+ \left\{1 - \left(\frac{z^2}{2} + z + 1\right)e^{-z}\right\}c(\mu, \zeta),
\] (4.14)
where \( \text{Ei}(z) = \text{p.v.} \int_{\infty}^{z} e^{-y}dy \), \( z > 0 \) and \( \gamma \) is the Euler constant \( (\gamma = 0.577216\ldots) \). Taking into account the properties \( \text{Ei}(z) - \gamma - \ln z = O(z) \) for \( z \ll 1 \) and \( e^{-z}\text{Ei}(z) = z^{-1} + O(z^{-2}) \) for \( z \gg 1 \), we see that all the terms are finite in the limit (i). In the limit (ii), the part with the underbrace approaches \( -\ln\eta \); thus \( T[C[h]] \) grows in proportion to \( \ln\eta \) as \( \eta \to 0 \) at \( \mu \zeta = +0 \). In the limit (iii), the terms with \( a \) and \( b \) grow in proportion to \( \eta^{-1} \) and to \( \ln\eta \), respectively. On the other hand, for \( \mu \zeta < 0 \), we have
\[
\frac{\nu^3 T[C[h]]}{(1 - \mu^2)\zeta^2} = -\frac{w^3e^{-w}}{2[\eta + \eta_s]}a(\mu, \zeta) - \left\{(z - 1)e^z\text{Ei}(z) - \ln\eta - \frac{z}{2}[ze^z\text{Ei}(z) - 1}\right\}
+\left\{[\frac{z^2}{2} + y^2 - z + 1](1 + y) - \frac{y^2}{2}\right\}e^y\text{Ei}(y)
+\left\{5(1 - e^{-w}) + e^{-w}[\frac{w^2}{2} + 2w]\right\}b(\mu, \zeta)
+\left\{1 - \left[1 + w + \frac{w^2}{2}(1 + z) + \frac{w^3}{2}\right]e^{-w}\right\}c(\mu, \zeta)
-\frac{\nu^3}{\mu^2}\int_{\eta_s}^{\infty} \frac{\eta - s}{\mu^2}(1 - \nu\frac{\eta - s}{\mu^2})\frac{C[h](s, \mu, \zeta)e^{-\frac{\eta - s}{\mu^2}ds}}{(1 - \mu^2)\zeta^2},
\] (4.15)
where \( \text{Ei}(z) = \int_{\infty}^{z} e^{-y}dy \), \( z > 0 \), \( w \equiv \nu[\frac{\eta - 2}{\mu^2}], y \equiv z + w = \frac{w}{\mu^2} \), and \( \eta_s \) is a fixed positive constant such that \( 3\eta < \eta_s < 1 \). In the above three limiting processes, \( w \) and \( y \) behave respectively as (i) \( w \to y \) with \( y(0) \) fixed, (ii) \( w, y \to \infty \), and (iii) \( w, y \to \infty \); and in all cases \( \frac{z}{w} \) and \( \frac{y}{w} \) are finite. The integral on the last line is seen to be bounded by
\[
\frac{w}{\eta_s - \eta}\left(\frac{1}{2}w^2 + 2w + 2\right)e^{-w}\max_{\eta \geq \eta_s} C[h],
\]
and always remains finite in those limits. However, because of the properties \( e^z\text{Ei}(x) + \gamma + \ln x = O(x\ln x) \) for \( x \ll 1 \) and \( e^z\text{Ei}(x) = x^{-1} + O(x^{-2}) \) for \( x \gg 1 \), it is seen that the part
with the underbrace approaches $\gamma + \ln |\frac{\mu}{\mu \zeta}|$ in the limit (i) and grows in proportion to $\ln \eta$ in the limit (iii). The limit (i) implies that $T[C[h]]$ grows with the rate $\ln |\mu \zeta|$ as $\mu \zeta \to 0$ on the boundary $\eta = 0$. In the limit (ii), it approaches $1 - \ln \eta$; thus $T[C[h]]$ grows in proportion to $\ln \eta$ as $\eta \to 0$ at $\mu \zeta = -0$.

To summarize, $\Psi$ exhibits the singular behavior and may diverge for $\eta, \mu \zeta \sim 0$. To be specific, when $\mu \zeta < 0$, it diverges with the rate $\ln \eta$ as $\eta \to 0$ with $|\frac{\mu \eta}{\mu \zeta}|$ fixed and with the rate $\ln |\mu \zeta|$ as $\mu \zeta \to 0$ for $\eta = 0$. When $\mu \zeta > 0$, it diverges with the rate $\eta^{-1}$ as $\eta \to 0$ with $|\frac{\mu \eta}{\mu \zeta}|$ fixed due to both $W[h_0]$ and $T[C[h]]$, especially the contribution from the part $a(\mu, \zeta)$ of $C[h]$ for the latter. When $\mu \zeta = \pm 0$, it grows with the rate $\ln \eta$ as $\eta \to 0$.

### 4.4.3 Influence of the singularity of $\Psi$ on its moments and $C[\Psi]$

Due to the behavior studied in Sec. 4.4.2, $C[\Psi]$ and the moments of $\Psi$ on the boundary should be considered carefully. We define them as the values in the limit $\eta \to 0$. Then, a special attention should be made to the singularity in the limit (iii); the order of the limit $\eta \to 0$ and the integration with respect to $\mu$ and $\zeta$ is not allowed to change naively. We have obtained the following identities, by which the moments of $\Psi$ for $\eta = 0$ can be computed appropriately numerically:

\[
\lim_{\eta \to 0} \int_{\mu \zeta < 0} \mathcal{P}(\mu, \zeta) W[h_0] d\zeta = 2\pi \lim_{\eta \to 0} \int_{\mu \zeta > 0} \int_{\nu}^{1} \int_{0}^{\infty} \frac{\zeta}{2\nu^2} \mathcal{P}(\mu, \zeta) W[h_0] d\mu d\zeta \\
\quad = -2\pi \lim_{\eta \to 0} \int_{\mu \zeta > 0} \int_{\nu}^{1} \int_{0}^{\infty} \left(1 - \mu^2\right) \frac{\zeta^4}{2\nu^2} |\frac{\nu}{\mu \zeta}|^3 e^{-\frac{\nu}{\mu \zeta}} \mathcal{P}(\mu, \zeta) h_0(\mu, \zeta) d\mu d\zeta \\
\quad = -\pi \int_{\nu}^{\infty} \frac{\zeta^3}{\nu} \mathcal{P}(0, \zeta) h_0(0, \zeta) d\zeta = -\pi \int_{\nu}^{\infty} \frac{\zeta^3}{\nu} \mathcal{P}(0, \zeta) h(0, +0, +0, +\zeta) d\zeta, \quad (4.16a)
\]

\[
\lim_{\eta \to 0} \int_{\mu \zeta < 0} \mathcal{P}(\mu, \zeta) T[C[h]] d\zeta = 2\pi \lim_{\eta \to 0} \int_{\mu \zeta > 0} \int_{\nu}^{1} \int_{0}^{\infty} \frac{\zeta}{2\nu^2} \mathcal{P}(\mu, \zeta) T[C[h]] d\mu d\zeta \\
\quad = 2\pi \lim_{\eta \to 0} \int_{\mu \zeta > 0} \int_{\nu}^{1} \int_{0}^{\infty} \frac{\zeta^2}{\nu^2} \mathcal{P}(\mu, \zeta) T[C[h]] d\mu d\zeta \\
\quad = \pi \lim_{\eta \to 0} \frac{1}{\eta} \int_{0}^{\infty} \int_{\nu}^{1} \left|\frac{\nu}{\mu \zeta}\right|^3 e^{-\frac{\nu}{\mu \zeta}} \mathcal{P}(\mu, \zeta) \alpha(\mu, \zeta) \left(1 - \mu^2\right)^2 \frac{\zeta^4}{\nu^3} d\mu d\zeta \\
\quad = \pi \int_{0}^{\infty} \frac{\zeta^3}{\nu^2} \mathcal{P}(0, \zeta) \alpha(0, \zeta) d\zeta = \pi \int_{0}^{\infty} \frac{\zeta^3}{\nu^2} \mathcal{P}(0, \zeta) C[h](0, 0, \zeta) d\zeta, \quad (4.16b)
\]

\[
\lim_{\eta \to 0} \int_{\mu \zeta > 0} \mathcal{P}(\mu, \zeta) T[C[h]] d\zeta = 2\pi \lim_{\eta \to 0} \int_{\mu \zeta < 0} \int_{0}^{\infty} \int_{\nu}^{1} \frac{\zeta}{2\nu^2} \mathcal{P}(\mu, \zeta) T[C[h]] d\mu d\zeta \\
\quad = \pi \lim_{\eta \to 0} \frac{1}{\eta} \int_{0}^{\infty} \int_{\nu}^{1} \left|\frac{\nu}{\mu \zeta}\right|^3 e^{-\frac{\nu}{\mu \zeta}} \mathcal{P}(\mu, \zeta) \alpha(\mu, \zeta) \left(1 - \mu^2\right)^2 \frac{\zeta^4}{\nu^3} d\mu d\zeta \\
\quad = \pi \int_{0}^{\infty} \frac{\zeta^3}{\nu^2} \mathcal{P}(0, \zeta) \alpha(0, \zeta) d\zeta = \pi \int_{0}^{\infty} \frac{\zeta^3}{\nu^2} \mathcal{P}(0, \zeta) C[h](0, 0, \zeta) d\zeta, \quad (4.16c)
\]
where $\mathcal{P}$ is a regular function of its arguments [see Sec. 4.8 for the derivation of Eq. (4.16)]. Therefore, we have

$$\lim_{\eta \to 0} \int \mathcal{P}(\mu, \zeta) \Psi(\eta, \mu, \zeta) d\zeta = 2\pi \lim_{\epsilon \downarrow 0} \int_{-\epsilon}^{\epsilon} \int_{0}^{\infty} \mathcal{P}(\mu, \zeta) \zeta^2 \Psi(0, \mu, \zeta) d\mu d\zeta$$

$$+ \pi \int_{0}^{\infty} \frac{\zeta^3}{2\nu^2} \mathcal{P}(0, \zeta) \{C[h](0, 0, \zeta) - \nu h(0, +0, \zeta)\} d\zeta. \quad (4.17)$$

As for $C[\Psi]$, it can be written in the form

$$C[\Psi](\eta, \mu, \zeta) = \int_{-\epsilon}^{\epsilon} \int_{0}^{\infty} \int_{-\epsilon}^{\epsilon} \xi^2 K(M, \xi, \theta; \mu, \zeta) \Psi(\eta, M, \xi) d\theta dM d\xi,$$

where $\theta$ is the angle between the projections of $\xi$ and $\zeta$ onto the plane normal to their common polar direction ($M = \mu = 1$). The key difference of the above $K$ from $\mathcal{P}$ is that it has a singularity of $|\xi - \zeta|^{-1}$. Fortunately, however, the singularity can be removed by transformation of integral variables, so that we obtain the identity similar to Eq. (4.17):

$$C[\Psi](0, \mu, \zeta) \equiv \lim_{\eta \to 0} \int_{0}^{\infty} \int_{-\epsilon}^{\epsilon} \int_{0}^{\infty} \xi^2 K(M, \xi, \theta; \mu, \zeta) \Psi(\eta, M, \xi) d\theta dM d\xi$$

$$= \lim_{\epsilon \downarrow 0} \int_{0}^{\infty} \int_{-1}^{1} \int_{0}^{2\pi} K(M, \xi, \theta; \mu, \zeta) \xi^2 \Psi(0, M, \xi) d\theta dM d\xi$$

$$+ \int_{0}^{\infty} \int_{0}^{2\pi} \int_{0}^{\epsilon} \frac{\xi^3}{2\nu^2} K(0, \xi, \theta; \mu, \zeta) \{C[h](0, 0, \xi) - \nu h(0, +0, \xi)\} d\theta d\xi. \quad (4.18)$$

The required calculation becomes lengthy and we omit it in the present paper.

### 4.4.4 Discretization and some details of numerical method

Thanks to the factor $E$, both of $\Phi$ and $\Psi$ are expected to decay rapidly in $\zeta$, as well as in $\eta$. We thus truncate the $\zeta$- and $\eta$-spaces at $\zeta = Z$ and $\eta = d$ for properly chosen positive constants $Z$ and $d$ and restrict the computation in the region $-1 \leq \mu \leq 1$, $0 \leq \zeta \leq Z$, and $0 \leq \eta \leq d$. The chosen values of $Z$ and $d$ are justified a posteriori from the results.

Non-uniform discretization is made for each variables. The grid in molecular velocity space $(\mu, \zeta)$ is arranged two-fold: one is the grid for capturing the milder function $C[\Phi]$ (and $C[\Psi]$), while the other is that for capturing $\Phi$ (and $\Psi$) to compute $C[\Phi]$ (and $C[\Psi]$) enough accurately. The latter grid should be finer than the former. In the case of the standard grid, i.e., $(S1,M1)$ in Ref. [18], we set $Z = 5.0$ and $d = 44.46$, and arrange 251 grid points in $\eta$ space; the two-fold grid in $\mu$-$\zeta$ space consists of $257 \times 141$ and $449 \times 161$ points.\footnote{Using the notation appearing soon below, $N_\eta = 125$, $N_\mu = 64$, $N_\zeta = 70$, $N_M = 112$, and $N_\xi = 80$.} More details are found in Ref. [18].
For the spatial coordinate \( \eta \), we arrange \( 2N_\eta + 1 \) grid points, say \( \eta^{(i)} \ (i = 0, 1, \ldots, 2N_\eta) \), in the region \( 0 \leq \eta \leq d \):

\[
0 = \eta^{(0)} < \eta^{(1)} < \cdots < \eta^{(2N_\eta)} = d. \tag{4.19}
\]

As the primary grid for the molecular velocity space, we arrange \((4N_\mu + 1) \times (2N_\zeta + 1)\) points, say \((\mu^{(j)}, \zeta^{(k)}) \ (j = -2N_\mu, \ldots, 2N_\mu; k = 0, \ldots, 2N_\zeta)\) in the region \(-1 \leq \mu \leq 1\) and \(0 \leq \zeta \leq Z\):

\[
0 = \mu^{(0)} < \mu^{(1)} < \cdots < \mu^{(2N_\mu - 1)} < \mu^{(2N_\mu)} = 1,
\mu^{(-j)} = -\mu^{(j)}, \ (1 \leq j \leq 2N_\mu),
0 = \zeta^{(0)} < \zeta^{(1)} < \cdots < \zeta^{(2N_\zeta)} = Z,
\]

while, as the secondary grid, we arrange \((4N_M + 1) \times (2N_\xi + 1)\) points in \(\mu-\zeta\) space, say \((M^{(l)}, \xi^{(m)})\) \((l = -2N_M, \ldots, 2N_M; m = 0, \ldots, 2N_\xi)\):

\[
0 = M^{(0)} < M^{(1)} < \cdots < M^{(2N_M - 1)} < M^{(2N_M)} = 1,
M^{(-l)} = -M^{(l)}, \ (1 \leq l \leq 2N_M),
0 = \xi^{(0)} < \xi^{(1)} < \cdots < \xi^{(2N_\xi)} = Z.
\]

Note that \(N_M > N_\mu\) and \(N_\xi > N_\zeta\). Once the reliable data of \(C[\Psi]\) are obtained, the solution method for Eq. (4.9) is the same as that in Ref. [18]. Hence, we explain below how to obtain \(\Psi\) and \(C[\Psi]\).

As is obvious from Eq. (4.9), in order to compute \(\Phi\), the information of \(C[\Psi]\) on all grid points \((\eta^{(i)}, \mu^{(j)}, \zeta^{(k)})\) is required. For \(\eta^{(i)}\) with \(i \neq 0\), \(C[\Psi]\) is computed in the same way as the computation of \(C[\Phi]\), which is based on the piecewise quadratic interpolation of \(\Psi\) in the molecular velocity space (see also Ref. [18]). For \(\eta^{(0)}\), however, \(C[\Psi]\) is computed in accordance with Eq. (4.18) in Sec. 4.4.3, where \(C[h](0, 0, \xi)\) is interpolated piecewise quadratically in \(\xi\) in the last integral. As to the first integral, the region of integration with respect to \(M\) is truncated from \(-1 < M < -\epsilon\) with \(\epsilon \to +0\) to \(-1 < M < M^{(-2)}\) for the integration of \(T[C[h]]\) in \(\Psi\) [see Eq. (4.12)]; no truncation is made for the integration of the reminder \(\Psi - T[C[h]]\). In both integrations, \(T[C[h]]\) or \(\Psi - T[C[h]]\) is interpolated piecewise quadratically both in \(M\) and \(\xi\). The truncation causes the error of \(O(M^{(-2)} \ln |M^{(-2)}|)\), which can be controlled to be small enough by a proper arrangement of the secondary grid.
In computing the contribution from $\Psi$ to the Knudsen-layer functions at $\eta = 0$, Eq. (4.17) is treated in the same way.

Finally, we turn to the computation of $\Psi$. As is clear from the previous paragraph, we have already handled the divergence of $\Psi$ at $\eta = 0$ and do not have to worry about it. When computing $\Psi$ by Eq. (4.12), we use the following piecewise interpolation with respect to $s$ for the part $T[C[h]]$ in the range $0 < s \leq \eta^{(2\sigma)}$, where $\sigma$ is a certain small natural number, [see Eq. (4.13)]:

$$C[h](s, \mu^{(j)}, \zeta^{(k)}) = a(\mu^{(j)}, \zeta^{(k)}) + b(\mu^{(j)}, \zeta^{(k)})s \ln s + c(\mu^{(j)}, \zeta^{(k)})s,$$

for $\eta^{(2i)} < s \leq \eta^{(2i+2)}$, $i = 0, 1, \ldots, \sigma - 1$.

Here the coefficients $a$, $b$, and $c$ are determined in such a way that $C[h](s, \cdot, \cdot)$ takes the values $C[h](\eta^{(2i)}, \cdot, \cdot)$, $C[h](\eta^{(2i+1)}, \cdot, \cdot)$, and $C[h](\eta^{(2i+2)}, \cdot, \cdot)$ at $s = \eta^{(2i)}$, $\eta^{(2i+1)}$, and $\eta^{(2i+2)}$. As to the remaining part $\Psi - T[C[h]]$ in that range and $\Psi$ in the remaining range, we use a piecewise quadratic interpolation with respect to $s$, as in Ref. [18]. The value of $\eta^{(2\sigma)}$ is about 0.1 in all of our computations.

### 4.5 Numerical results

The results in the present section are obtained by the standard grid (S1,M1) in Ref. [18], unless otherwise stated. The measure of accuracy of the present computations is given in Sec. 4.9. Further data, in addition to those covering the results in Refs. [10] and [18], are available from the Kyoto University Research Information Repository (http://hdl.handle.net/2433/199811).

#### 4.5.1 Velocity distribution functions

As an illustrative example, we show $\psi_AE$ at three spatial points $\eta = 0.015, 0.58, 3.0$ in Fig. 4.1 and $\bar{\psi}_5E$ at four spatial points $\eta = 0, 0.015, 0.58, 3.0$ in Fig. 4.2. It should be reminded that $\psi_5 = \frac{1}{2}\psi_A + \bar{\psi}_5$ (see the first paragraph of Sec. 4.4) and that $\psi_A$ contains a diverging part at $\eta \sim 0$ and $\mu\zeta \sim 0$, while $\bar{\psi}_5$ does not. Due to this fact, the scale of the vertical axis is changed largely in Fig. 4.1, while it is not changed in Fig. 4.2. In Fig. 4.1, $\psi_AE$ on the boundary $\eta = 0$ is not drawn by the same fact.
Figure 4.1: \( \psi_A E \) and its contour plots at three spatial points. (a) \( \eta = 0.015 \), (b) \( \eta = 0.58 \), and (c) \( \eta = 3.0 \). In the contour plots, the curves are drawn with the interval of 1 in (a), 0.04 in (b), and 0.01 in (c).

In Fig. 4.2, the discontinuity is clearly observed along the line \( \mu \zeta = 0 \) on the boundary \( \eta = 0 \), which is the line corresponding to the molecular velocity tangential to the boundary (see Fig. 4.2a). The discontinuity vanishes immediately away from the boundary with keeping the other part almost unchanged. Accordingly, a continuous but steep variation appears in the molecular velocity space near the boundary (see Fig. 4.2b). These features are also observed in \( \tilde{\phi}_4, \tilde{\psi}_6, \tilde{\psi}_7 \), and the solutions obtained in Ref. [18].

In order to see the singular behavior of the velocity distribution functions more closely, we show in Fig. 4.3 \( \eta \phi, \eta \psi_A, \) and \( \eta \psi_B \) for small \( \eta \) as a function of \( \mu/\eta(>0) \). It is seen that the profiles of \( \eta \phi, \eta \psi_A, \) and \( \eta \psi_B \) tend to converge individually as \( \eta \) decreases. This confirms that \( \phi, \psi_A, \) and \( \psi_B \) diverge in proportion to \( \eta^{-1} \) for \( \mu \zeta > 0 \) in the limit (iii) of Sec. 4.4.2, due to the corresponding property of the part \( \Psi \). Another close observation can be made for the limit (i) of Sec. 4.4.2 for \( \mu \zeta < 0 \). From Eq. (4.15), we see that for \( |\mu| \ll 1 \)

\[
T[C[h]](\eta = 0, \mu < 0, \zeta) = \frac{\zeta^2}{\nu^3}[\left(\frac{5}{2} - \gamma - \ln \frac{\nu}{|\mu \zeta|}\right)b(0, \zeta) + c(0, \zeta)] + O(\mu \ln |\mu|),
\]
Figure 4.2: $\bar{\psi}_5 E$ and its contour plots at four spatial points. (a) $\eta = 0$, (b) $\eta = 0.015$, (c) $\eta = 0.58$, and (d) $\eta = 3.0$. In the contour plots the curves are drawn with the interval of 0.1 in (a) and (b), 0.05 in (c), and 0.005 in (d). The white vertical surface at $\mu \zeta = 0$ in (a) shows the discontinuity.

which in turn leads to the following asymptotic behavior:

$$
\varphi(\eta = 0, \mu < 0, \zeta) \to (\varphi)_{asy} = \frac{\zeta^2}{\nu^3} \left[ \frac{5}{2} - \gamma - \ln \frac{\nu}{|\mu \zeta|} \right] b(0, \zeta) + c(0, \zeta) \\
- \frac{\zeta}{\nu^2} \frac{\partial C[h]}{\partial \mu}(0, 0, \zeta) + \frac{1}{\nu} C[\varphi](0, 0, \zeta), \quad \text{as } \mu \nearrow 0, \quad (4.20)
$$

where $\varphi = \phi E, \psi_A E, \psi_B E$ for $h = \phi_1 E, \psi_1 E, \psi_2 E$. Note that $b$ and $c$ depend on $h$. We show in Fig. 4.4 the numerical data of $\varphi(\eta = 0, \mu < 0, \zeta)$ for small $|\mu|$ by the solid line. It is clearly observed that, as $\mu \nearrow 0$, the numerical solution of $\phi E, \psi_A E$, or $\psi_B E$ on the boundary approaches $(\phi E)_{asy}, (\psi_A E)_{asy}$, or $(\psi_B E)_{asy}$, i.e., the dashed line. This again shows that our numerical method works consistently enough to capture the logarithmic divergence of the solution in $|\mu|$ for $\mu \nearrow 0$ on the boundary discussed in Sec. 4.4.2.
Figure 4.3: Behavior of $\phi$, $\psi_A$, and $\psi_B$ for small $\eta$. (a) $\eta\phi E$ vs $\mu/\eta$, (b) $\eta\psi_A E$ vs $\mu/\eta$, and (c) $\eta\psi_B E$ vs $\mu/\eta$. Three different lines are drawn for each value of $\zeta$ in each panel: the solid line represents the result for $\eta = 7.3 \times 10^{-7}$, the dashed line that for $\eta = 1.4 \times 10^{-4}$, and the dash-dotted line that for $\eta = 1.5 \times 10^{-2}$. The dashed line almost agrees with the solid line and is invisible for $\zeta = 0.90$. Three lines almost agree with one another and the difference is invisible for $\zeta = 2.1$.

Figure 4.4: Behavior of $\phi E$, $\psi_A E$, and $\psi_B E$ for $\mu \lesssim 0$ on the boundary $\eta = 0$, with $\zeta$ being fixed ($\zeta = 0.90$). (a) $\phi E$, (b) $\psi_A E$, and (c) $\psi_B E$. The solid line represents the numerical solution of $\phi E$, $\psi_A E$, and $\psi_B E$, while the dashed line $(\phi E)_\text{asy}$, $(\psi_A E)_\text{asy}$, and $(\psi_B E)_\text{asy}$ predicted theoretically [see Eq. (4.20)].

4.5.2 Slip/jump coefficients and Knudsen-layer functions

Slip/jump coefficients are shown in Table 4.1. The data in Ref. [10], which are obtained from the information about the first-order Knudsen layer by the theory of symmetry relation [23], are also shown for comparisons. Excellent agreement ensures the consistency of the present results to the theory.

The Knudsen-layer functions $\Omega_4^{(0)}$, $\Theta_4^{(0)}$, $Y$’s, and $H$’s are shown in Fig. 4.5 and Table 4.2 [see Sec. 4.7 for $H$’s and Eq. (4.2) for the others]. Corresponding to the behavior of the velocity distribution functions in $\eta$, they decay fast as $\eta \to \infty$, mostly monotonically except for $\Omega_4^{(0)}$, $\Theta_4^{(0)}$, and $H_7^{(1)}$ (see Table 4.2). From the table, the 90% thickness of the Knudsen
Table 4.1: Slip/jump coefficients. The data in Ref. [10] obtained by the use of the symmetry relation [23] are also shown for comparisons.

<table>
<thead>
<tr>
<th></th>
<th>$c_4^{(0)}$</th>
<th>$b_5^{(1)}$</th>
<th>$b_6^{(1)}$</th>
<th>$b_7^{(1)}$</th>
<th>$b_8^{(1)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present results</td>
<td>4.6180</td>
<td>-0.66012</td>
<td>0.24381</td>
<td>0.44728</td>
<td>-0.23353</td>
</tr>
<tr>
<td>Symmetry relation [10]</td>
<td>4.6181</td>
<td>-0.6601</td>
<td>0.2438</td>
<td>0.4472</td>
<td>-0.2336</td>
</tr>
</tbody>
</table>

Figure 4.5: Knudsen-layer functions. (a) Knudsen-layer functions for $\phi_4$, $\psi_5$, and $\psi_8$, (b) those for $\psi_6$ and $\psi_7$.

The occurrence of the local divergence above can be understood physically from the

4.6 Concluding remarks

In the present paper, we have investigated the curvature effects in the generalized slip-flow theory [4,5,6], which occur at the second order of the Knudsen number expansion, and thereby complete the series of data required for its application to practical problems. This also completes our recent studies on the time-dependent slip-flow theory [10,18] for a slightly rarefied gas. In the course of analyses, we have also clarified that the curvature effects induce the local divergence singularity of the velocity distribution function, even though it is integrable to make macroscopic quantities well defined. We have obtained the precise information on the singularity and thereby have established a numerical method that handles it appropriately.

The occurrence of the local divergence above can be understood physically from the
viewpoint of the boundary geometry. In the generalized slip-flow theory, the study of the Knudsen-layer structure is reduced to a series of spatially half-space problems. It implies that the boundary is approximated as if the boundary were flat at each stage of the analysis. As a result, the solution at the first order of the Knudsen number is forced to be discontinuous on the boundary in the tangential direction of molecular velocity, resulting in the divergence singularity at the second order through the inhomogeneous term. Actually, however, if the curvature exists, the behavior of that discontinuity dramatically changes. For instance, when the boundary is the surface of a convex body, that discontinuity exists but propagates into the gas region in the tangential directions of the boundary. Then, the implicit assumption of continuous solution in the analysis breaks down. The region with this breakdown, which is
thinner by one order of the Knudsen number in its thickness, is called the S-layer [6], which was discovered in Ref. [28] and was recognized later in Ref. [29] as the manifestation of the discontinuity propagation. The estimate of corrections to the generalized slip-flow theory in the S-layer can be found in Refs. [29] and [6]. When the boundary is a surface of concave body, the velocity distribution function becomes continuous even on the boundary. These facts near the convex/concave boundary illustrate that the flattened boundary treatment in the asymptotic analysis does not capture the very local structure of the velocity distribution function, when the curvature exists. Improvement of the local analytical drawback could be an interesting subject in the mathematical physics.

4.7 Appendix A: Stress and heat flow

The stress tensor and heat-flow vector are also familiar fluid-dynamic quantities that become necessary, most typically, in computing the momentum and energy exchange with the body surface. Denoting the former by $p_0(\delta_{ij} + P_{ij})$ and the latter by $p_0(2RT_0)^{1/2}Q_i$, their Hilbert part $h = h_{H0} + h_{H1}\varepsilon + \cdots$ and Knudsen-layer correction $h_K = h_{K0} + h_{K1}\varepsilon + \cdots$ ($h = P_{ij}, Q_i$) up to the second order in $\varepsilon$ are summarized as follows:

$$P_{ijHm} = P_{Hm}\delta_{ij} - \gamma_1 \frac{\partial u_{ijHm-1}}{\partial x_j} + \frac{1}{2} \gamma_3 \frac{\partial^2 \tau_{Hm-2}}{\partial x_i \partial x_j}, \quad (m = 0, 1, 2), \quad (4.21a)$$

$$Q_{iHm} = -\frac{5}{4} \gamma_2 \frac{\partial \tau_{Hm-1}}{\partial x_i} + \frac{1}{2} \gamma_3 \frac{\partial^2 u_{iHm-2}}{\partial x_i^2}, \quad (m = 0, 1, 2), \quad (4.21b)$$

and

$$P_{ijKm} = \frac{3}{2} \frac{\partial \tau_{Hm-1}}{\partial x_k} n_k(\delta_{ij} - n_i n_j)[\Omega_1^{(0)}(\eta) + \Theta_1^{(0)}(\eta)], \quad (m = 0, 1), \quad (4.22a)$$

$$P_{ijk2n_i n_j} = -3\kappa \frac{\partial \tau_{H0}}{\partial x_i} n_i \int_\eta^{\infty} [\Omega_1^{(0)}(z) + \Theta_1^{(0)}(z)]dz, \quad (4.22b)$$

$$P_{ijk2n_i t_j} = \frac{3}{2} \left( \frac{\partial^2 \tau_{H0}}{\partial x_i \partial x_j} + \kappa \frac{\partial \tau_{H0}}{\partial x_i} \right) \int_\eta^{\infty} [\Omega_1^{(0)}(z) + \Theta_1^{(0)}(z)]dz, \quad (4.22c)$$

$$Q_{ikKm} t_i = \frac{\partial u_{iKm-1}}{\partial x_j} n_i t_j H_1^{(1)}(\eta) + \frac{\partial \tau_{Hm-1}}{\partial x_i} t_i H_2^{(1)}(\eta) + \frac{\partial^2 \tau_{Hm-2}}{\partial x_i \partial x_j} n_i t_j H_3^{(1)}(\eta) + \frac{\partial}{\partial x_i} \frac{\partial u_{iKm-2}}{\partial x_k} n_i n_j t_k H_4^{(1)}(\eta) + \frac{\kappa}{\partial x_j} \frac{\partial u_{iKm-2}}{\partial x_k} n_i t_j H_5^{(1)}(\eta) + \kappa \frac{\partial \tau_{Hm-2}}{\partial x_i} t_i H_6^{(1)}(\eta) + \kappa n_i t_j H_7^{(1)}(\eta), \quad (m = 0, 1, 2), \quad (4.22d)$$
On the other hand, by applying to Eq. (4.23), we show below the outline of the proof for Eqs. (4.23), (4.24), and (4.16b).

Once Eq. (4.23) is proved, the still non-trivial equality in Eq. (4.16c) is provided by the functions $H_1^{(1)} \sim H_1^{(1)}$, which have already been obtained in [20,21,18]. The present work newly provides the data of $H_2^{(1)} \sim H_3^{(1)}$, which are included in Fig. 4.5 and Table 4.2.

4.8 Appendix B: Sketch of derivation of Eq. (4.16)

The non-trivial equality in Eq. (4.16a) is

$$
\lim_{\eta \to 0} \int_{0}^{1} \left( 1 - \mu^2 \right) \frac{\zeta^4}{\nu^2} \frac{1}{\mu \zeta} |\nu \eta| \eta e^{-\frac{2\nu}{\mu \zeta}} \mathcal{P}(\mu, \zeta) h_0(\mu, \zeta) d\mu d\zeta = \int_{0}^{\infty} \frac{\zeta^3}{\nu} \mathcal{P}(0, \zeta) h_0(0, \zeta) d\zeta. 
$$

(4.23)

Once Eq. (4.23) is proved, the still non-trivial equality in Eq. (4.16c) is

$$
2 \lim_{\eta \to 0} \int_{0}^{\infty} \int_{0}^{1} \zeta^2 \mathcal{P}(\mu, \zeta) T [\mathcal{C}[h]] d\mu d\zeta,
$$

$$
= \lim_{\eta \to 0} \frac{1}{\eta} \int_{0}^{\infty} \int_{0}^{1} \left| \frac{\nu \eta}{\mu \zeta} \right| e^{-\frac{2\nu}{\mu \zeta}} \mathcal{P}(\mu, \zeta) a(\mu, \zeta) \left( 1 - \mu^2 \right) \frac{\zeta^4}{\nu^3} d\mu d\zeta. 
$$

(4.24)

We show below the outline of the proof for Eqs. (4.23), (4.24), and (4.16b).

Proof of Eq. (4.23) We first split the region of integration with respect to $\mu$ into $(0, \delta)$ and $(\delta, 1)$, where $0 < \delta < 1$ is a constant. Then for the second part, we see that

$$
\left| \int_{0}^{\infty} \int_{0}^{1} \frac{\zeta^4}{\nu^2} \frac{1}{\mu \zeta} |\nu \eta| \eta e^{-\frac{2\nu}{\mu \zeta}} \mathcal{P}(\mu, \zeta) h_0(\mu, \zeta) d\mu d\zeta \right|
$$

$$
\leq \int_{0}^{\infty} \int_{0}^{1} \frac{\zeta^4}{\nu^2} \frac{1}{\mu \zeta} \left| \frac{\nu \eta}{\mu \zeta} \right| e^{-\frac{2\nu}{\mu \zeta}} \max_{\mu} (| \mathcal{P}(\mu, \zeta) h_0(\mu, \zeta) | + | \mathcal{P}(0, \zeta) h_0(0, \zeta) |) d\mu d\zeta
$$

$$
\leq \delta^{-3} \int_{0}^{\infty} \int_{0}^{1} \zeta^2 |\nu \eta| \eta e^{-\frac{2\nu}{\mu \zeta}} \max_{\mu} (| \mathcal{P}(\mu, \zeta) h_0(\mu, \zeta) | + | \mathcal{P}(0, \zeta) h_0(0, \zeta) |) d\zeta
$$

$$
\leq \delta^{-3} \int_{0}^{\infty} \int_{0}^{1} \zeta^2 \max_{\mu} (| \mathcal{P}(\mu, \zeta) h_0(\mu, \zeta) | + | \mathcal{P}(0, \zeta) h_0(0, \zeta) |) d\zeta \to 0, \quad \text{as} \ \eta \to 0.
$$

On the other hand, by applying to $\mathcal{P}$ and $h_0$ the mean-value theorem with respect to $\mu$, we have

$$
\left| \int_{0}^{\infty} \int_{0}^{1} \frac{\zeta^4}{\nu^2} \frac{1}{\mu \zeta} |\nu \eta| \eta e^{-\frac{2\nu}{\mu \zeta}} \left( (1 - \mu^2) \mathcal{P}(\mu, \zeta) h_0(\mu, \zeta) - \mathcal{P}(0, \zeta) h_0(0, \zeta) \right) d\mu d\zeta \right|
$$

$$
\leq \int_{0}^{\infty} \int_{0}^{\delta} \frac{\zeta^4}{\nu^2} \frac{1}{\mu \zeta} \left| \frac{\nu \eta}{\mu \zeta} \right| e^{-\frac{2\nu}{\mu \zeta}} (| \mathcal{P}' h_0(0, \zeta) | \mu + | \mathcal{P}(0, \zeta) h_0' | \mu + | \mathcal{P} h_0 | \mu^2 + | \mathcal{P}' h_0' | \mu^2 ) d\mu d\zeta
$$
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We use the expression (4.13) of \( \mu \zeta > \mu \) and its consequence for Eq. (4.24)

\[ \delta \int_0^\infty \frac{\zeta^3}{\nu} \max(|P'(h_0(0, \zeta))| + |P(0, \zeta)h'_0|) d\mu d\zeta \]

\[ + \eta \int_0^\infty \int_0^\delta \frac{\zeta^2}{\mu \zeta} e^{-\frac{\nu \zeta}{\mu}} \max(|P(h_0)| + |P'(h'_0)|) d\mu d\zeta \]

\[ \leq \delta \int_0^\infty \frac{\zeta^3}{\nu} \max(|P'(h_0(0, \zeta))| + |P(0, \zeta)h'_0|) d\zeta + \eta \delta \int_0^\infty \zeta^2 \max(|P(h_0)| + |P'(h'_0)|) d\zeta \]

\[ \to \delta \int_0^\infty \frac{\zeta^3}{\nu} \max(|P'(h_0(0, \zeta))| + |P(0, \zeta)h'_0|) d\zeta, \quad \text{as} \ \eta \to 0, \]

where \( P' \) (or \( h'_0 \)) is the partial derivative of \( P \) (or \( h_0 \)) with respect to \( \mu \) at \( \mu = \mu_P \) (or \( \mu_h \)), and \( \mu_P \) (or \( \mu_h \)) is a certain value in the interval \([0, \mu]\) that depends on \( \mu \) and \( \zeta \). Therefore, we have

\[ \lim_{\eta \to 0} \int_0^\infty \int_0^1 (1 - \mu^2) \frac{\zeta^4}{\nu^2} \frac{1}{\mu \zeta} e^{-\frac{\nu \zeta}{\mu}} P(\mu, \zeta)h_0(\mu, \zeta) d\mu d\zeta \]

\[ = \lim_{\eta \to 0} \int_0^\infty \int_0^1 \zeta^4 \frac{1}{\nu^2} \frac{\nu \zeta}{\mu \zeta} e^{-\frac{\nu \zeta}{\mu}} P(0, \zeta)h_0(0, \zeta) d\mu d\zeta + O(\delta) \]

\[ = \lim_{\eta \to 0} \int_0^\infty \frac{\zeta^3}{\nu} (1 + \frac{\nu \zeta}{\mu}) e^{-\frac{\nu \zeta}{\mu}} P(0, \zeta)h_0(0, \zeta) d\zeta + O(\delta) \]

\[ = \lim_{\eta \to 0} \int_0^\infty \frac{\zeta^3}{\nu} e^{-\frac{\nu \zeta}{\mu}} P(0, \zeta)h_0(0, \zeta) d\zeta + O(\delta). \] (4.25)

Now, in the most right-hand side of Eq. (4.25), we can change the order of the limit and integration, because

\[ | \int_0^\infty \frac{\zeta^3}{\nu} (1 - e^{-\frac{\nu \zeta}{\mu}}) P(0, \zeta)h_0(0, \zeta) d\zeta | \leq \int_0^\infty \frac{\zeta}{\nu} (1 - e^{-\frac{\nu \zeta}{\mu}}) \zeta^2 | P(0, \zeta)h_0(0, \zeta) | d\zeta \]

\[ \leq \eta \int_0^\infty \zeta^2 | P(0, \zeta)h_0(0, \zeta) | d\zeta \to 0, \quad \text{as} \ \eta \to 0. \]

Here, we have used the fact that \( 0 \leq x^{-1}(1 - e^{-x}) \leq \eta \) for \( x \geq 0 \). Therefore, we finally arrive at

\[ \lim_{\eta \to 0} \int_0^1 \int_0^\infty (1 - \mu^2) \frac{\zeta^4}{\nu^2} \frac{1}{\mu \zeta} e^{-\frac{\nu \zeta}{\mu}} P(\mu, \zeta)h_0(\mu, \zeta) d\mu d\zeta \]

\[ = \int_0^\infty \frac{\zeta^3}{\nu} P(0, \zeta)h_0(0, \zeta) d\zeta + O(\delta). \]

In the course of estimates, \( \delta \) is a positive constant, arbitrary as far as smaller than unity; thus it can be made small as we wish, which proves Eq. (4.23).

**Proof of Eq. (4.24)** We use the expression (4.13) of \( C[h] \) for small \( \eta \) and its consequence (4.14) for \( \mu \zeta > 0 \), namely

\[ \frac{\nu^3 T[C[h]]}{(1 - \mu^2) \zeta^2} = \frac{1}{\eta} h_1(z) a(\mu, \zeta) + h_2(z) b(\mu, \zeta) \ln \eta + h_3(z) b(\mu, \zeta) + h_2(z) c(\mu, \zeta), \]
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where

\( h_1(z) = \frac{1}{2} z^3 e^{-z}, \quad h_2(z) = 1 - \left( \frac{1}{2} z^2 + z + 1 \right) e^{-z}, \)

\( h_3(z) = -\left( \frac{1}{2} z^2 + z + 1 \right) e^{-z} [\text{Ei}(z) - \ln z - \gamma] + \frac{1}{2} z + \frac{5}{2} (1 - e^{-z}) - \left( \frac{1}{2} z^2 + 2 z \right) e^{-z}; \)

and \( h_1 \sim h_3 \) are \( O(z^3) \) for \( z \ll 1 \) and \( O(1) \) for \( z \gg 1 \) (remember that \( z = \frac{\nu \eta}{\mu \zeta} \)). Then,

\[
2 \int_0^\infty \int_0^1 \zeta^4 \mathcal{P}(\mu, \zeta) T[C[h]] d\mu d\zeta = 2 \int_0^\infty \int_0^1 \frac{\zeta^4}{\nu^3} (1 - \mu^2) \mathcal{P}(\mu, \zeta) \left[ \frac{1}{\eta} h_1(z) a(\mu, \zeta) \right. \\
+ h_2(z) b(\mu, \zeta) \ln \eta + h_3(z) b(\mu, \zeta) + h_2(z) c(\mu, \zeta) \left. ] d\mu d\zeta. \right]
\]

(4.26)

For \( f(z) \) that follows the same estimate for both \( z \ll 1 \) and \( z \gg 1 \) as \( h_1 \sim h_3 \) and for \( Q(\mu, \zeta) \) that is regular and decays rapidly in \( \zeta \), we have

\[
| \int_0^\infty \int_0^1 \frac{\zeta^4}{\nu^3} (1 - \mu^2) f(z) Q(\mu, \zeta) d\mu d\zeta | \leq \int_0^\infty \frac{\zeta^4}{\nu^3} \max \left\{ \frac{1}{\eta} |f(z)| d\mu d\zeta ight\} \\
\leq \eta \int_0^\infty \frac{\zeta^3}{\nu^2} \max |Q| \int_0^\infty z^{-2} |f(z)| dz d\zeta \leq \eta \int_0^\infty \frac{\zeta^3}{\nu^2} \max |Q| d\zeta \int_0^\infty z^{-2} |f(z)| dz.
\]

Therefore, taking the limit \( \eta \to 0 \), all the terms, except the first, on the right-hand side of Eq. (4.26) are seen to vanish. We are left with

\[
\lim_{\eta \to 0} 2 \int_0^\infty \int_0^1 \zeta^4 \mathcal{P}(\mu, \zeta) T[C[h]] d\mu d\zeta = 2 \lim_{\eta \to 0} \frac{1}{\eta} \int_0^\infty \int_0^1 \frac{\zeta^4}{\nu^3} (1 - \mu^2) \mathcal{P}(\mu, \zeta) h_1(z) a(\mu, \zeta) d\mu d\zeta,
\]

which is none other than Eq. (4.24).

**Proof of Eq. (4.16b)** We use again the expression (4.13) of \( C[h] \) for small \( \eta \) and its consequence (4.15) for \( \mu \zeta < 0 \). We first rewrite Eq. (4.15) as

\[
T[C[h]] = [f_1(w, \eta, \eta_*) a(\mu, \zeta) + f_2(z, \eta) b(\mu, \zeta) + f_3(w, z, y, \eta_*) b(\mu, \zeta) \\
+ f_4(w, z) c(\mu, \zeta) + f_5(\mu, \zeta, \eta, \eta_*) b(\mu, \zeta)] \frac{(1 - \mu^2) \zeta^2}{\nu^3},
\]

(4.27)

\[
f_1 = - \frac{w^3 e^{-w}}{2[\eta - \eta_*]},
\]

(4.28)

\[
f_2 = \ln \eta - (z - 1)e^z E_1(z) + \frac{z}{2} [ze^z E_1(z) - 1],
\]

(4.29)

\[
f_3 = - (\ln \eta_*) e^{-w} \left[ \frac{z^2}{2} + \frac{y^2}{2} - z + 1 \right] (1 + y) - zy^2 - y \frac{e^y E_1(y) - 1}{2} e^{-w} \\
+ e^{-w} [(y - 1)(1 + w) - \frac{w^2}{2}] e^y E_1(y) + \frac{5}{2} (1 - e^{-w}) - e^{-w} \left( \frac{w^2}{2} + 2 w \right),
\]

(4.30)

\[
f_4 = 1 - (1 + w + \frac{w^2}{2} (1 + z) + \frac{w^3}{2} e^{-w},
\]

(4.31)
\[ f_5 = -\left| \frac{\nu}{\mu \zeta} \right|^2 \int_{\eta_*}^{\infty} \nu \frac{\eta - s}{\mu \zeta} \left[ 1 - \frac{\nu}{2} \frac{\eta - s}{\mu \zeta} \right] C[h](s, \mu, \zeta)e^{-\nu \frac{\eta - s}{\mu \zeta}} ds, \quad (4.32) \]

and consider the limit (i) in Sec. 4.4.2 (remember that \( y = \frac{\nu z}{\mu \zeta} \) and \( w = y - z \)). Then, in this limit we have

\[
T[C[h]] \to [f_1(y, 0, \eta_*)a(\mu, \zeta) + f_2(0, 0)b(\mu, \zeta) + f_3(y, 0, y, \eta_*)b(\mu, \zeta) + f_4(y, 0)c(\mu, \zeta) + f_5(\mu, \zeta, 0, \eta_*)] \frac{(1 - \mu^2)\zeta^2}{\nu^3} \equiv T[C[h]]_0.
\]

Here a special attention should be paid to the limit for \( f_2 \). It yields \( f_2(0, 0) = -\gamma - \ln \nu + \ln |\mu| \). The limits for the others are straightforward. As a result, \( \int_{\mu \zeta < 0} \mathcal{P}(\mu, \zeta)T[C[h]]_0d\zeta \)
converges, because the integrand diverges only at the rate \( \ln |\mu| \). Thanks to the regularity in \( \zeta \), the integral is identical to \( 2\pi \lim_{\epsilon \to 0} \int_0^{\infty} \int_{-\epsilon}^{\epsilon} \mathcal{P}(\mu, \zeta)T[C[h]]_0\zeta^2 d\mu d\zeta \), so that all we have to do is just to show that

\[
\left| \int_{\mu \zeta < 0} \mathcal{P}(\mu, \zeta)(T[C[h]] - T[C[h]]_0)d\zeta \right| \to 0, \quad \text{as } \eta \to 0. \quad (4.33)
\]

To prove this, we estimate the differences occurring in \( T[C[h]] - T[C[h]]_0 \). Firstly,

\[
\Delta f_1 \equiv |a||f_1(w, \eta, \eta_*) - f_1(y, 0, \eta_*)| = \frac{y^3 e^{-y}}{2\eta_*}[1 - (1 - \frac{\eta}{\eta_*})^2 e^\frac{\eta}{\eta_*}]|a|
\leq \frac{y^3 e^{-y}}{2\eta_*}[1 - e^\frac{\eta}{\eta_*} + \frac{\eta}{\eta_*(2 - \frac{\eta}{\eta_*})}]|\frac{y}{\eta_*} e^\frac{\eta}{\eta_*}||a| \leq C_1(e^{\frac{\eta}{\eta_*} - 1}) + C_2\frac{\eta}{\eta_*} e^\frac{\eta}{\eta_*}|a|e^{-y/2}, \quad (4.34)
\]

\[
\Delta f_3 \equiv |b||f_3(w, z, y, \eta_*) - f_3(y, 0, y, \eta_*)|
= |b||\ln(\eta_*) e^{-y}[\frac{y^2}{2}e^{-y}(1 + y) - \frac{y^2}{2}e^{-y}] + E_1(y)\{1 + [(y - 1)(1 + 1 - \frac{\eta}{\eta_*})y] - \frac{y^2}{2}e^{-y}[e^\frac{\eta}{\eta_*} - \frac{\eta}{\eta_*}]|\{1 - \frac{\eta}{\eta_*}|y + 4| - (y + 4)|
\leq |b||\ln(\eta_*) e^{-y}((e^\frac{\eta}{\eta_*} - 1) + 2\frac{\eta}{\eta_*} e^\frac{\eta}{\eta_*}) - (3 + y)(e^\frac{\eta}{\eta_*} - 1) e^{-y}
+ [e^\frac{\eta}{\eta_*} - 1 + \frac{\eta}{\eta_*} y(1 + y) e^\frac{\eta}{\eta_*}]E_1(y) + \frac{y}{2}(y + 4)(e^\frac{\eta}{\eta_*} - 1 + 2\frac{\eta}{\eta_*} e^\frac{\eta}{\eta_*}) e^{-y}
\leq |b||C_1(e^{\frac{\eta}{\eta_*} - 1}) + C_2\frac{\eta}{\eta_*} e^\frac{\eta}{\eta_*}|e^{-y/2}, \quad (4.35)
\]

\[
\Delta f_4 \equiv |c||f_4(w, z) - f_4(y, 0)| = |c|e^{-y}[y^2 - 1 - \frac{y^2}{2}y - 2 + \frac{\eta}{\eta_*}(1 + 2y) + \frac{\eta^2}{\eta_*}y]
+ \frac{1}{2}y^2(3 - 3\frac{\eta}{\eta_*} + \frac{\eta^2}{\eta_*})\frac{\eta}{\eta_*} e^\frac{\eta}{\eta_*} + (1 + y + \frac{1}{2}y^2 + \frac{1}{2}y^3)(1 - e^\frac{\eta}{\eta_*})
\leq |c|(1 + y)^2[6\frac{\eta}{\eta_*} e^\frac{\eta}{\eta_*} + (1 + y)(e^\frac{\eta}{\eta_*} - 1)]e^{-y}
\]
\[
\Delta f_5 \equiv |f_5(\mu, \zeta, \eta, \eta_s) - \tilde{f}_5(\mu, \zeta, 0, \eta_s)|
\]
\[
= \left| \frac{\nu}{\mu^3} \int_{\eta_s}^{\infty} \left( s - \eta \right) \left( 1 - \frac{\nu \eta}{2 |\mu\zeta|} \right) e^{\frac{\nu s}{|\mu|}} - \left( 1 - \frac{\nu s}{2 |\mu\zeta|} \right) e^{-\frac{\eta s}{|\mu|}} C[h](s, \mu, \zeta) ds \right|
\]
\leq \left| \frac{\nu}{\mu^3} \int_{\eta_s}^{\infty} \left( s - \eta \right) \left( 1 - \frac{\nu s}{2 |\mu\zeta|} \right) e^{\frac{\nu s}{|\mu|}} - \left( 1 - \frac{\nu s}{2 |\mu\zeta|} \right) e^{-\frac{\eta s}{|\mu|}} ds \max_{s \geq \eta_s} |C[h]| \right|
\]
\leq \left| \frac{\nu}{\mu^3} \int_{\eta_s}^{\infty} \left( s + \frac{\nu s}{2 |\mu\zeta|} \right) e^{-\frac{\eta s}{|\mu|}} ds \max_{s \geq \eta_s} |C[h]| \right|
\]
\leq \left[ C_1(e^{\frac{\nu}{|s|}} - 1) + C_2 \eta \right] e^{-\frac{\eta^2}{|\mu|}} \max_{s \geq \eta_s} |C[h]|,
\]
where \( C_1 \) and \( C_2 \) are positive constants, common to \( \Delta f_1 \) and \( \Delta f_5 \sim \Delta f_5 \), and the arguments of \( a(\mu, \zeta), b(\mu, \zeta) \), and \( c(\mu, \zeta) \) are omitted for conciseness. In the above estimates, we have used that \( z = (\eta/\eta_s)y \) and \( 0 < \eta/\eta_s < 1/3(1) \). Therefore, for \( i = 1, 3 \sim 5 \), we have
\[
\left| \int_{\mu \zeta < 0} \mathcal{P}(\mu, \zeta) \Delta f_i \left( 1 - \frac{\mu^2}{\nu^3} \right) d\zeta \right| \leq 2\pi \int_{\mu \zeta < 0} |\mathcal{P}(\mu, \zeta)| \Delta f_i \frac{\zeta^4}{\nu^3} d\mu d\zeta
\]

\[
\leq 2\pi \int_{\mu \zeta < 0} \tilde{P}(\mu, \zeta) \left( C_1 e^{\frac{\nu}{|s|}} - 1 \right) + C_2 \eta \frac{C_2}{\eta_s} e^{-\frac{\eta^2}{|\mu|}} \max_{s \geq \eta_s} |C[h]| d\mu d\zeta
\]
\[
= 2\pi \eta_s \int_{0}^{\infty} \max_{\mu} \left| \tilde{P} \right| \frac{\zeta^4}{\nu^3} d\mu \int_{\eta_s}^{\infty} \left( C_1 e^{\frac{\nu}{|s|}} - 1 \right) + C_2 \eta \frac{C_2}{\eta_s} e^{-\frac{\eta^2}{|\mu|}} y^{-2} e^{-\frac{\eta^2}{|\mu|}} dy d\zeta
\]
\[
\leq 2\pi \eta_s \int_{0}^{\infty} \max_{\mu} \left| \tilde{P} \right| \frac{\zeta^4}{\nu^3} \left( 2C_1 e^{\frac{\nu}{|s|}} - 1 \right) + \frac{2C_1}{\eta_s} \left( C_2 e^{\frac{\nu}{|s|}} + 2C_1 \right) \left( 1 - 2 \frac{\eta}{|\mu|} \right) e^{-\frac{\eta^2}{|\mu|}} d\zeta
\]
\leq \frac{12\pi}{\eta_s} \int_{0}^{\infty} \max_{\mu} \left| \tilde{P} \right| \frac{\zeta^4}{\nu^3} \left[ C_1 e^{\frac{\nu}{|s|}} - 1 \right] e^{-\frac{\eta^2}{|\mu|}} + \frac{\eta}{\eta_s} \left( C_2 + 2C_1 \right) d\zeta
\]
\[
= \frac{12\pi}{\eta_s} \left\{ \int_{0}^{\infty} \max_{\mu} \left| \tilde{P} \right| \frac{\zeta^4}{\nu^3} C_1 e^{\frac{\nu}{|s|}} - 1 \right\} e^{-\frac{\eta^2}{|\mu|}} d\zeta + O(\eta)
\]
\[
\leq \frac{12\pi}{\eta_s} \underbrace{\int_{0}^{\sqrt{\eta}} \max_{\mu} \left| \tilde{P} \right| \frac{\zeta^4}{\nu^3} (e^{\frac{\nu}{s}} - 1) e^{-\frac{\eta^2}{|\mu|}} d\zeta}_{\sigma_{11}}
\]
\[
+ \underbrace{\frac{12\pi}{\eta_s} \int_{0}^{\sqrt{\eta}} \max_{\mu} \left| \tilde{P} \right| \frac{\zeta^4}{\nu^3} (e^{\frac{\nu}{s}}(1 + \frac{1}{\sqrt{\eta}}) - 1) e^{-\frac{\eta^2}{|\mu|}} d\zeta + O(\eta)}_{\sigma_{12}}
\]
\[
= O(\sqrt{\eta}) \rightarrow 0, \quad \text{as} \ \eta \rightarrow 0,
\]
where \( \tilde{P}(\mu, \zeta) = \max(|a|, |b|, |c|, \max_{s \geq \eta_s} |C[h]|)|\mathcal{P}|. \) In the last line we have used that there exist positive constants \( c_0 \) and \( c_1 \) s.t. \( c_0(1 + \zeta) \leq \nu(\zeta) \leq c_1(1 + \zeta) \). As to the remaining
\[
\Delta f_2 \equiv |f_2(z, \eta) - f_2(0, 0)| = |\ln z - (z - 1)e^{z} E_1(z) + \frac{1}{2}z|z^2 E_1(z) - 1| + \gamma,
\]
we have, as in the case of Eq. (4.24),
\[
\int_{\mu \zeta < 0} \left| \mathcal{P}(\mu, \zeta)b(\mu, \zeta) \Delta f_2 \right| \left( 1 - \frac{\mu^2}{\nu^3} \right) d\zeta \leq 2\pi \int_{0}^{\infty} \frac{\zeta^4}{\nu^3} \max_{\mu} |\tilde{P}| \int_{0}^{1} \Delta f_2 d\mu d\zeta
\]
Table 4.3: Data for the decay assessment of the velocity distribution function at the edge of the computational region.

| $F$ | $\max |F(\cdot, \cdot, Z)|$ | $\max |F(d, \cdot, \cdot)|$ | $\max |F|$ |
|-----|----------------|----------------|---|
| $\tilde{\phi}_1 E$ | $4.0 \times 10^{-10}$ | $6.3 \times 10^{-10}$ | 2.0 |
| $\tilde{\psi}_2 E$ | $3.8 \times 10^{-11}$ | $5.3 \times 10^{-13}$ | 1.1 |
| $\tilde{\psi}_3 E$ | $3.1 \times 10^{-11}$ | $4.7 \times 10^{-12}$ | 0.36 |
| $\tilde{\psi}_4 E$ | $4.1 \times 10^{-11}$ | $4.6 \times 10^{-10}$ | 0.95 |

\[= 2\pi\eta \int_0^\infty \frac{\zeta^3}{\nu^2} \max_\mu |\tilde{P}| \left( \int_{c_0}^\infty z^{-2} \Delta f_2 dz \right) d\zeta \leq 2\pi\eta \int_0^\infty \frac{\zeta^3}{\nu^2} \max_\mu |\tilde{P}| \left( \int_{c_0}^\infty z^{-2} \Delta f_2 dz \right) d\zeta.\]

Then, using the fact that $\Delta f_2$ is $O(z)$ for $z \ll 1$ and $O(\ln z)$ for $z \gg 1$, we see that the first and the second term of the following splitting

\[\int_{c_0}^\infty z^{-2} \Delta f_2 dz = \int_{c_0}^{c_{0\eta}} z^{-2} \Delta f_2 dz + \int_{c_{0\eta}}^\infty z^{-2} \Delta f_2 dz,\]

are $O(\ln \eta)$ and $O(1)$, respectively. And finally we obtain

\[\int_{\mu \zeta < 0} |P(\mu, \zeta)b(\mu, \zeta)\Delta f_2| \left( \frac{1-\mu^2}{\nu^3} \right) d\zeta \leq O(\eta \ln \eta) \rightarrow 0, \quad \text{as} \quad \eta \rightarrow 0.\]

This completes the proof of Eq. (4.33), thus that of Eq. (4.16b).

4.9 Appendix C: Data of computations and measure of accuracy

For the check of numerical accuracy, besides the grids S1–S3 and M1–M7 in Ref. [18], we have introduced a new grid S4 for $\eta$ space, which is defined by setting $(N, N_\eta) = (200, 250)$ in Eq. (B.1) of Ref. [18] and is twice as fine as the standard spatial grid S1.

The truncation of the $\zeta$ and $\eta$ spaces is justified by confirming the sufficient decay of the velocity distribution function at $\eta = d$ and $\zeta = Z$. Table 4.3 shows the results in the case of the standard grid (S1,M1), for which $d = 44.46$ and $Z = 5.0$. The sufficient decay is actually observed. One may think that the decay at $\zeta = Z$ would not be enough for $\phi E$, $\psi_A E$, and $\psi_B E$, when compared with the others. Actually, however, a small extension of $Z$ improves a
Table 4.4: Slip/jump coefficients $c_4^{(0)}$ and $b_5^{(1)} \sim b_8^{(1)}$ obtained by different grids.

<table>
<thead>
<tr>
<th>Grid</th>
<th>$c_4^{(0)}$</th>
<th>$b_5^{(1)}$</th>
<th>$b_6^{(1)}$</th>
<th>$b_7^{(1)}$</th>
<th>$b_8^{(1)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S1,M1)</td>
<td>4.6180185</td>
<td>-0.6601218</td>
<td>0.2438061</td>
<td>0.4472751</td>
<td>-0.2335314</td>
</tr>
<tr>
<td>(S1,M2)</td>
<td>4.6180185</td>
<td>-0.6601218</td>
<td>0.2438061</td>
<td>0.4472751</td>
<td>-0.2335314</td>
</tr>
<tr>
<td>(S1,M3)</td>
<td>4.6180492</td>
<td>-0.6601221</td>
<td>0.2438051</td>
<td>0.4472728</td>
<td>-0.2335330</td>
</tr>
<tr>
<td>(S1,M4)</td>
<td>4.6180143</td>
<td>-0.6601211</td>
<td>0.2438071</td>
<td>0.4472741</td>
<td>-0.2335313</td>
</tr>
<tr>
<td>(S1,M5)</td>
<td>4.6180185</td>
<td>-0.6601218</td>
<td>0.2438061</td>
<td>0.4472751</td>
<td>-0.2335314</td>
</tr>
<tr>
<td>(S1,M6)</td>
<td>4.6180221</td>
<td>-0.6601220</td>
<td>0.2438061</td>
<td>0.4472750</td>
<td>-0.2335315</td>
</tr>
<tr>
<td>(S1,M7)</td>
<td>4.6178471</td>
<td>-0.6601224</td>
<td>0.2438091</td>
<td>0.4472922</td>
<td>-0.2335224</td>
</tr>
<tr>
<td>(S2,M1)</td>
<td>4.6180153</td>
<td>-0.6601231</td>
<td>0.2438053</td>
<td>0.4472744</td>
<td>-0.2335334</td>
</tr>
<tr>
<td>(S3,M1)</td>
<td>4.6180185</td>
<td>-0.6601218</td>
<td>0.2438061</td>
<td>0.4472750</td>
<td>-0.2335314</td>
</tr>
<tr>
<td>(S4,M1)</td>
<td>4.6180148</td>
<td>-0.6601233</td>
<td>0.2438052</td>
<td>0.4472743</td>
<td>-0.2335337</td>
</tr>
<tr>
<td>(S4,M3)</td>
<td>4.6180455</td>
<td>-0.6601236</td>
<td>0.2438041</td>
<td>0.4472720</td>
<td>-0.2335353</td>
</tr>
</tbody>
</table>

lot. For instance, $\max_{i \geq 1} |\phi_4 E(\eta_i, \cdot, Z)|$ improves from $2.6 \times 10^{-4}$ with (S1,M1) to $3.9 \times 10^{-8}$ with (S1,M6) (remind that $\phi_4 = \bar{\phi}_4 + \phi$), where the arrangement of grid points is common between M1 and M6 for $0 \leq \zeta \leq 5.0$ and M6 covers a wider region, i.e., $0 \leq \zeta \leq 5.8$. As will be shown below, the difference of the results between (S1,M1) and (S1,M6) is negligible, at least at the level of the macroscopic quantities like the slip/jump coefficients.

Although the results in Sec. 4.5 are obtained by the splitting of solution explained at the beginning of Sec. 4.4, we have also solved $\phi_4$ and $\psi_5 \sim \psi_8$ directly without the splitting. The results are hardly different from each other. Indeed, the difference of the results between the two manners in the Knudsen-layer functions is less than $7.9 \times 10^{-10}$ in the case of grid (S1,M1). Therefore, we have examined the grid dependence of the results by the computation without splitting only. The grid dependence of the computed slip/jump coefficients is shown in Table 4.4. The grid in $\zeta$-space most affects the results, especially for $c_4^{(0)}$, $b_7^{(1)}$, and $b_8^{(1)}$ [compare the results by (S1,M1), (S1,M3), and (S1,M7), where M3 (or M1) is the grid about twice (or 3/2) as many points as M7]. The accuracy down to the fourth or fifth decimal place is expected from the table. M2 is the grid that refines M1 only in the range that $M$ is small. The comparison between (S1,M1) and (S1,M2) in the table shows that M1 is fine enough for small $M$. The comparisons among (S1,M1), (S3,M1), and (S1,M6) in the table show that the error due to the truncation of the $\zeta$ and $\eta$ spaces is almost negligible.

The accuracy of the collision integral computation has already been assessed in Ref. [18] by checking the identities $C[(1, \mu \zeta, \zeta^2) E] = (1, \mu \zeta, \zeta^2) \nu E$ for $C = ECE^{-1}$ and $C[E] = \nu E$ for
\[ C = EC^S E^{-1}. \] With the standard grid M1, these identities are confirmed to hold within the error of \(9.1 \times 10^{-8}, 1.7 \times 10^{-8}, 6.6 \times 10^{-8}, \) and \(8.9 \times 10^{-9}\) respectively, while the maximum values of \((1, \mu \zeta, \zeta^2) \nu E\) are 0.13, 0.064, and 0.062 respectively. [18]

The mass, momentum, and energy balances offer another measure of accuracy. They are the following identities that are obtained from Eqs. (4.4a) and (4.5a) by the integration in molecular velocity space after multiplying the collision invariants:

\[
\langle \mu \zeta \phi_4 \rangle = -2 \int_\eta^\infty Y_2^{(1)}(z)dz, \quad \langle \mu^2 \zeta^2 \phi_4 \rangle = -3 \int_\eta^\infty [\Omega_1^{(0)}(z) + \Theta_1^{(0)}(z)]dz, \tag{4.38a}
\]

\[
\langle \mu (1 - \mu^2) \zeta^3 \psi_i \rangle = \frac{3}{2} \int_\eta^\infty [\Omega_1^{(0)}(z) + \Theta_1^{(0)}(z)]dz, \tag{4.38b}
\]

\[
\langle \mu (1 - \mu^2) \zeta^3 \psi_i \rangle_+ = - \langle \mu (1 - \mu^2) \zeta^3 \psi_i \rangle_- \quad (i = 5, 6, 8). \tag{4.38c}
\]

Here \(\langle \cdot \rangle_\pm\) is the half-range integral with respect to the molecular velocity defined by \(\langle f(\zeta) \rangle_\pm = \langle f(\zeta) \chi_{[0,1]}(\pm \mu) \rangle\). With the standard grid (S1,M1), the identities in Eq. (4.38a) hold within the error of \(6.0 \times 10^{-7}, 3.2 \times 10^{-6}, \) and \(5.0 \times 10^{-6}\), while the maxima of their left-hand side are 0.96, 0.29, and 2.6. In the case of Eq. (4.38b), the error is within \(5.1 \times 10^{-6}\), while the maximum of the l.h.s. is 0.29. In the case of Eq. (4.38c), the error is within \(7.6 \times 10^{-7}, 3.2 \times 10^{-6}, \) or \(7.2 \times 10^{-7}\) \((i = 5, 6, \) or \(8)\), while the maximum of the l.h.s. are 0.27, 0.12, or 0.13 \((i = 5, 6, \) or \(8)\).

### References


Conclusion

In the present thesis, we have developed the generalized slip-flow theory for unsteady problems, including the complete set of numerical data required in practical applications for the original Boltzmann equation.

In Chapter 1, the behavior of a slightly rarefied monatomic gas between two parallel plates whose temperature grows slowly and linearly in time has been investigated. At first, it has been shown that this problem is equivalent to a boundary-value problem for the steady linearized Boltzmann equation with a volumetric heating source, recently studied by Radtke, Hadjiconstantinou, Takata, and Aoki who focus on the parabolic temperature profile and related second-order jump. Secondly, a systematic asymptotic analysis for small Knudsen numbers has been carried out. Analysis of the Knudsen-layer correction shows that the second-order temperature jump is indeed determined by a new half-space problem which does not occur in the generalized slip-flow theory for steady problems. This means that the second-order temperature jump considered in this chapter is a new one which can occur only in unsteady systems and explains why the jump coefficient observed by RHTA does not agree with any of the jump coefficients in the existing theory. Finally, numerical computations have been carried out to determine the coefficient of the new second-order temperature jump and the structure of the related Knudsen layer for the BGK model and hard-sphere molecules. The jump coefficient was also calculated by the use of the theory of symmetry relation. The values obtained by the two different methods agree well. Moreover, the present asymptotic solution for the behavior of the gas agrees well with the results that RHTA have obtained by the low variance stochastic method.

In Chapter 2, a time-dependent problem of a slightly rarefied monoatomic gas which is perturbed slowly and slightly from a reference equilibrium state at rest has been studied on the basis of the linearized Boltzmann equation. By a systematic asymptotic analysis, we have obtained a set of fluid-dynamic-type equations and its appropriate boundary conditions, formulas of the Knudsen-layer correction, and a series of formulated Knudsen-layer problems up to the second order of the Knudsen number. It has been shown that (i) the compressibility of the gas manifests itself from the leading order in the energy equation and from the first
order in the continuity equation; (ii) although the momentum equation is the Stokes equation, it contains a double Laplacian of the leading order flow velocity as a source term at the second order; (iii) a double Laplacian source term also appears in the energy equation at the second order; (iv) the slip and jump conditions and the Knudsen-layer correction are the same as those in the time-independent case up to the first order, and the difference occurs at the second order in the jump conditions as the terms of the divergence of the first-order flow velocity and of the Laplacian of the leading-order temperature. Numerical data of all the slip and jump coefficients for a hard-sphere gas under the diffuse reflection boundary condition, most of which have not been available, have been completed not by solving the Knudsen-layer problems but by the use of the theory of symmetric relation.

In Chapter 3, numerical analyses of the second-order Knudsen layer have been carried out on the basis of the linearized Boltzmann equation for hard-sphere molecules under the diffuse reflection boundary condition. We have constructed a new approach that makes use of the integral formulation of the Boltzmann equation, which is effective in dealing with the singularity of the solution. The spatial singularity of the Knudsen-layer correction on the boundary has been captured successfully by the approach. The values of slip and jump coefficients obtained in this computation agree well with those previously obtained by the use of the theory of symmetric relation. Numerical data of the Knudsen-layer correction, except for the curvature effects, have been obtained.

In Chapter 4, numerical analyses of the remaining Knudsen-layer problems which are related to the curvature effects have been conducted. In the course of analyses, it has been clarified that the curvature effects induce the local divergence singularity of the velocity distribution function, even though it is integrable to make macroscopic quantities well defined. We have obtained the precise information on the singularity and thereby have established a numerical method that handles it appropriately. The values of slip and jump coefficients obtained in this computation agree well with those previously obtained by the use of the theory of symmetric relation. Numerical data of the Knudsen-layer correction for the curvature effects have been obtained, thereby the required numerical data in the generalized slip-flow theory have been completed for the original Boltzmann equation, assuming a hard-sphere gas and the diffuse reflection boundary condition.
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