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Abstract. We give a brief systematic overview of a few results concerning the
Néron–Severi lattices of Fermat varieties and Delsarte surfaces.
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1. Introduction

The goal of this survey is to give a brief systematic overview of a few results,
both recent and old, concerning the generators of the Néron–Severi lattices of
Fermat varieties and of closely related to them Delsarte surfaces.
Citing T. Shioda [1], the Néron–Severi group “. . . is a rather delicate invariant

of arithmetic nature. Perhaps for this reason it usually requires some nontrivial
work before one can determine the Picard number of a given variety, let alone the
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2 ALEX DEGTYAREV

full structure of its Néron–Severi group.” The Picard ranks rkNS(X) of Fermat
varieties and Delsarte surfaces were computed in [17, 16, 18]; these results are
outlined in §2.1. Comparing rkNS(X) with the rank of the subgroup S ⇢ NS(X)
generated by a certain set S of “immediately seen” subvarieties of X (projective
spaces or images thereof, see §2.2 and §2.3), it was observed that, under some
rather general assumptions, the subvarieties constituting S generate the rational
Néron–Severi group: S ⌦ Q = NS(X;Q). Naturally, the question arose whether
one also has S = NS(X) over the integers; the a�rmative answer to this question
would give one the complete structure of the Néron–Severi lattice.
The question remained unsettled for almost 30 years, until the first numerical

evidence suggesting the positive answer appeared in 2010, see [14, 15]. The original
case of Fermat surfaces was finally settled (in the a�rmative) in [4]. The situation
with Delsarte surfaces turned out more complicated: it was shown in [3] that the
answer depends on the structure of the defining equation and typically is in the
negative, although the torsion of the quotient NS(X)/S is bounded; e.g., its length
does not exceed 7. The techniques used in the proofs are outlined in §3.1 and §3.2,
and a brief account of the results is found in §3.3.
The most recent achievement is an algebraic restatement (similar to that used

in [4]) of the original question for Fermat varieties of higher dimension, see [6] and
§4.1: the answer is given in terms of the integral torsion of certain modules over
polynomial rings. Unfortunately, we failed to prove that this torsion vanishes. So
far, only some numerical evidence and a few partial vanishing results are available,
see §4.2. Some of these partial results have geometric implications to a wider class
of varieties; they are discussed in §4.3.
In §5, I briefly state a few open problems that seem to be of general interest.

Acknowledgements. I would like to thank the organizers of the Kinosaki Alge-
braic Geometry Symposium who gave me the opportunity to present my work at
this prestigious forum. I am grateful to my co-author Ichiro Shimada, who has
always generously shared his knowledge and ideas. My special gratitude goes to
Tetsuji Shioda for his continued support and motivation and a number of fruitful
and instructive discussions. This paper was written during my stay at Hiroshima
University, supported by the Japan Society for the Promotion of Science.

2. The rational Néron–Severi lattice

2.1. Fermat varieties. Consider the Fermat variety �d
m ⇢ Pd+1 given by

zm0 + . . .+ zmd+1 = 0,

and let Gm be the group

(2.1) Gm :=
�
(✏0, . . . , ✏d+1) 2 (C⇥)d+2

�� ✏m0 = . . . = ✏md+1 = 1
 
/diagonal.

This group acts on �d
m via

(✏0, . . . , ✏d+1) : (z0 : . . . : zd+1) 7! (✏0z0 : . . . : ✏d+1zd+1),
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PROJECTIVE SPACES IN FERMAT VARIETIES 3

inducing a decomposition H2(�d
m;C) =

L
! H

!
d (�

d
m), where ! runs through the

dual group G_
m := Hom(Gm,C⇥),

G_
m =

�
(!0, . . . ,!d+1) 2 (C⇥)d+2

�� !m
0 = . . . = !m

d+1 = !0 . . .!d+1 = 1
 
.

According to [16], one has H!
d = 0 unless either ! = 1 or

! 2 Ad
m :=

�
! 2 G_

m

�� !i 6= 1 for each i = 0, . . . , d+ 1
 
.

Furthermore, the dimension of each nontrivial eigenspace is 1 and the Hodge weight
of the eigenspace H!

d corresponding to a character ! 2 Ad
m equals Log! � 1,

where Log! :=
P

i Log!i 2 {1, . . . , d} and Log!i is the argument of the complex
number !i specialized to [0, 2⇡) and divided by 2⇡. (Note a mysterious similarity
between these formulas and the signature of a generalized Hopf link, see [5]; I do
not know a conceptual explanation of this fact.)
The group of units (Z/m)⇥ acts on the character group G_

m via u : (!i) 7! (!u
i )

and it is clear that a sum
L

! H
!
d , ! 2 ⌦, of eigenspaces is defined over Q if and

only if the index set ⌦ ⇢ G_
m is invariant under this action. Therefore, assuming

that d = 2k is even, the dimension of the rational Néron–Severi lattice

NS(�d
m;Q) := NS(�d

m)⌦Q = Hd(�
d
m;Q) \Hk,k(�d

m)

equals |Bd
m|+ 1, where

Bd
m :=

�
! 2 Ad

m

�� Log(!u) = k + 1 for each u 2 (Z/m)⇥
 
,

see [16, 17].
In the case of surfaces (d = 2), the setB2

m has been studied in [17]. In particular,
it has been shown that

(2.2) dimNS(�2
m;Q) = 3(m� 1)(m� 2) + �m + 1

+ 24(m/3)⇤ + 48(m/2)⇤ + 24✏(m),

where �m := 1� (m mod 2) 2 {0, 1}, the expression (q)⇤ stands for q if q 2 Z and
0 otherwise, and ✏(m) is a bounded function that can be expressed as a certain
sum over the divisors d | m such that gcd(d, 6) > 1 and d 6 180. Note that the
last three terms vanish whenever gcd(m, 6) = 1.

2.2. Counting projective spaces. Assume that d = 2k is even and pick an
unordered partition

(2.3) J =
�
{p0, q0}, . . . , {pk, qk}

 

of the index set {0, . . . , d+1} into (k+1) unordered pairs. Then, for each sequence
⌘ = (⌘0, . . . , ⌘k) of m-th roots of (�1), the projective d-space

(2.4) LJ,⌘ := {zpi = ⌘izqi , i = 0, . . . , k}

lies in �d
m. Varying J and ⌘, we obtain (2k + 1)!!mk+1 distinct subspaces; their

classes generate a certain subgroup Sd
m ⇢ NS(X).
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4 ALEX DEGTYAREV

If d = 2, the above spaces are lines and, for m > 3, it can easily be shown that
there are no other lines in �2

m (see. e.g., [2]). In this special case, analyzing the
intersection matrix (see, e.g., [14]), one can also show that

(2.5) rkS2
m = 3(m� 1)(m� 2) + �m + 1.

(Alternatively, this rank can be found using Theorem 3.6 below.) Comparing this
to (2.2), we arrive at the following statement.

Theorem 2.6 (see [17]). If m 6 5 or gcd(m, 6) = 1, then S2
m ⌦Q = NS(�2

m;Q).

If d > 4, a similar statement can be obtained by other means (induction rather
than direct counting).

Theorem 2.7 (see [13, 16]). If m = 4 or m is prime, then Sd
m ⌦Q = NS(�d

m;Q).

Hence, a natural question, first raised in [1], is whether, under the assumptions of
Theorem 2.6 or 2.7, we have the equality S2

m = NS(�d
m), i.e., whether the classes

of the projective subspaces contained in �d
m generate NS(�d

m) over the integers
given that they do so over the rationals. To answer this question, we will study
the torsion group Td

m := Tors
�
Hd(�d

m)/S
d
m

�
. (Throughout the paper, the notation

TorsA always stands for the integral torsion of the abelian group A, even if the
latter is also a module over another ring.)

2.3. Delsarte surfaces. A Delsarte surface �A ⇢ P3 is a surface given by a
four-term equation of the form

(2.8)
3X

i=0

3Y

j=0

z
aij
j = 0,

see [7, 18], where the exponent matrix A := [aij] satisfies the following conditions:

(1) each entry aij, 0 6 i, j 6 3, is a non-negative integer;
(2) each column of A has at least one zero;
(3) (1, 1, 1, 1) is an eigenvector of A, i.e.,

P3
j=0 aij = � = const(i);

(4) A is non-degenerate, i.e., detA 6= 0.

Condition (2) asserts that the surface does not contain a coordinate plane, and (3)
makes (2.8) homogeneous, the degree being the eigenvalue �.

In general, this surface is singular and we silently replace �A with its resolution
of singularities. The particular choice of the resolution is not important as we will
only deal with birational invariants.
Following [18], introduce the cofactor matrix A⇤ := (detA)A�1 and let

d := gcd(a⇤ij), m := |detA|/d, B = [bij] := mA�1 = ±d�1A⇤.

Then, we have maps

�2
m

⇡B
�! �A

⇡A
�! � := �2

1
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PROJECTIVE SPACES IN FERMAT VARIETIES 5
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Figure 1. The divisor V := L+R ⇢ �

given by

⇡B : (zi) 7!

 
3Y

j=0

z
bij
j

!
, ⇡A : (zi) 7!

 
3Y

j=0

z
aij
j

!
.

Both maps are ramified coverings; ⇡A and ⇡B � ⇡A : (zi) 7! (zmi ) are ramified over
the union R := R0 + R1 + R2 + R3 ⇢ � of the traces of the coordinate planes,
Ri := � \ {zi = 0}. The 3m2 lines in �2

m (see §2.2) project to the three lines

Lij := � \ {zi = zj}, 0 6 i < j 6 3.

(Obviously, Lij = Lkl whenever i, j, k, l are pairwise distinct, i.e., the L-lines are
indexed by partitions J as in (2.3).) Together, R and L := L01 + L02 + L03 form
the so-called Ceva-7 arrangement in the projective plane �, see Figure 1 (where
R0 is the missing line at infinity).
Since R is a nodal curve, the fundamental group G := ⇡1(�r R) is abelian: it

has four generators ti dual to [Ri], i = 0, . . . , 3, that are subject to the relation
t0t1t2t3 = 1. The finite ramified coverings ⇡A as above are in a natural one-
to-one correspondence with finite quotients of G, i.e., epimorphisms ↵ : G ⇣ G
onto a finite group G. Henceforth, we can disregard the original matrix A and
speak about the Delsarte surface �[↵], which is defined as (any) smooth analytic
compactification of the covering of � r R corresponding to ↵. In this notation,
�2

m = �[m], where an integer m 2 Z is regarded as a map m : G ⇣ G/mG.
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6 ALEX DEGTYAREV

Found in [18] is an algorithm making use of (2.2) and computing the Picard
rank (or rather corank, which is a birational invariant) of �[↵] in terms of ↵. On
the other hand, there is an “obvious” divisor V [↵] := ⇡⇤

A(R + L) in �[↵] that
plays the rôle of lines in �2

m; let S[↵] ⇢ NS(�[↵]) be the subgroup generated by
the components of V [↵]. One of the outcomes of [18] is the equality S[↵] ⌦ Q =
NS(�[↵];Q) that holds whenever gcd(m, 6) = 1 and the natural question whether,
under the same assumption, one also has S[↵] = NS(�[↵]) over the integers, i.e.,
whether the group

T[↵] := Tors
�
NS(�[↵])/S[↵]

�

is trivial. Note that, in the case of a Fermat surface, this question is equivalent
to the original one raised in [1], see the end of §2.1. Indeed, in this case, each
divisorial pull-back ⇡⇤

ARi, i = 0, . . . , 3, is a reduced irreducible Fermat curve and,
fixing J and ⌘1, ⌘2, ⌘3 in (2.4), we obtain m lines whose classes sum up to [⇡⇤

ARi].
Hence, whenever ↵ = m 2 N+, we have S[m] = S2

m and T[m] = T2
m.

3. The topological reduction

3.1. The torsion group. Given a divisor D in a smooth compact surface X, let
ShDi ⇢ NS(X) be the subgroup generated by the irreducible components of D.
Here and below, the Néron–Severi lattice NS(X) is the image of PicX in the
free abelian group H2(X)/Tors, which is canonically identified with H2(X)/Tors
via Poincaré duality. The homomorphism is given by D 7! [D] in the language
of divisors and homology or by L 7! c1(L) in the language of line bundles and
cohomology. Thus,

ShDi := Im
⇥
◆⇤ : H2(D) ! H2(X)/Tors

⇤
,

where ◆ : D ,! X is the inclusion. We will also consider the groups

KhDi := Ker
⇥
◆⇤ : H2(D) ! H2(X)

⇤
, ThDi := Tors

�
NS(X)/ShDi

�
.

The following statement is essentially the definition of Ext and Poincaré duality.

Theorem 3.1 (see [3, 4]). For D ⇢ X as above, let

K(X,D) := Ker
⇥
⇤ : H1(X rD) ! H1(X)

⇤

be the kernel of the homomorphism ⇤ induced by the inclusion  : X r D ,! X.
Then there are canonical isomorphisms

TorsK(X,D) = Hom(ThDi,Q/Z), K(X,D)/Tors = Hom(KhDi,Z).

Indeed, ⇤ is Poincaré dual to the homomorphism rel in the exact sequence

�! H2(X)
◆⇤
�! H2(D) �! H3(X,D)

rel
�! H3(X) �! .

Thus, K(X,D) = Coker ◆⇤. The abelian group H2(D) is free and, modulo torsion
in H2(X), the homomorphism ◆⇤ is the adjoint of ◆⇤ in the free resolution

�! H2(D)
◆⇤
�! H2(X)/Tors �! T �! 0,
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PROJECTIVE SPACES IN FERMAT VARIETIES 7

where T := H2(X)/
�
TorsH2(X) + ShDi

�
. Thus,

Coker ◆⇤ = Ext(T,Z) = Hom(TorsT,Q/Z).
On the other hand, the quotient H2(X)/c1(PicX) is known to be torsion free and
we have TorsT = ThDi.
Now, let X = �[↵] be a Delsarte surface and D = V [↵]. To avoid excessive

nested parentheses, we will abbreviate

S[↵] := ShV [↵]i, T[↵] := ThV [↵]i, K[↵] := KhV [↵]i

and use the shortcut ��[↵] := �[↵] r V [↵]. The group H1(�[↵]) = ⇡1(�[↵]) is
finite abelian (see [4] or (3.5) below) and the homomorphism ⇤ in Theorem 3.1
factors through the free abelian group

H1(�[↵]r ⇡�1
A R) = ⇡1(�[↵]r ⇡�1

A R) = Ker↵ ⇢ G.

Hence, Theorem 3.1 can be recast in a simpler form

(3.2) TorsH1(�
�[↵]) = Hom(T[↵],Q/Z), H1(�

�[↵])/Tors = Hom(K[↵],Z).
Note also that, as long as the torsion is concerned, H1(��[↵]) can be replaced with
C1/ Im @2, where (C⇤, @) is the cellular complex (with respect to any CW-structure)
computing the homology of ��[↵]. Indeed, the quotient (C1/ Im @2)/H1(��[↵]) is
a subgroup of the free abelian group C0.

3.2. The Alexander module. Given a topological space X and an epimorphism
↵ : ⇡1(X) ⇣ G onto an abelian group G, the homology of the covering X̃ ! X
defined by ↵ are naturally Z[G]-modules, G acting by the deck translations of the
covering. The Z[G]-module H1(X̃) is called the Alexander module of X or, more
precisely, of pair (X,↵). The Alexander module depends only on the group ⇡1(X)
and epimorphism ↵; algebraically, it is the abelian group Ker↵/[Ker↵,Ker↵] on
which G = ⇡1(X)/Ker↵ acts by conjugation.
We employ the concept of Alexander module to compute H1(��[↵]). First, let

↵ be the identity map 0: G ⇣ G/0G (awkward as it seems, this notation agrees
with our convention; we also have 1: G ⇣ G/G = {1}) and consider the ring
⇤ := Z[G]. Note that, unlike �[0], the unramified covering ��[0] still makes sense.
The group ⇡1(��[1]) is computed using Zariski–van Kampen theorem [19] (this
computation is essentially shown in Figure 1, see [4] for the relations and further
details), and the map ⇡1(��[1]) ⇣ G is h1 7! t1, v2 7! t2, v3 7! t3, v1, v4, h2 7! 1.
Then, the ⇤-module H1(��[0]) is found by means of the Fox free calculus [8]. It is
more convenient to work with the module

A[0] := C1[0]/ Im @2,

where (C⇤[0], @) is an appropriate cellular complex computing the homology (or
even just the fundamental group) of ��[0]; as explained in §3.1, that would su�ce
for our purposes. As a ⇤-module, A[0] is generated by six elements a1, a2, a3, c1,

87



8 ALEX DEGTYAREV

c2, c3 (corresponding, in the order listed, to the six generators h1, v2, v3, h2, v4, v1
of ⇡1(��[1]) shown in Figure 1), which are subject to the six relations

(t2t3 � 1)c1 = (t1t3 � 1)c2 = (t1t2 � 1)c3 = 0,

(t3 � 1)c1 + (t3 � 1)a2 � (t2 � 1)a3 = 0,

(t3 � 1)c2 + (t3 � 1)a1 � (t1 � 1)a3 = 0,

(t1 � 1)c3 + (t1 � 1)a2 � (t2 � 1)a1 = 0.

Recall that we also have t0t1t2t3 = 1 in ⇤.
Now, given a finite quotient ↵ : G ! G, the group ring ⇤[↵] := Z[G] is naturally

a ⇤-module and the complex (C⇤[↵], @) is obviously (C⇤[0], @)⌦⇤ ⇤[↵]. Hence, the
new ⇤[↵]-module A[↵] is A[0] ⌦⇤ ⇤[↵]. In some cases, it is more convenient to
work with the submodule B[↵] ⇢ A[↵] generated by c1, c2, c3. (Note though that
it is not always easy to find the defining relations for B[↵].) Since the complex

0 �! A[↵]/B[↵] �! ⇤[↵] �! 0

computes the homology H0 = Z and H1 = Ker↵ ⇢ G of the space �[↵] r ⇡�1
A R,

the two modules have the same integral torsion. Summarizing, we arrive at the
following algebraic description of K[↵] and T[↵].

Theorem 3.3 (see [3]). For any finite quotient ↵ : G ! G one has

T[↵] = ExtZ(A[↵],Z) = ExtZ(B[↵],Z),
rkZ K[↵] = rkZ A[↵]� |G|+ 1 = rkZ B[↵] + 3.

In other words, the torsion T[↵] in question is isomorphic to the integral torsion
of either of the two modules A[↵] or B[↵].
Note also that, even if T[↵] 6= 0, a su�ciently good description of this group

would still let one recover the complete structure of NS(�[↵]). For example, one
can use the technique of discriminant forms introduced in [11]. From this point of
view, Theorem 3.3 does give us a suitable description of T[↵], as it actually places
this group to the discriminant group S[↵]_/S[↵].

3.3. Vanishing and bounds. Numeric experiments with random matrices show
that, typically, T[↵] 6= 0, even if gcd(m, 6) = 1 (see §2.3). However, the vanishing
of the group T[↵] can be established in several important special cases. We have
the following theorem.

Theorem 3.4 (see [3, 4]). In each of the following three cases, one has T[↵] = 0:

(1) �[↵] is a Fermat surface, i.e., ↵ = m 2 N+;
(2) �[↵] is cyclic, i.e., the image G of ↵ is a cyclic group;
(3) �[↵] is unramified at 1, i.e., ↵(t0) = 1.

Statement (3) in Theorem 3.4 was a toy example considered in [4]. Statement (2)
is proved in [3] by comparing the dimensions dimk A[↵]⌦k, where k is either C or
a finite field Fp: if G is cyclic, ⇤[↵]⌦ k = k[G] is a principal ideal domain and the

88



PROJECTIVE SPACES IN FERMAT VARIETIES 9

dimension of a module can be computed algorithmically using elementary divisors
of the matrix of relations.
Statement (1) is more involved. In [4], it is proved by considering an appropriate

rather long filtration

0 = A0 ⇢ A1 ⇢ . . . ⇢ A7 = A[↵]

and estimating from above the length `(Ai+1/Ai) of each quotient. (Recall that
the length `(A) of an abelian group A is the minimal number of generators of A,
whereas its rank rkA is the maximal number of linearly independent elements.
Always rkA 6 `(A), and a finitely generated abelian group A is free if and only if
`(A) = rkA.) Luckily, these estimates sum up to the expected rank rkA[↵] given
by (2.5) and Theorem 3.3; hence, each quotient Ai+1/Ai is a free abelian group,
and so is the original module A[↵].
The same approach can be used in the general case, but the counts no longer

match; hance, we only obtain an estimate on the size of T[↵]. To state the next
theorem, we need to introduce a few invariants measuring the non-uniformity of
the homomorphism ↵. (Note that the group G is to be considered in its canonical
generating set t0, t1, t2, t3 introduced in §2.3; the only automorphisms allowed are
permutations of the generators. This rigidity explains also why we are using four
generators instead of three.) First, consider the following subgroups of G:

• Gij, generated by ti and tj, i, j = 0, 1, 2, 3;
• Gi, generated by titj and titk, i = 1, 2, 3 and {i, j, k} = {1, 2, 3};
• G= :=

P
i Gi, generated by t1t2, t1t3, and t2t3.

In more symmetric terms, Gi depends only on the partition {{0, i}, {j, k}} of the
index set, see (2.3), and G= is generated by all products titj, i, j = 0, 1, 2, 3; one
has [G : G=] = 2. Now, for a finite quotient ↵ : G ⇣ G, denote G⇤ := G/↵(G⇤)
(where the subscript ⇤ is one of the symbols ij, i, or = as above) and define
�[↵] := |G=| � 1 2 {0, 1}. Let, further, expG be the minimal positive integer m
such that mG = 0. (This notion applies to any abelian group G; in our case, it is
also the minimal positive integer m such that mG ⇢ Ker↵).
In this notation, the fundamental group ⇡1(�[↵]) found in [4] is given by

(3.5) ⇡1(�[↵]) = H1(�[↵]) = Ker↵
�Y

(Gij \Ker↵),

the product running over all pairs 0 6 i < j 6 3. This group is trivial in any of the
three special classes considered in Theorem 3.4. In general, as shown in [3], the
group ⇡1(�[↵]) is cyclic and its order |⇡1(�[↵])| divides the height ht↵ := expG/n,
where n is the maximal integer such that Ker↵ ⇢ nG.

Theorem 3.6 (see [3]). For any finite quotient ↵ : G ⇣ G, one has

rkK[↵] =
X

06i<j63

|Gij|+
X

16i63

|Gi|� 3� �[↵].

Besides, `(T[↵]) 6 6 + �[↵] and expT[↵] divides (expG)3/|G|.
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10 ALEX DEGTYAREV

The bound on `(T[↵]) is sharp, whereas that on expT[↵] is probably not.
Analyzing the proof, one can also establish the almost vanishing of the torsion

in the case of Brieskorn surfaces (called diagonal Delsarte surfaces in [3]), i.e.,
those given by an a�ne equation of the form

xm1 + ym2 + zm3 = 1,

so that ↵ is the projection G ⇣ G/(tm1
1 = tm2

2 = tm3
3 = 1). For such surfaces, T[↵]

is cyclic: one has `(T[↵]) 6 �[↵] and the order |T[↵]| divides the ratio

h(m1,m2,m3) :=
lcm16i<j63

�
gcd(mi,mj)

�

gcd(m1,m2,m3)
=

s
m1m2m3

gcd(m1,m2,m3)3
.

(Observe that h(m1,m2,m3) = 1 if m1 = m2 = m3, i.e., in the case of classical
Fermat surfaces.) Examples show that these bounds are also sharp.

4. Higher dimensions

4.1. The reduction. Now, let us consider a Fermat variety � := �d
m of even

dimension d = 2k > 4. Denote by J := J (d) the set of partitions as in (2.3);
each element J 2 J gives rise to mk+1 subspaces in �. To put the statements in a
slightly more general form, we will pick a nonempty subset K ⇢ J and denote by
VK ⇢ � the union of all subspaces LJ,⌘, see (2.4), with J 2 K and ⌘ running over
all sequences of roots of (�1). Denoting by ◆ : VK ,! � the inclusion, consider the
groups

SK := Im
⇥
◆⇤ : Hd(VK) ! Hd(�)

⇤
, TK := Tors

�
Hd(�)/SK

�
.

Clearly, SJ = Sd
m and TJ = Td

m.
In what follows, we always regard Hd(�) as a unimodular lattice by means of

the Poincaré duality isomorphism Hd(�) ! Hd(�) = Hd(�)_. (Here and below,
we denote by A_ := Hom(A,Z) the dual of an abelian group A.) Consider the
subspace Y := � r {z0 = 0} and let H� ⇢ Hd(�) be the image of the inclusion
homomorphism Hd(Y ) ! Hd(�); it coincides with the orthogonal complement of
the class h 2 Hd(�) of the intersection of � with a generic (d+1)-plane. Since the
lattice Hd(�) is unimodular, the composition Hd(�) = Hd(�)_ ⇣ H_

� is surjective;
in fact, we have a short exact sequence

0 �! Zh �! Hd(�) �! H_
� �! 0.

Let S0
K ⇢ H_

� be the image of SK. Since h 2 SK, we have Hd(�)/SK = H_
�/S

0
K and

rkS0
K = rkSK � 1. (Recall that we assume that K 6= ?; hence, fixing J 2 K and

all but one ⌘i in (2.4), we obtain m spaces whose classes sum up to h.)
Let ⇤ := Z[Gm], see (2.1). To make the notation more conventional, we rename

the canonical generators (1, . . . , exp(2⇡i/m), . . . , 1) of Gm into t0, . . . , td+1 and
regard ⇤ as the quotient of the ring Z[t±1

0 , . . . , t±1
d+1] of Laurent polynomials by the

ideal generated by t0 . . . td+1 � 1 and tmi � 1, i = 0, . . . , d+1. Since Gm acts on �,

90



PROJECTIVE SPACES IN FERMAT VARIETIES 11

all homology groups involved are naturally ⇤-modules and, Gm acting identically
on the fundamental class [�], the lattice structure on Hd(�) is ⇤-invariant.
For further statements, we need to prepare several polynomials. Let

'(t) :=
m�1X

i=0

ti =
tm � 1

t� 1
, ⇢(x, y) :=

X

06i6j6m�2

xjyi

and, for J 2 J as in (2.3), denote

⌧J :=
kY

i=0

(tqi � 1),  J := ⌧J

kY

i=1

'(tpitqi), ⇢J :=
kY

i=1

⇢(tpi , tqi).

Also, for any quotient ring R of ⇤, including ⇤ itself, we will denote by R̄ its
“reduced” version, viz. R̄ := R

�Pd+1
i=0 R'(ti).

The advantage of using Y instead of � is the fact that this space has extremely
simple homology, which have been extensively studied as the vanishing cycles of a
Pham–Brieskorn singularity. Fix a number ⇣ 2 C such that ⇣m = �1 and consider
the topological simplex

� :=
�
(s1, . . . , sd+1)⇣

�� ss 2 [0, 1], sm1 + . . .+ smd+1 = 1
 
⇢ Y.

Then, the so-called Pham polyhedron

⌃ := (1� t�1
1 ) . . . (1� t�1

d+1)�

is a cycle in Y ; in fact, ⌃ is a topological sphere.

Theorem 4.1 (see [12]). The group Hd(Y ) is the free ⇤̄-module generated by ⌃.

Therefore, H_
� is an ideal in ⇤ = ⇤_ (where all groups dual to ⇤-modules are

regarded as ⇤-modules with respect to the contragredient G-action) and, in order
to find the image S0

K ⇢ H_
� ⇢ ⇤, it su�ces to compute the algebraic intersection

of each space LJ,⌘ with ⌃. This is done in [6], and, omitting intermediate details,
the result can be stated as follows.

Theorem 4.2 (see [6]). For each J 2 J , one has S0
J = ⇤ J ⇢ ⇤. Hence, for a

subset K ⇢ J , one has S0
K =

P
J ⇤ J ⇢ ⇤, the summation running over J 2 K.

4.2. Partial vanishing statements. Using Theorem 4.2 and employing various
dualities and torsion-free quotients, we can obtain several expressions for TK. In
the statement below, for J 2 J as in (2.3), we use the ring

⇤J := ⇤
�P

i ⇤(tpitqi � 1), i = 0, . . . , k + 1,

and 1J stands for the unit in ⇤J or ⇤̄J .

Theorem 4.3 (see [6]). Let K ⇢ J be a nonempty subset. Then, the torsion TK
is isomorphic to the integral torsion of any of the following modules :

(1) the ring ⇤
�P

J ⇤ J , J 2 K;
(2) the ring ⇤̄

�P
J ⇤̄⇢J , J 2 K;
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(3) the ⇤-module MK :=
�L

J ⇤J

�
/⇤⌧ , where ⌧ :=

P
J ⌧J1J and J 2 K;

(4) the ⇤̄-module M̄K :=
�L

J ⇤̄J

�
/⇤̄1, where 1 :=

P
J 1J and J 2 K.

Denoting by T the integral torsion of the respective module in Theorem 4.3, in
Statements (1) and (2) we have canonical isomorphisms TK = T , whereas in (3)
and (4), the isomorphisms are TK = Hom(T,Q/Z).

If d = 2, the module MJ in Theorem 4.3(3) coincides with the module B[m]
introduced in §3.2. Both MJ and M̄J appear as intermediate quotients of the
filtration used in the proof of Theorem 3.4(1).

Conjecture 4.4. For the full set K = J , one has TJ = 0.

This conjecture holds true in small dimensions d = 0 (obvious) and d = 2 (see
Theorem 3.4) and is supported by some numerical evidence: by a computer aided
computation, we managed to establish the vanishing of TJ for the values

(d,m) = (4,m), 3 6 m 6 12, (6, 3), (6, 4), (6, 5), and (8, 3).

Unfortunately, we failed to prove the conjecture in full generality. It is not di�cult
to show (see [6]) that gcd(|TK|, p) = 1 for each prime p - m. One can also show
that TK = 0 for some special subsets K ⇢ J . As an important example (which can
probably be used as a base for induction), fixing the degree m and denoting by (·)
the dependence on the dimension, consider the natural inclusions J (s) ⇢ J (d),
s = 2l 6 d = 2k, extending each partition J 2 J (s) identically beyond s, i.e.,
attaching the pairs {2i, 2i + 1}, i = l + 1, . . . , k. Then, given K ⇢ J (s), for the
module M̄K in Theorem 4.3(4) one can easily see that

M̄K(d) = M̄K(s)⌦Z �̄s+2 ⌦Z �̄s+4 ⌦Z . . .⌦Z �̄d,

where �̄i := Z[t±1
i ]/�(ti). Hence, we have stabilization

(4.5) TK(d) = TK(s)⌦Z �̄s+2 ⌦Z �̄s+4 ⌦Z . . .⌦Z �̄d.

In particular, TK(d) = 0 if and only if TK(s) = 0. This observation applies to the
image J (s, d) of J (s) in J (d); thus TJ (s,d) = 0 for all dimensions d > s if and
only if TJ (s) = 0. As a consequence, for any d,

(4.6) TJ (0,d) = TJ (2,d) = 0;

the former is obvious, and the latter follows from Theorem 3.4(1).

4.3. Other classes of varieties. The last two statements (4.5), (4.6) have a
geometric interpretation. Given s = 2l < d = 2k, consider the partial Fermat
variety �s,d

m given by an equation of the form

f0(z0, z1) + f1(z2, z3) + . . .+ fk(zd, zd+1) = 0,

where each fi is a homogeneous bivariate polynomial of degree m and

f0(u, v) = f1(u, v) = . . . = fl(u, v) = um + vm,
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whereas all other terms are generic, pairwise distinct, and other than um + vm.
Arguing as in §2.2, one can see that �s,d

m contains several group of d-spaces: each
group consists of mk+1 spaces, and the groups are indexed by the members of
J (s, d). Now, observe that the proof of Theorem 4.3 is purely topological; hence,
we can deform �s,d

m to �d
m (followed by a deformation of the d-spaces in �s,d

m to
some of those in �d

m) and apply Theorem 4.3, obtaining the following corollary.

Corollary 4.7 (see [6]). The subspaces contained in �s,d
m generate a primitive

subgroup in the Néron–Severi lattice NS(�s,d
m ) for any dimension d > s if and only

if they do so for d = s, i.e., if Ts
m = 0.

Corollary 4.8 (see [6]). For s = 0 or 2, the subspaces contained in �s,d
m generate

a primitive subgroup in the Néron–Severi lattice NS(�s,d
m ).

If s = 0, we can also choose f0 generic, retaining the mk+1 spaces contained in
�0,d

m . In this case, if d = 2 (lines in surfaces) and m is prime, the m2 lines contained
in �0,2

m are known to generate the rational Néron–Severi lattice NS(�0,2
m ;Q), see,

e.g., [2]. Corollary 4.8 implies that these lines generate NS(�0,2
m ) over Z (see [4]).

5. Open problems

Apart from Conjecture 4.4, there are a few other interesting open questions that
may be worth stating explicitly.
As explained in §3.3, typically, for a Delsarte surface �[↵] one has T[↵] 6= 0.

Naturally, one may ask if there are other classes of surfaces for which one can
assert that T[↵] = 0 or obtain a bound on the size of this group better than
that given by Theorem 3.6. In Theorem 3.4, the Delsarte surfaces are treated
according to the complexity (or non-uniformity) of the finite quotient ↵ : G ⇣ G.
However, there are other taxonomies which, from many points of view, may seem
much more natural. For example, one can classify Delsarte surfaces according to
the singularities of the original (not yet resolved) projective hypersurface given
by (2.8). Thus, it is known that there are ten families (one of them being Fermat)
of nonsingular Delsarte surfaces, see [10], and 83 families of those with A–D–E
singularities, see [9]. The Picard ranks for these families were computed in [9, 10].

Problem 5.1. Does the vanishing T[↵] = 0 hold for all nonsingular Delsarte
surfaces �[↵]? For those with A–D–E singularities?

Problem 5.2. Are there sharper bounds on the size (length, order, exponent) of
the group T[↵] in terms of the singularities of �[↵]?

As another generalization, one can consider a Fermat surface �2
m of a degree m

not prime to 6, so that the lines do not generate NS(�2
m;Q). In some cases, there

are explicit lists of additional generators. Thus, found in [1], there is a list of
relatively simple curves, lying in quadrics, cubics, and quartics, that compensate
for the terms 24(m/3)⇤ and 48(m/2)⇤ in (2.2). As in §2.2, the generating property
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is established by comparing the ranks; hence, the question whether these curves
(together with the lines) generate the integral group NS(�2

m) remains open.

Problem 5.3 (T. Shioda). For the known explicit generating sets S of the group
NS(�2

m;Q), is it true that the curves constituting S also generate NS(�2
m) over

the integers? In other words, is it true that the subgroup ShSi :=
P

Z[C], C 2 S,
is primitive in H2(�2

m)? If not, what is the torsion of H2(�2
m)/ShSi?
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