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Abstract Ocean surface waves can play an active role in climate systems, but they are often ignored in
Global Climate Models (GCMs). Wave-dependent surface roughness was implemented within the Atmo-
spheric GCM (MRI-AGCM) using the spectral wave model WAVEWATCH IIl. Two types of wave-dependent
roughness, due to wave steepness and to wave age, were considered. Climate simulations with wave-
dependent roughness were compared to simulations with just wind speed-dependent roughness. In climate
simulation with wave steepness-dependent roughness, the spatial distribution of roughness is correlated to
that of swell dominance. In simulation with wave age-dependent roughness, the spatial distribution of
roughness is correlated to that of wind direction stationarity. Both simulations show reduced roughness in
the tropics, which leads to an enhancement of surface wind speeds by up to 15%; these enhanced wind
speeds are closer to observations compared with the baseline simulation with just wind speed-dependent
roughness. We find that the reduced roughness and the enhanced wind speeds in the tropics lead to
significant changes in atmospheric circulation, as in Hadley circulation and precipitation. The characteristic
responses of the Hadley circulation and precipitation to changing sea surface roughness are presented.

1. Introduction

A number of studies have been conducted to understand the underlying mechanisms and assess the
impact of climate change as well as to produce future climate projections. Climate studies are largely based
on climate simulations using Global Climate Models (GCMs). GCMs which include realistic climate physics
are required to obtain reliable climate simulations. Ocean surface gravity waves are driven by ocean surface
winds; thus the wave climate is considered to be a passive component in the atmosphere-ocean climate
system. The wave climate is simulated by a wave model, which uses the ocean surface winds from a GCM as
forcing [e.g., Hemer and Trenham, 2016; Shimura et al., 2016].

However, the wave climate is not only controlled in this direction, from the atmosphere to the ocean
through ocean surface wind; waves are actually the product of a two-way feedback between the atmo-
sphere and ocean [Cavaleri et al., 2012]. The momentum, kinetic energy, and heat flux at the atmosphere-
ocean interface may depend on the wave state [Cavaleri et al., 2012]. However, wave-dependent physical
processes are either parameterized simply using ocean surface winds or are not considered in almost all
GCMs. For example, a sea surface roughness length can be used as a lower boundary condition in atmo-
spheric modeling; this roughness length is assumed to be a function of factors such as wave age [Drennan
et al., 2003] and wave steepness [Taylor and Yelland, 2001]. It has been generally represented as a function
of just wind speed in GCMs. An inaccurate or overly simplified sea surface roughness parametrization is like-
ly to contribute to systematic errors in the large-scale circulations within GCM simulations [Polichtchouk and
Shepherd, 2016].

Several previous studies of global climate simulations considered wave-dependent sea surface roughness in
their models [Weber et al.,, 1993; Janssen and Viterbo, 1996; Fan et al.,, 2012; Charles and Hemer, 2013]. Weber
et al. [1993] and Janssen and Viterbo [1996] conducted wave-atmospheric coupled climate integrations under
winter conditions for a specific year. Janssen and Viterbo [1996] showed that the wave climate had a significant
impact on atmospheric climate, especially at middle to higher latitudes, but Weber et al. [1993] concluded that
ocean waves do not affect large-scale atmospheric circulations. Fan et al. [2012] developed a high-resolution
atmosphere-wave coupled model which demonstrated good agreement with observations of wave heights;
however, they did not address the feedback from waves to the atmosphere. Charles and Hemer [2013]
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implemented wave-dependent roughness into a coupled atmosphere-ocean model and showed that this
coupling can impact sea surface climatology such as the surface wind speed and heat flux. These climate sim-
ulations all used different wave-dependent roughness parameterizations by Janssen [1991], Fan et al. [2012],
Taylor and Yelland [2001], Drennan et al. [2003], or Jones and Toba [2001] for different GCMs. Therefore, the
general impact of wave-dependent roughness on climate systems is not well understood.

The goal of this paper is to clarify how wave-dependent roughness impacts atmospheric climate systems.
We implement the WAVEWATCH Ill wave model [Tolman, 2014] into the atmospheric GCM (MRI-AGCM)
model [Mizuta et al., 2012]. The wave-atmosphere interaction is modeled as a wave-dependent momentum
roughness; two different parameterizations for the wave-dependent momentum roughness are used in the
simulations. Fifty years of climate simulations are carried out with the two parameterizations and for wind
speed-dependent roughness. The impacts of wave-dependent roughness on the atmospheric climate sys-
tem are investigated by comparing the wave-dependent simulations with those that have only wind-
dependent roughness. We show that the spatial distribution of roughness climatology clearly depends on
the chosen parameterizations and the differences in roughness climatology affect ocean surface wind cli-
matology. Finally, we describe how wave-dependent effects can impact atmospheric circulation. The term
“climatology” means overall average over the 50 years simulation period, hereafter.

Ocean surface currents can also modulate ocean-atmosphere momentum flux and affect climate system
[e.g., Luo et al.,, 2005; Jungclaus et al., 2006]. We do not consider ocean circulation in this study in order to
detect impacts of wave-dependent roughness on atmospheric climate. Investigation of impacts on
atmosphere-ocean climate is the next step of this study.

2. Model and Experiment Description

2.1.GCM

For our simulations, we used the MRI-AGCM developed by the Japanese Meteorological Research Institute
of the Japan Meteorological Agency. The output of MRI-AGCM climate simulations has been used for studies
of climate change impact assessment on tropical cyclones [Murakami et al., 2012], storm surges [Yasuda
et al., 2014], and ocean waves [Shimura et al, 2016]. The MRI-AGCM is a global spectral model, and the
dynamical processes are computed in wave number space; the maximum triangular wave number is 159.
The physical processes are computed in grid space; the horizontal grid is 320 X 160, corresponding to a res-
olution of approximately 1.125° in both longitude and latitude. The model has 48 vertical layers. Although
the MRI-AGCM can be operated with a finer resolution of 20 km [Mizuta et al., 2012], we adopted this coars-
er resolution to reduce computational costs. The surface processes in the MRI-AGCM are described below. A
detailed description of the MRI-AGCM can be found in Mizuta et al. [2012].

The momentum and heat fluxes are represented as follows:
w2 =Cp,U? )
—u.0,=CLUAD, (2)

where u, is the friction velocity, 0, is the temperature scale, U is the sea surface wind speed, A0 is the differ-
ence in potential temperature between the air and ground, and C,,, C, are the bulk transfer coefficients for
momentum and heat. The bulk transfer coefficients can be represented based on the Monin-Obukhov simi-
larity theory:
2
K
Cn= 3)
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where « is the von Karman constant (=0.4), L is the Monin-Obukhov length, z is height, /,, (), , () are the
integrated similarity functions representing the deviation from the logarithm law, and zy,,zo, are the
roughness lengths for momentum and heat. The momentum roughness length is represented as follows:

Ch=

(4)
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Table 1. Experiment Description

Time FRAME (Initial Spatial Resolution,
Exp. Name Wave Roughness Conditions) GCM/WAVE
CHAO0001 2=0.001
CHA0005 2=0.005
CHA001 Off «=0.01 1990-2014 (2) 1.125°/-
CHA002 2=0.02 (base line)
CHA003 2=0.03
TY2001 On Taylor and Yelland [2001] 1990-2014 (2) 1.125°/1.25°
DR2003 On Drennan et al. [2003] 1990-2014 (2) 1.125°/1.125°
2
Zom=0.11— +o0 % 5)

u, g

where v is the air dynamic viscosity coefficient and g is the gravitational acceleration. The first term of the
right-hand side of equation (5) represents the roughness when the sea surface is smooth and wind speeds
are low. The second term is the roughness of a rough sea surface (waves) represented by the Charnock
relation. Charnock [1955] proposed a value of the Charnock coefficient «=0.018; this value is tuned to 0.02
for the MRI-AGCM. In the Charnock relation, roughness increases with increasing wind speeds. This means
that the sea surface conditions (waves) depend only on wind speed. Ocean wave effects are not considered
in the heat roughness length (zp4), which is set to 2o, =0.62 v/u,.

2.2. Ocean Wave Model

The spectral wave model WAVEWATCH Il (WW3) ver. 4.18 [Tolman, 2014] was used for wave computations.
The spatial resolution is 1.125° or 1.25° (two different resolutions were due to computational costs) in both
longitude and latitude in the global domain from 78°S to 75°N. The directional resolution is 10°. The fre-
quency space of this model is 0.035-0.56 Hz, which is discretized in 30 logarithmic increments. The evolu-
tion of the spectral density of ocean waves results from a balance of three main sources for deep water
conditions: wind input, wave dissipation, and nonlinear wave-wave interactions. The source term package
from Ardhuin et al. [2010], called ST4, was used for the wind input and dissipation terms. The nonlinear
wave interaction was calculated using the Discrete Interaction Approximation (DIA) [Hasselmann and
Hasselmann, 1985].

2.3. Ocean Wave-Dependent Momentum Roughness Length

Here we introduce two types of wave-dependent momentum roughness lengths (z,,) based on different
physically motivated scaling [Drennan et al., 2005] and parameterized by either wave steepness [Taylor and
Yelland, 2001] or wave age [Drennan et al., 2003]. Taylor and Yelland [2001] proposed a o, that is a function

of wave steepness as follows:
By
Zom Hs
—=Al— , 6
HS 1 (LP> : ( )

where H; is the significant wave height and L, is the peak wavelength of the wave spectrum. A; and B, are
tuning coefficients, and Taylor and Yelland [2001] chose A;=1200, B;=4.5 based on observations in the
Dutch offshore region, the Baltic Sea, and Lake Ontario. Drennan et al. [2003] proposed a zo, that is function

of wave age as follows:
By
Zom _ (“_) ’ )
H G

where ¢, is the peak phase speed of the wind-sea component. Drennan et al. [2003] chose tuning coeffi-
cients A,=3.35,B,=3.4 based on observations from offshore Virginia, the Mediterranean, the North Sea,
and Lake Ontario.

Note that the definitions of the spectral peaks for equation (6) are for the whole wave spectrum (denoted
as total sea), while for equation (7) they are for the wind-sea component. Wind-sea component wave is gen-
erated and increased by wind, while swell is wave propagating away from the area where it was generated.
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The total sea contains both wind-sea and swell components. Drennan et al. [2005] estimated the applicabili-
ty of the two roughness parameterizations by comparing model results with various observations. They
found that wave-dependent parameterizations yield improved estimates when compared with convention-
al wind speed-dependent parameterization. In particular, the wave steepness parameterization of equation
(6) shows better results when wind-sea and swell waves coexist (a mixed sea), and the wave age parameter-
ization of equation (7) is better for developing wave conditions (a young sea) [Drennan et al., 2005].

Here we rewrite equations (6) and (7) in terms of the Charnock relation (the second term on the right-hand
side of equation (5)) to highlight the differences between them. The linear dispersion relation for deep
water conditions is as follows:
=9 71=/9 ®)
2n 21
where c is the phase speed, T is the wave period, and L is the wavelength. The wind-sea relationship under
equilibrium conditions is taken to be the Toba 3/2 power law [Toba, 1972] as follows:

1ea Tea 3/2
g Zar<gs ) 7 9)

u? U

where o7=0.062. It is assumed here that equation (9) is always valid for the wind-sea component. We intro-
duce the expression Hy=apH, Lp=a,L;‘7 for mixed sea conditions with both wind-sea and swell waves; aj,
and g, represent deviations from pure wind-sea waves, i.e., the presence of swell. The significant wave peri-
od is derived from the peak wave period: T77=C, 7. Therefore, equation (6) can be rewritten as:

By +1 il Y 2

By +3 3(B1+1) a,’ u 2 u u

— Bi+1%h * * *
Zom=A1(2n) T C; ¥ of —q ©— =07v2001 * -

(10)
af1
In this expression, the Charnock-like coefficient (ary2001) is represented as the deviation from wind-sea
waves (ag‘”/af‘) and the inverse wave age (u./c;%). After assigning values to the coefficients (A;=1200,

B1=4.5,47r=0.062) and setting C; = 0.95, the equation can be written as:

GS‘S u 0.75
O(Ty2001:0.18% (Tq) . (11)
a, Cp

Similarly, equation (7) can be rewritten as:

B,—3/2 2 2
u, u: s
Zom=A(21)*2C}aray, <Tq) - — =0pR2003 - —, (12)
Cp g g
where c,,:cfﬂ. After assigning coefficient values (A;=3.35, B,=3.4, 0r=0.062) and setting C, = 0.95, the
equation becomes

w\ '
pR2003=3.030n | =5 | - (13)
&
Comparing equations (11) and (13), we see that both equations show Charnock-like coefficients that
decrease with increasing wave age, but equation (11) is more affected by the deviation from wind-sea
waves, while equation (13) is more affected by wave age. If a, and a,= 1, the Charnock-like coefficient
approaches to 0.02 when inverse wave age is 0.053 and 0.071 for equations (11) and (13), respectively.

2.4. Wave-AGCM Coupling

Here we describe how the MRI-AGCM and WAVEWATCH Il were coupled; Figure 1 shows the schematic
view of the coupling procedures. Wind speed data (10 m above the surface, U;o) from the MRI-AGCM is sent
to WAVEWATCH I, and U, at t; time is interpolated to the WAVEWATCH Il spatial grid. The time integra-
tion from tx_; to t, is carried out in WAVEWATCH Il using the U, as a forcing. The roughness calculated
from the ocean wave variables in WAVEWATCH Il are then sent to the MRI-AGCM. The wave variables H;, L,
and ¢, at t, are interpolated to the MRI-AGCM horizontal grid, and these variables are used to calculate the
roughness length (zom) using the methods outlined in Taylor and Yelland [2001] or Drennan et al. [2003]. The
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Figure 1. Schematic view of the coupling between MRI-AGCM and WAVEWATCH Il

time integration from t; to tx+ is then carried out in the MRI-AGCM using zo, as the sea surface boundary
condition. This coupling procedures to exchange variables are repeated every hour within the models.

2.5. Description of Numerical Experiments

Climate simulations were performed using both the wind speed-dependent and wave-dependent rough-
ness parameterizations. The time frame of the climate simulations was the 25 year span from 1990 to 2014.
Two climate simulations were performed changing the initial conditions of the model; thus data for a 50
year period is available from the simulations. The bottom boundary conditions are the sea surface tempera-
ture (SST) and sea ice extent taken from the Hadley Centre Global Sea Ice and Sea Surface Temperature
(HadISST) data set [Rayner et al., 2003]. Five climate simulations with wind speed-dependent roughness
were performed using five different values for the Charnock coefficients (x=0.001, 0.005, 0.01, 0.02, and
0.03) to examine the uncertainty in the original Charnock parameterization. The baseline experiment has
2=0.02, which is the default value for the MRI-AGCM. Two climate simulations with wave-dependent rough-
ness were performed based on equations (6) and (7). These series of experiments are denoted CHA0001,
CHA0005, CHA001, CHA002, CHAQ03 for the wind speed-dependent roughness parameterization, and
TY2001 and DR2003 for the wave-dependent roughness parameterizations; the experiments are summa-
rized in Table 1.

3. Results and Discussion

Here we describe the impacts of the wave-dependent roughness implementations. Section 3.1 presents the
direct impacts on surface climatology for C,,, and section 3.2 shows the impact on U;,. We provide insight
into the consequent impacts on atmospheric circulation in section 3.3.

3.1. The Relationships Between Wind Speed and C,,

We show how the relationship between wind speed 10 m above the surface (U;q) and the bulk transfer
coefficients for momentum (C,,) depend on the implementation of wave-dependent roughness. For exam-
ple, Figure 2 shows this relationship at the middle to higher latitudes in the North Pacific (40°N-50°N,
140°W-180°W) and in the equatorial Pacific (5°S-5°N, 140°W-180°W); these two regions show largely differ-
ent wave climatology, as will be discussed later. The C,, shown is for neutral conditions. Figure 2 shows a
comparison between the results of our experiments (listed in Table 1) and the atmospheric reanalysis done
by the European Centre for Medium-Range Weather Forecasts (ECMWF), the ERA-Interim [Dee et al., 2011].
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Figure 2. The relationship between C,, and U, at (a) middle to high latitudes in the North Pacific and (b) in the equatorial Pacific. The five
gray dashed lines (from top to bottom) are for CHA003, CHA002, CHA001, CHA0005 and CHA0001. The three colored lines with circles,
diamonds, and squares are for TY2001, DR2003, and the ERA-Interim, respectively. The error bars indicate twice the standard deviations for
each point.

The ECMWF numerical weather prediction model is the first operational coupled global atmospheric and
wave model. The wave-dependent roughness (wave-dependent Charnock coefficient) in the ECMWF model
is based on Janssen [1991].

In the experiments with wind-dependent roughness, C,, corresponds uniquely to wind speed. In the
TY2001 and DR2003 experiments, C,, varies depending on the wave condition under a certain wind speed.
At middle to higher latitudes in the North Pacific (Figure 2a), the mean value of C,, in TY2001 is close to that
in CHA001 when wind speeds are low (up to 10 m/s); the TY2001 mean value of C,, comes closer to that in
CHA002 when wind speeds increase. The mean value of C,, in DR2003 is lower than that in CHA0O1 when
wind speeds are below 20 m/s and higher than that in CHA002 when wind speeds are greater than 35 m/s.
This can be attributed to DR2003’s sensitivity to wave age, indicated by equation (13). The relationships
described above vary depending on the region considered because wave climates differ between regions.
Figure 2b shows the relationship between wind speed and C,,, in the equatorial Pacific. Here C,, for TY2001
and DR2003 are much lower than for CHAOOT; they are close to the values for CHA0005. The reason for the
difference between Figures 2a and 2b, especially for TY2001, is that TY2001 is very sensitive to deviations
from wind-sea waves, and these low latitude regions are swell-dominated and have lower wave steepness.
The ERA-Interim has a mean value of C,, lower than that of CHA002 when wind speeds are below 15 m/s
and larger when wind speeds increase. The variation in C,, (indicated by error bars in Figure 2) in the
ERA-Interim is much smaller than the variations in C,, for TY2001 and DR2003 when wind speeds are lower
than 15 m/s.

The regional dependence of C,, on the global scale is shown in Figure 3 as the spatial distribution of the
mean C,, (Cp, climatology) for winds speeds under 10-10.25 m/s for TY2001, DR2003 and the ERA-Interim.
The C,, climatology from the climate simulations with wind speed-dependent roughness shows no spatial
variation under same wind speeds. TY2001 and DR2003 show a clear dependence of C, on region.
TY2001's C,, tends to be smaller at low latitudes and smaller in the eastern region of each ocean (Figure 3a).
This corresponds to the dominance of swell; a global view of swell probability can been seen in Semedo
et al. [2011]. DR2003's C,,, tends to be at a minimum at low latitudes and at a maximum at middle latitudes
(30-40°) (Figure 3b). This is because small variations in the wind direction lead to older wave ages at low
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40N

0 90E 180 90W
(c)ERAinterim

Figure 3. The spatial distribution of C,, climatology for wind speeds under 10-10.25 m/s in (a) TY2001, (b) DR2003, and (c) ERA-Interim.

latitudes; larger variations in wind direction lead to younger wave ages at middle latitudes (The wind direc-
tion stationarity is described in Appendix A). Although C,, values for the ERA-Interim show only small spatial
contrasts (Figure 3c), the maximum C,, values are located at middle latitudes and have a spatial distribution
similar to DR2003. The Charnock coefficient in the ECMWF model is represented by the spectral integration
of wind input terms determined by the wind-sea component, so the spatial distribution of C,, for the ERA-
Interim (Figure 3c) is similar to that of DR2003 (Figure 3b), but with much larger values and a much smaller
spatial contrast than DR2003. Sensitivities to fetch of DR2003 and the ECMWF model [Janssen, 1991] are
compared because Figures 3b and 3c is under same wind speed, 10-10.25 m/s. Given the JONSWAP spec-
trum [Hasselmann et al,, 1973] with U;o=10 m/s under neutral conditions, C,,=1.45X1073 for a 1 km fetch
and 1.37x1073 for a 100 km fetch in the ECMWF model, which are calculated by the method of Janssen
[1991]. For DR2003, C,,=2.59X 1073 for a 1 km fetch and 1.30Xx1073 for a 100 km fetch; this confirms that
the ERA-Interim shows a smaller spatial contrast of C,,, than DR2003.

The spatial distribution of Cp,, in TY2001 and DR2003 (Figure 3) can be explained by the inverse wave ages
(Uro/cp). Note that phase speed is defined using the total sea peak for TY2001 and by the spectral peak of
just the wind-sea component for DR2003. Figure 4 shows the inverse wave ages from the total sea peak
compared to the wind-sea component peak. The total sea inverse wave age (Figure 4a) tends to be smaller
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Figure 4. Inverse wave age climatology for phase speeds defined by (a) the total sea peak (TY2001) and (b) the spectral peak of the wind-sea component (DR2003).

at low latitudes and in the eastern regions of each ocean; this corresponds spatially to swell dominance
[Semedo et al., 2011] and to C,, in TY2001, shown by Figure 3a. The wind-sea component inverse wave age
(Figure 4b) has maximum values at middle latitudes, especially in the Southern Hemisphere, and minimum
values at low latitudes; this corresponds spatially to wind direction stationarity (Figure 12 in Appendix A)
and to C,, in DR2003, shown by Figure 3b. Therefore, although the roughness length is defined by wave
steepness and wave age for TY2001 and DR2003, respectively, the difference in spectral peak definition
between the total sea and wind-sea component is more critical for the spatial distribution of C,, climatolo-
gy. This is consistent with the discussion on difference between equations (11) and (13) in section 2.3.

3.2. Impacts on U,, Climatology

We show the impact that the distribution of C,,, has on U, climatology. Figure 5 shows the U, climatology
of CHA002 and the differences from CHA002 for CHA0O1, TY2001, and DR2003. For CHA001, U,¢ is globally
5% larger than that of CHA002. TY2001's U,q is 15% larger than U, for CHA0O2 at low latitudes; U,q is simi-
lar for the two models at high latitudes, especially in the western parts of the ocean. The difference in U;q
between TY2001 and CHA002 corresponds to the spatial contrast of C,, climatology (Figure 3a) and wave
age (Figure 4a) seen in the western high latitudes and the eastern low latitudes. DR2003’s U, is 15% larger
than CHAO002 at low latitudes, especially in the western part of the ocean. The differences between U, for

SHIMURA ET AL.

W-AGCM 8



@AGU Journal of Geophysical Research: Oceans 10.1002/2016JC012621

CHA002 and DR2003 are small (5%) at
middle latitudes and large (10%) at
high latitudes; these differences corre-
spond to the spatial contrast of C,, cli-
matology (Figure 3b) and wave age
(Figure 4b). These results indicate that
differences in wave climatology lead
to 1 m/s (15%) wind speed differences
because of different sea surface rough-
ness conditions.

The zonally averaged differences in
Uyo climatology among the experi-
ments are in Figure 6. Several gridded
global sea surface wind speed data
sets, which are based on satellite
observations, are also shown for refer-
ence in Figure 6, although satellite
wind speed data are derived under a
number of assumptions. The reference
data are taken from the Objectively
Analyzed air-sea Fluxes (OAFlux) pro-
ject for 1990-2014 [Yu et al., 2008], the
National Oceanic and Atmospheric
Administration (NOAA) Blended Sea
Winds for 1988-2010 [Zhang et dl.,
2006], the Hamburg Ocean Atmo-
sphere Parameters and Fluxes from
Satellite Data (HOAPS) for 1988-2008
[Fennig et al., 2012], and the Version 3
Goddard Satellite-based Surface Tur-
bulent Fluxes (GSSTF3) for 1988-2008
[Shie et al., 2012]. Although there are
some differences among the experi-
ments and also among the observed
| : [ data sets, the experiments with wave-
0 90E 180 90W [%] dependent roughness overestimate

(d)DR2003 wind speeds for middle to high lati-
tudes by 1-2 m/s, especially in the
Southern Ocean. Wind speeds of

Figure 5. (a) U;o climatology (m/s) for CHA002. (b—d) The percent differences
between CHA002 and CHAOOT, TY2001, and DR2003, respectively. DR2003 are larger than those of
TY2001 around 50° latitudes especially

in the Southern Ocean because of smaller C,, of DR2003 than TY2001 around 50° latitudes (Figures 3a and
3b). TY2001 and DR2003 show good agreement with the observational data in low latitudes, while CHA002
clearly underestimates the wind speed by about 0.5 m/s. The climate simulations with wave-dependent
roughness perform better for the wind speeds seen at low latitudes.

The climatological U, differences, which depend on the choice of parameterizations, are clear in Figure 6.
Differences in the momentum roughness length can weakly affect the heat transfer coefficient (C,) without
changing the heat roughness length in equation (4). We find that the differences in zonal mean sea surface
heat flux among the different experiments are very small.

3.3. Impacts on Atmospheric Circulation

Here we describe how the differences in sea surface climatology can more generally impact atmospheric
circulation. Janssen and Viterbo [1996] indicated that ocean wave implementation in the AGCM can change
atmospheric circulation at middle and high latitudes, noting, for example, an equator-ward shift of a storm
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Figure 6. Zonally averaged U, climatology. The two thick dashed lines show the results for TY2001 (blue) and DR2003 (red). The black
dashed-dotted line is CHA002. The thin dashed lines (from left to right) are CHA003, CHA001, CHA0005, and CHA0001. The shading shows
range of four satellite-based observations.

track in the Southern Ocean. Here we focus on how precipitation and Hadley circulation are affected by
ocean wave implementation. Results for boreal summer (June-August, JJA) and winter (December-Febru-
ary, DJF) are presented below.

3.3.1. JJA Season

Figures 7a-7d show the boreal summer (JJA) precipitation climatology for CHA002 and the differences of
CHAO0001, TY2001, and DR2003. The differences show a characteristic spatial pattern in Figures 7b-7d. Posi-
tive deviations can be seen north of the Equator (approximately 0°N to 15°N) in the Pacific and East Asia.
Negative deviations are seen south of the Equator (approximately 0°S to 15°S) in the western Pacific and
the Indian Ocean. Negative deviations are also prominent around Central America and the extratropics of
the western North Pacific. The maximum differences in precipitation are about 2 mm/d. The other experi-
ments using the Charnock formula (CHA0005 and CHA001) have spatial patterns similar to those in Figures
7b-7d with magnitudes that vary correspondingly with the Charnock parameter; CHA003 shows a similar
spatial pattern with the inverse sign because its Charnock parameter is larger than that of CHA002. Zonal
mean precipitation differences between CHA002 and the other experiments are shown in Figure 8a. It is
clear that the signs of the precipitation differences are opposite in the tropics south and north of the Equa-
tor. Among the experiments with wind speed-dependent roughness (different Charnock parameters), the
precipitation differences correspond well with the magnitude of the Charnock parameter. For regions in
East Asia and the western Pacific (approximately 90°E to 180°E), the precipitation differences between areas
north and south of the Equator are more prominent.

The Hadley circulation can be depicted using zonal mean mass stream functions [Oort and Yienger, 1996].
Figure 8b shows the Hadley circulation (mass stream function) for CHA002 in JJA. The southern part of the
Hadley circulation (anticlockwise circulation) is usually stronger in JJA than the northern (clockwise) circula-
tion. The Hadley circulations differences between the experiments have large-scale features. The differences
in the Hadley circulations are shown by applying Empirical Orthogonal Function (EOF) analysis [Von Storch
and Zwiers, 2002] to the covariance matrix of the zonal mean mass stream functions of the seven experi-
ments. The color scale in Figure 8b shows the first EOF mode, which is representative of the pattern of dif-
ferences in Hadley circulation among the seven experiments. The first mode shows 87% variance, which
indicates that the first mode is the dominant spatial pattern of the difference. When EOF analysis was per-
formed for only the experiments with wind speed-dependent roughness, similar results were obtained. The
coefficients of the first mode are 1.79, 0.38, —0.29, —0.98 and —1.51 for CHA0001, CHA0005, CHAO0OT1,
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Figure 7. (a) The precipitation climatology (mm/d) in JJA for CHAQO2. (b-d) The differences (mm/d) between CHA002 and CHA0001, TY2001, and DR2003, respectively. Plots (e-h) are

the same as (a—d), but for DJF.

CHA002, and CHAOQO03, respectively; the coefficient for TY2001 and DR2003 are 0.08 and 0.54, respectively.
These coefficient represents the magnitude of the differences that can be explained by the EOF first mode.
A positive value for the first mode coefficient indicates a strengthening of the Hadley circulation around the
Equator (negative anomalies around the Equator) and an equator-ward shift of the ascent region in the
Northern Hemisphere (positive anomalies around 15°N). The pattern of Hadley circulation differences (Fig-
ure 8b) correspond to pattern of precipitation differences (Figure 8a). Stronger Hadley circulation around
the Equator (10°S to 10°N) can contribute to differences in precipitation south and north of the Equator due
to an increased south to north water vapor flux.

In the previous section, we described how the implementation of ocean-wave-dependent roughness
improved modeling of U, climatology at low latitudes. Here we clarify the relationship between U, clima-
tology and changes in atmospheric circulation. Figure 9 shows the relationship between U, climatology at
low latitudes (15°S to 15°N) and the Hadley circulation (represented by the coefficient of the first EOF
mode, (a)) and the equatorial north-south differences in precipitation (precipitation from 0 to 15°N minus
precipitation from 0 to 15°S, (b)). It is clear that Hadley circulation and precipitation are correlated with U;q
climatology. The 1 m/s differences at low latitudes in the U, correspond to 0.3 mm/d changes in the equa-
torial north-south precipitation difference. It is not surprising to find that U, climatology is sensitive to the
surface roughness, but it is critical to note that the resulting surface wind differences lead to atmospheric
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Figure 8. (a) Zonal mean precipitation climatology differences between all the experiments and CHA002 in JJA. (b) Hadley circulation (mass stream functions) in JJA for CHA002 (white
contour lines). Dashed contours indicate negative values, and solid contours indicate positive values. The contour interval is 210" kg/s. The color shading shows the first EOF mode of
the Hadley circulation among seven experiments indicating the representative difference among experiments.

circulation differences, as shown in Figure 9. The sea surface roughness in both experiments with ocean
wave-dependent roughness is significantly smaller than in CHA002 (Figure 2b), which drives atmospheric
circulation differences. The characteristic pattern of the response of atmospheric circulation to changing
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Figure 9. (a) The relationship between U, climatology at low latitudes and the Hadley circulation (represented by the coefficients of first EOF mode). (b) The relationship between U;o
climatology at low latitudes and the equatorial north-south differences in precipitation.
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Figure 10. Overview of the atmospheric circulation responses to wave-dependent roughness in the boreal summer.

roughness is seen in Figures 7 and 8. Overview of the atmospheric circulation responses to the wave-
dependent roughness is drawn in Figure 10.

3.3.2. DJF Season and the Impact of Swell

The characteristic impact of roughness, and the wind speed differences resulting from it, on atmospheric
circulation in the boreal summer was described above. We showed that differences in roughness and wind
speed across the entire tropics are important because changes in atmospheric circulation can be entirely
described using the average tropical wind speed, as shown in Figure 9; the spatial distribution does not sig-
nificantly affect atmospheric circulation in boreal summer. The situation is somewhat different in boreal
winter. Figures 7e-7h show the boreal winter (DJF) precipitation climatology of CHA002 compared to
CHAO0001, TY2001, and DR2003. The results of this comparison for DJF are similar to those for JJA, but with
the trends reversed. In JJA, we see the negative differences in precipitation south, and positive north, of the
Equator with increases in U, (Figure 8a). The negative and positive differences are swapped in DJF. The first
EOF mode of the Hadley circulation differences can explain only 60% of the variance in DJF, compared to
87% in JJA. When the EOF analysis is applied to the six experiments excluding TY2001, the percent of the
variance explained by the first mode increases significantly to 80%. Figure 11a shows the Hadley circulation
difference between TY2001 and CHA002, and Figure 11b shows the first EOF mode of the Hadley circulation
among the six experiments excluding TY2001 (this can be compared to Figure 8b for JJA). It is clear that Fig-
ures 11a and 11b display different patterns. The spatial pattern of Figure 11a can be characterized by nega-
tive anomalies from 0 to 15°S, while Figure 11b shows more positive anomalies around the Equator. This
difference between Figures 11a and 11b, smaller positive anomalies around the Equator in TY2001, likely
causes the smaller contrast between precipitation south and north of the Equator, especially in the western
Pacific (Figure 79).

This analysis indicates that the differences in Hadley circulation between TY2001 and the other experiments
cannot be explained simply by the averaged U,, differences across the entire tropical region. The spatial
distribution of U, differences (Figure 5c) might have a more substantial effect on Hadley circulation in the
boreal winter than in summer. This suggests that swell, represented implicitly in TY2001, impacts the atmo-
spheric circulation; these impacts cannot be represented by wind speed-dependent or wind-sea-dependent
roughness (DR2003-like) parameterizations.

The momentum flux between swell and the atmosphere is an open question. It has been reported that
wind-following swell can reduce the drag (momentum transfer) coefficient [Drennan et al.,, 1999; Potter,
2015], but increases have also been reported [Hogstrom et al., 2015]. Also in the case of wind opposed to
swell different results have been reported, as an increased drag coefficient [see Drennan et al, 1999;
Kudryavtsev and Makin, 2004] or a decreased one in higher wind conditions [Garcia-Nava et al., 2009].
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Figure 11. (a) Hadley circulation (mass stream functions) in DJF for CHA002 (white contour lines). Dashed contours indicate negative values, and solid contours indicate positive values.
The contour interval is 2X10'° kg/s; the color shading shows the difference between CHA002 and TY2001. (b) The first EOF mode of the Hadley circulation among the six experiments
excluding TY2001; this is the same as Figure 8b, but for DJF.

408

TY2001 represents swell information implicitly, and this study indicates that an explicit implementation of
swell can impact atmospheric circulation more significantly in the swell dominated (low latitude) area; this
impact cannot be explained by wind speed-dependent or wind-sea-dependent roughness. Wu et al. [2016]
investigated how swell-roughness impacts U, with a wave-atmospheric regional climate model focusing
on the European area. Even at such high latitudes, the influences of swell are evident [Wu et al., 2016]. The
impact of swell on the climate system needs to be explored and analyzed more deeply.

90E 180 90w

Figure 12. Wind direction stationarity (WDS,,,). Note that the value is multiplied by —1.
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4, Conclusions

Ocean surface waves play an important role at an interface between the atmosphere and the ocean. Wave-
dependent surface roughness was implemented into the Atmospheric Global Climate Model (MRI-AGCM)
using the spectral wave model WAVEWATCH llI, and climate simulations were performed. The sea surface
roughness within the AGCM was originally defined using the Charnock relation [Charnock, 1955]. Two types
of wave-dependent roughness, wave steepness-dependent roughness [Taylor and Yelland, 2001] and wave
age-dependent roughness [Drennan et al., 2003], were considered. These two wave-dependent roughness
parameterizations are distinct in their definition of the wave spectral peak: the spectral peak of wave
steepness-dependent roughness is defined using the total sea, while that of wave age-dependent one is
defined using just the wind-sea wave spectrum. The Charnock-like coefficient in Drennan et al. [2003] is a
function of the inverse wave age to the power of 1.9, while in Taylor and Yelland [2001] it is a function of
inverse wave age to the power of 0.75. The Charnock-like coefficient in Taylor and Yelland [2001] is less
affected by inverse wave age and more by swell than that of Drennan et al. [2003]. We also performed cli-
mate simulations with simply wind speed-dependent roughness (without a wave model) for comparison
with the wave-dependent models.

The bulk momentum transfer coefficients (C,,,) under a certain wind speed are almost unique over the glob-
al ocean in the climate simulations with wind speed-dependent roughness. In contrast, the climate simula-
tions with wave-dependent roughness showed C,,, climatology with clear regional dependence for specific
wind speeds. The spatial distribution of C,, corresponded to the dominance of swell in the climate simula-
tions with wave steepness-dependent roughness [Taylor and Yelland, 2001] and the stationarity of wind
direction for those with wave age-dependent roughness [Drennan et al., 2003]. Both climate simulations
with wave-dependent roughness show marked decreases in roughness (C,,) at low latitudes where swell
dominates and wind directions are stationary. The differences in roughness cause 1m/s differences in sur-
face wind climatology compared to the uncoupled simulations; the wind speed enhancement at low lati-
tudes is remarkable, with up to 15% increases. The enhancement of wind speeds at low latitudes leads to
an improvement when comparing the simulated wind speed climatology with observations, although wind
speeds at high latitudes are overestimated in the models.

The roughness differences can also change atmospheric circulation. The seasonal precipitation climatology
varies by 2 mm/d, depending on roughness, and these precipitation changes clearly correspond to changes
in Hadley circulation. In the climate simulations with wave-dependent roughness, the reduced roughness
and enhanced wind speeds in the tropics (enhanced trade winds) lead to an enhancement of the Hadley
circulation. This leads to positive and negative precipitation changes north and south of the Equator,
respectively, in the boreal summer (Figure 10); the opposite is true in boreal winter. We also find that swell-
dependent roughness impacts atmospheric circulation differently when compared with wind-sea-
dependent roughness.

Climate simulations with ocean wave-dependent roughness show improved modeling of surface wind
speeds at low latitudes with an overestimation of wind speeds at high latitudes. As shown in Figure 4, the
global ocean displays a wide range of climatology and wave characteristics. There are swell dominated
areas, wind-sea dominated areas, high and low wave age areas, high and low wave height (wind speed)
areas, and so on. Ocean wave-dependent roughness parameterizations applicable to the global ocean with
better performances need to be developed; the development and implementation of such parameteriza-
tions for GCMs are left for future work.

Appendix A: Wind Direction Stationarity

Wind direction stationarity (WDS) is defined as:
n 2 n 2
V) ()
STV

where u is zonal wind and v is meridional wind component. The numerator in the fraction means a vector
average of wind speed and the denominator means a scalar average of wind speed. WDS is smaller with

WDS= (AT)
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larger variation in wind direction. If no variation in wind direction, WDS = 1. Annual climatology of WDS is
written as,

(A2)

s 1§ Wz;);;g )

month=1
where n is the number of 6 hourly outputs in a calendar month. Figure 12 shows the WDS,,,,, derived from
50 years data of DR2003 experiment. Note that the value is multiplied by —1 for the comparison with
Figures 3b and 4b.
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