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Abstract

In a randomized clinical trial with a right-censored time-to-event outcome, the hazard ratio by the Cox proportional hazards model is conventionally used. When the ratio of the two hazard functions is approximately constant overtime, the proportional hazards assumption is satisfied and the Cox model is useful to quantify the between-group difference. However, when the proportional hazards assumption is not satisfied, the hazard ratio changes over time making assessment of the between-group difference difficult. In addition, clinical interpretation of the hazard ratio is difficult regardless of the adequacy of the proportional hazards assumption. In this paper, we demonstrate one of the critical issues of the hazard ratio estimate by a numerical study. Model-free measures based on the restricted mean survival time (RMST), e.g., the difference of the RMSTs, are practically useful alternatives. We present secondary analysis results of a recent non-inferiority study to compare gefitinib and docetaxel in patients with advanced/metastatic non-small-cell lung cancer (NSCLC) who had failed one or two chemotherapy regimens, using the RMST. RMST-based measures are robust and provide clinically interpretable results. We recommend using RMST-based measures to quantify the between-group difference.

1. Introduction

In a clinical trial comparing two groups, the primary endpoint is often time-to-event such as overall survival or progression free survival. When overall survival is the primary endpoint, we often want to compare the distributions of survival times. We first estimate the two survival curves by the Kaplan-Meier (KM) estimate and then test the null hypothesis that two survival curves are identical by using log-rank test. Finally the hazard ratio by the Cox model is conventionally reported. The hazard ratio is the most
famous measure for the between-group difference in survival analysis but it is difficult to clinically interpret. When the proportional hazards assumption for the Cox model is satisfied, the hazard ratio is a valid measure. When the proportional hazards assumption is not satisfied, the hazard ratio changes over time indicating it would not be an appropriate measure quantifying the between-group difference. Since the proportional hazards assumption is unlikely satisfied in practice, using the hazard ratio estimate in a clinical trial with the survival endpoint is questionable. Model-free measures such as measures based on the restricted mean survival time (RMST) have been studied in several papers\textsuperscript{1-3}. The difference (or ratio) of the RMSTs can be one of the practically useful alternatives to the hazard ratio.

This paper has two main purposes; the first purpose is to demonstrate one of the critical issues of the hazard ratio estimate (i.e., dependence of underlying study-specific censoring distributions) via a numerical study and the second purpose is to illustrate the usefulness of RMST-based measures as alternatives to the hazard ratio with the data from a previously analyzed clinical trial with survival as the endpoint. In section 2, issues of the hazard ratio estimate with a numerical study and an example a non-inferiority study are shown. Section 3 introduces model-free measures for the between-group difference and section 4 applies RMST-based analysis to the example of the non-inferiority study from section 2. Section 5 is discussion, followed by conclusion (section 6).

We used the R version 3.2.0 and the survRM2 library for the analysis, which is available from the CRAN (http://cran.r-project.org).

2. Hazard ratio estimate: Issues

2.1) No reference value

The hazard ratio is difficult to clinically interpret. When a reported hazard ratio (treatment group over control group) is 0.8, the treatment group is better than the control group since the ratio is smaller than one. However, a reduction of 0.2 cannot be clinically interpreted, since there is not absolute hazard as a reference.

2.2) Wide confidence intervals

When there are few events, the confidence interval of the estimated hazard ratio is wide. For example, a clinical trial enrolled a hundred thousand patients to evaluate the between-group difference, and each of the two groups had only one event. It is
intuitively clear that there is no difference between the two groups. On the other hand, the resulting 95% confidence interval for the hazard ratio estimate could be 0.1 to 10, making it difficult to conclude that the two groups are equivalent.

### 2.3) Dependence of underlying study-specific censoring distributions

The Cox proportional hazards model is a commonly used statistical model to estimate the hazard ratio. In this model, the hazard function for a subject with a k-dimensional covariate vector, $z_i = [z_{i1}, z_{i2}, z_{i3}, \ldots, z_{ik}]^T$, is modeled as

$$h(t; z_i) = h_0(t) \cdot \exp(\beta^T z_i) = h_0(t) \cdot \exp(\beta_1 z_{i1} + \beta_2 z_{i2} + \beta_3 z_{i3} + \cdots + \beta_k z_{ik}),$$

where $i$ ($i = 1, 2, 3, \ldots, n$) denotes the number of observations, $\beta = [\beta_1, \beta_2, \beta_3, \ldots, \beta_k]^T$ is the parameter to be estimated, and $h_0(t)$ is the baseline hazard function which is the probability of the event when all of the covariates are zero. If we consider two observations $z_i$ and $z_{i'}$, the hazard ratio for these subjects using (1) is

$$\frac{h(t; z_i)}{h(t; z_{i'})} = \frac{h_0(t) \cdot \exp(\beta^T z_i)}{h_0(t) \cdot \exp(\beta^T z_{i'})} = \frac{\exp(\beta^T z_i)}{\exp(\beta^T z_{i'})}.$$

The above is independent of $t$ and is the proportional hazards (PH) assumption. When the PH assumption is not satisfied, the estimated hazard ratio would not be an appropriate measure for the between-group difference since it is not simply an average of the true hazard ratio over time. Furthermore, the parameter depends on underlying study-specific censoring distributions, which will be illustrated via a numerical study below.

Figure 1A (left) shows the survival functions of event time for the two groups using the Weibull distribution with shape and scale parameters 1 and 50 for the treatment group and 1 and 40 for the control group. Since the shape parameters of the two groups are the same, the PH assumption is satisfied. In Figure 1B (left) the survival curves were drawn using the Weibull distribution with shape and scale parameters 2 and 35 for the treatment group and 1 and 30 for the control group. The shape parameters are not the same in this setting thus the PH assumption is not satisfied (Non-PH). On the right-hand side of each figure, the corresponding hazard ratios over time are drawn. For the survival functions of censoring time from the Weibull distribution, three patterns of the shape and scale parameters were considered for the treatment group: (3, 12); (3, 18); and (3, 24) (Figure 1C). For the control group, the shape and scale parameters are constant, (3, 18).
Figure 1A. Survival functions of event time from the Weibull distribution with shape and scale parameters (1, 50) for the treatment group (solid line) and (1, 40) for the control group (dashed line) (left), and the hazard ratio overtime (treatment group over control group) (right) in PH situation.

Figure 1B. Survival functions of event time from the Weibull distribution with shape and scale parameters (2, 35) for the treatment group (solid line) and (1, 30) for the control group (dashed line) (left), and the hazard ratio overtime (treatment group over control group) (right) in Non-PH situation.
Figure 1C. Three patterns of the survival function of censoring time from the Weibull distribution for the treatment group with the shape and scale parameters: (1) (3, 12); (2) (3, 18); and (3) (3, 24).

One million survival time $T$ and censoring time $C$ were sampled and then we obtained observable survival data $(X, \delta)$, where $X = \min(T, C)$ and $\delta$ is an event indicator. Using these data, the hazard ratios between treatment and control groups were estimated by the Cox model and summarized in Table 1. In the PH situation, the estimated hazard ratios were always the same regardless of the censoring patterns. However, in the Non-PH situation, estimates were different depending on the censoring patterns. Since we generated one million observable data for each group, we consider these estimates as the true hazard ratios. The true hazard ratio depends on underlying study-specific censoring distributions when the PH assumption is not satisfied, so the parameter being estimated is no longer meaningful. This is one of the critical issues of the hazard ratio estimate.

<table>
<thead>
<tr>
<th>Censoring</th>
<th>PH</th>
<th>Non-PH</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>0.80</td>
<td>0.30</td>
</tr>
<tr>
<td>(2)</td>
<td>0.80</td>
<td>0.44</td>
</tr>
<tr>
<td>(3)</td>
<td>0.80</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Table 1. Estimates of the hazard ratio (treatment group over control group) based on three patterns of censoring distributions.
2.4) Example- Cancer trial V-15-32

Issues of the hazard ratio estimate are illustrated by the cancer trial, V-15-32\textsuperscript{5} (Iressa study). The Iressa study was a phase III study comparing gefitinib with docetaxel in patients with advanced/metastatic non-small cell lung cancer (NSCLC) who had failed one or two chemotherapy regimens. The primary objective was to compare overall survival to demonstrate non-inferiority for gefitinib relative to docetaxel. The predefined non-inferiority margin for the hazard ratio (gefitinib over docetaxel) was 1.25, meaning the upper confidence band of the estimated hazard ratio must be lower than 1.25 to achieve non-inferiority. This study enrolled 489 patients (245 were randomly assigned to gefitinib and 244 were randomly assigned to docetaxel).

In this illustration, we reconstructed data from the original paper since the original data were not publically available. We reconstructed the individual patient data from the Kaplan-Meier (KM) curves, the number of patients at risk and the total number of events from published article by using the algorithm proposed by Guyot et al\textsuperscript{6}. The KM curves of overall survival (Figure 2 (left)) and the hazard ratio, 1.11 (95%CI, 0.89 to 1.39), for the reconstructed data are identical to those published in Maruyama et al\textsuperscript{5}.

Figure 2 (right) shows the estimate of the log hazard ratio over time with 95% confidence band for the reconstructed data\textsuperscript{7}. As seen in Figure 2 (right), the log hazard ratio was not constant over time. In addition to the visual validation, the standard lack-of-fit test based on Schoenfeld residuals\textsuperscript{8} also validated the violation of the PH assumption (p=0.002).
In the Iressa study, the hazard ratio was 1.12 (95% CI, 0.89 to 1.40) thus non-inferiority for gefitinib relative to docetaxel was not achieved. It is difficult to clinically interpret the hazard ratio of 1.12. In addition, the wide confidence interval of the hazard ratio and violation of the PH assumption do not allow for a clear decision on the outcome of the trial.

The same as the Iressa study, the PH assumption is unlikely satisfied in practice. As mentioned in the paper by Uno et al, critical issues such as those in the Iressa study have yet to be acknowledged by the broader community of health science researchers. There is no single metric or parameter that quantifies the between-group difference without any problems. However, population summary measures are crucial for study design and planning. Uno et al suggested using RMST-based measures as alternatives to the hazard ratio. The next section will introduce three alternative model-free measures to the hazard ratio.

3. Alternative model-free measures to the hazard ratio

3.1) Difference (or ratio) of t-year survival probabilities
The difference (or ratio) of the $t$-year survival probabilities is used to compare the survival probabilities between two groups at the time of interest. It is difficult to make a decision by this measure since the optimal time point is difficult to choose especially when two survival curves cross.

3.2) Difference (or ratio) of median survival times

The difference (or ratio) of the median survival times is used to compare the times between two groups where the survival probabilities are 50%. Estimation of this measure is difficult when survival curves do not reach 50% due to the small number of events.

3.3) Difference (or ratio) of restricted mean survival times

If we are interested in the survival probabilities at a fixed time point or in the times for a specific percentile, the corresponding population measure introduced in section 3.1 or 3.2 can be an appropriate measure. Conversely, if we are interested in a global profile of the between-group difference, RMST-based measures are useful.

The restricted mean survival time, $\mu(t^*)$, is defined as the area under the survival function, $S(t)$, up to the restricted time $t^* (< \infty)^{2-3}$:

$$\mu(t^*) = \int_0^{t^*} S(s)ds.$$  

$\mu(t^*)$ can be estimated regardless of the number of events. When we consider death as the event, we can interpret the RMST as the $t^*$-year life expectancy. The simple interpretation of the RMST would be "on average, the life expectancy with this treatment over the next $t^*$ is $\mu(t^*)$.

We denote RMST of the treatment group by $\mu_t(t^*)$ and the control group by $\mu_c(t^*)$. The difference, $\mu_t(t^*) - \mu_c(t^*)$, and the ratio, $\mu_t(t^*)/\mu_c(t^*)$, of the two estimated RMSTs can be measures for the between-group difference. These measures are robust and provide clinically interpretable results.

4. Secondary analysis of a non-inferiority study using the RMST

In this section, secondary analysis of the Iressa study using the RMST will be shown. Since the hazard ratio was used for the determination of the non-inferiority margin in the Iressa study, we evaluate the non-inferiority margins by two approaches using RMST-based measures.
4.1) First method to determine RMST-based non-inferiority margin

The first approach is to use the information of the hazard ratio with the following steps:

i. Assume we already have data for the control group (docetaxel) and fit the Weibull regression model to estimate scale and shape parameters for the control group, $\hat{\eta}_c$ and $\hat{m}$.

ii. The survival function and the RMST for the control group are obtained by the standard integration, $\hat{S}_c(t) = \exp\left\{ -\left( \frac{t}{\hat{\eta}_c} \right)^{\hat{m}} \right\}$, and $\hat{\mu}_c(t^*) = \int_{0}^{t^*} \hat{S}_c(s) ds$.

iii. Since the Weibull shape parameters for two groups are the same under the PH assumption, $\hat{m}$ is used also for the treatment group (gefitinib). We denote the scale parameter for the treatment group by $\hat{\eta}_t$. The non-inferiority margin for the hazard ratio, $\frac{h_t(t)}{h_c(t)} = \frac{m \cdot t^{m-1}}{\eta_t^{m}} / \frac{m \cdot t^{m-1}}{\eta_c^{m}} = \lambda$, is satisfied, where $h_t(t)$ and $h_c(t)$ are the hazard functions for the treatment group and the control group. From this relationship, $\hat{\eta}_t$ can be derived by $\hat{\eta}_t = \hat{\eta}_c \exp\left( \frac{\log \lambda}{\hat{m}} \right)$.

iv. Under the above calculations, the survival function and the RMST for the treatment group can be estimated by $\hat{S}_t(t) = \exp\left\{ -\left( \frac{t}{\hat{\eta}_t} \right)^{\hat{m}} \right\}$, and $\hat{\mu}_t(t^*) = \int_{0}^{t^*} \hat{S}_t(s) ds$.

v. $\Delta_d = \hat{\mu}_t(t^*) - \hat{\mu}_c(t^*)$ and $\Delta_p = \hat{\mu}_t(t^*) / \hat{\mu}_c(t^*)$ can be regarded as the non-inferiority margin for the difference and the ratio of the RMSTs.

4.2) Second method to determine RMST-based non-inferiority margin

When determining the non-inferiority margin for the hazard ratio, a conventional value like 1.25 or 1.33 is likely to be used. However, as previously described, the hazard ratio is difficult to clinically interpret and the PH assumption is unlikely satisfied in practice. Next, we evaluate the non-inferiority margin independently of the hazard ratio. In this approach, we consider the non-inferiority margin as $\alpha \cdot t^*$ years, where $\alpha$ is, for example, 0.02, meaning that the $t^*$-year life expectancy of the patient in the treatment group is $\alpha \cdot t^*$ years shorter than that of the patient in the control group. $\alpha$ can be specified from previous clinical trials.
4.3) Results

4.3.1) Summary of estimates

If we specified the restricted time as 24 months ($t^* = 24$ months), the estimated RMST for gefitinib was 13.0 months and for docetaxel was 14.1 months. From these results, we can say "on average, the patient is expected to live 13 months treated with gefitinib, and 14 months with docetaxel over the next 24 months." The estimated difference of the two RMSTs (gefitinib minus docetaxel) was -1.1 months (95%CI, -2.6 to 0.4), and the ratio (gefitinib over docetaxel) was 0.92 (95%CI, 0.83 to 1.03). According to these measures, we can estimate that the between-group difference is about a month in the next two years. The confidence interval of the hazard ratio, 0.89 to 1.40, is wide, while that of the RMST-based measures are more compact. Table 2 shows the summary of estimates and Figure 3 shows estimates of the RMST up to 12 months and 24 months ($t^* = 12$ months, 24 months).

<table>
<thead>
<tr>
<th></th>
<th>Estimate (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12 months</td>
</tr>
<tr>
<td>gefitinib (months)</td>
<td>8.66 (8.16 to 9.16)</td>
</tr>
<tr>
<td>docetaxel (months)</td>
<td>9.53 (9.09 to 9.97)</td>
</tr>
<tr>
<td>Difference (months)</td>
<td>-0.9 (-1.5 to -0.2)</td>
</tr>
<tr>
<td>(gefitinib minus docetaxel)</td>
<td></td>
</tr>
<tr>
<td>Ratio (gefitinib over docetaxel)</td>
<td>0.91 (0.84 to 0.98)</td>
</tr>
</tbody>
</table>

Table 2. Summary of estimates up to 12 months and 24 months for the reconstructed Iressa data.
Figure 3. Estimates of RMST up to 12 months (8.7 months for gefitinib, area under the solid line; 9.5 months for docetaxel, area under the dashed line) and up to 24 months (13 months for gefitinib, area under the solid line; 14 months for docetaxel, area under the dashed line).

4.3.2) Result of non-inferiority by the first method

In the first approach to determine the RMST-based non-inferiority margin, \( \Delta_d \) and \( \Delta_p \) were -1.4 and 0.90, respectively. Thus non-inferiority for gefitinib relative to docetaxel was not achieved (\( t^* = 24 \) months).

4.3.3) Result of non-inferiority by the second method

In the second approach, we considered the non-inferiority margin as 0.48 months (\( \alpha = 0.02, \ t^* = 24 \) months). \( \Delta_d \) and \( \Delta_p \) were -0.48 months and 0.97. Non-inferiority was not achieved.
5. Discussion

The hazard ratio estimate by the Cox model is commonly used in survival analysis. Under appropriate conditions, the hazard ratio is a valid measure for the between-group difference. However, there is one of the critical issues of the hazard ratio estimate such as independence of underlying study-specific censoring distributions. In addition, the clinical interpretation of the hazard ratio is difficult and the confidence interval of the estimated hazard ratio is wide when there are few events. The restricted mean survival time (RMST), the \( t^* \)-year life expectancy when death is the event, is easy to understand and RMST-based measures are practically useful alternatives for the between-group difference. Considering other ideal statistical properties shown in this paper, we recommend using RMST-based measures to quantify the between-group difference.

Since \( t^* \) is required to estimate the RMST, it is important to choose \( t^* \) carefully in advance and to evaluate the sensitivity on the primary result. One may choose \( t^* \) as the last follow up time. In case the number of patients at risk is small around the last follow up time, it would be appropriate to set \( t^* \) at the time with enough number of patients at risk to estimate the RMST. When we plan RMST-based analysis in a clinical trial, \( t^* \) should be prespecified based on the results of previous clinical trials.

In the Iressa study example, we do not set \( t^* \) at the end of the study but at 12 months and 24 months. For discussion and sensitivity analysis, we conducted the analyses at every restricted time point (\( t^* = 12, 13, 14, \ldots, 34 \) months) by two approaches to determine the RMST-based non-inferiority margins described in section 4.1 and 4.2. Figure 4 shows the results. In order to achieve non-inferiority, the non-inferiority margin should be lower than the lower confidence interval of the difference (or ratio) of the RMSTs. The results showed that non-inferiority for gefitinib relative to docetaxel was not demonstrated at all restricted time points. We recommend conducting this type of sensitivity analysis for a clinical trial with RMST-based measures.
Figure 4. Estimates of RMST with the 95 per cent confidence intervals (dot dashed lines with gray areas), and the non-inferiority margins by two approaches (the first approach described in section 4.1, solid lines; the second approach in section 4.2, dashed lines) for the difference (left) and the ratio (right) of the RMSTs.

6. Conclusion

The hazard ratio estimator depends on underlying study-specific censoring distributions when the proportional hazards assumption is violated, as we demonstrated via the numerical study in this paper. In addition, due to the lack of a baseline reference number, the interpretation of the hazard ratio estimate is quite difficult. Using clinically interpretable model-free measures, such as the difference of the RMSTs, is recommended instead of the hazard ratio unless there is biological justification or strong belief of the proportional hazards assumption.
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