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Shift Radix Systems - A Survey

By
Peter KIRSCHENHOFER* and Jörg M. THUSWALDNER**

Abstract
Let \( d \geq 1 \) be an integer and \( r = (r_0, \ldots, r_{d-1}) \in \mathbb{R}^d \). The shift radix system \( \tau_r : \mathbb{Z}^d \to \mathbb{Z}^d \) is defined by
\[
\tau_r(z) = (z_1, \ldots, z_{d-1}, -\lfloor rz \rfloor)^t \quad (z = (z_0, \ldots, z_{d-1})^t).
\]
\( \tau_r \) has the finiteness property if each \( z \in \mathbb{Z}^d \) is eventually mapped to \( 0 \) under iterations of \( \tau_r \). In the present survey we summarize results on these nearly linear mappings. We discuss how these mappings are related to well-known numeration systems, to rotations with round-offs, and to a conjecture on periodic expansions w.r.t. Salem numbers. Moreover, we review the behavior of the orbits of points under iterations of \( \tau_r \) with special emphasis on ultimately periodic orbits and on the finiteness property. We also describe a geometric theory related to shift radix systems.
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§ 1. Introduction

Shift Radix Systems and their relation to beta-numeration seem to have appeared first in Hollander’s PhD thesis [38] from 1996. Already in 1994 Vivaldi [79] studied similar mappings in order to investigate rotations with round-off errors. In 2005 Akiyama et al. [4] introduced the notion of shift radix system formally and elaborated the connection of these simple dynamical systems to several well-known notions of number systems such as beta-numeration and canonical number systems. We recall the definition of these objects (here for $y \in \mathbb{R}$ we denote by $\lfloor y \rfloor$ the largest $n \in \mathbb{Z}$ with $n \leq y$; moreover, we set $\{y\} = y - \lfloor y \rfloor$).

Definition 1.1 (Shift radix system). Let $d \in \mathbb{N}$ and $\mathbf{r} = (r_{0}, \ldots, r_{d-1}) \in \mathbb{R}^{d}$. Then we define the shift radix system (SRS by short) to be the following mapping $\tau_{\mathbf{r}} : \mathbb{Z}^{d} \to \mathbb{Z}^{d}$. For $\mathbf{z} = (z_{0}, \ldots, z_{d-1})^t \in \mathbb{Z}^{d}$ let

$$\tau_{\mathbf{r}}(\mathbf{z}) = (z_{1}, \ldots, z_{d-1}, -[\mathbf{r}\mathbf{z}])^t,$$

(1.1)

where $\mathbf{r}\mathbf{z} = r_{0}z_{0} + \cdots + r_{d-1}z_{d-1}$.

If for each $\mathbf{z} \in \mathbb{Z}^{d}$ there is $k \in \mathbb{N}$ such that the $k$-fold iterate of the application of $\tau_{\mathbf{r}}$ to $\mathbf{z}$ satisfies $\tau_{\mathbf{r}}^{k}(\mathbf{z}) = \mathbf{0}$ we say that $\tau_{\mathbf{r}}$ has the finiteness property.

It should be noticed that the definition of SRS differs in literature. Our definition agrees with the one in [21], but the SRS in [4] coincide with our SRS with finiteness property.
Equivalently to the above definition we might state that \( \tau_r(z) = (z_1, \ldots, z_{d-1}, z_d) \), where \( z_d \) is the unique integral solution of the linear inequality
\[
0 \leq r_0 z_0 + \cdots + r_{d-1} z_{d-1} + z_d < 1.
\]
Thus, the investigation of shift radix systems has natural relations to the study of almost linear recurrences and linear Diophantine inequalities.

Shift radix systems have many remarkable properties and admit relations to several seemingly unrelated objects studied independently in the past. In the present paper we will survey these properties and relations. In particular, we will emphasize on the following topics.

- For an algebraic integer \( \beta > 1 \) the beta-transformation \( T_\beta \) is conjugate to \( \tau_r \) for a parameter \( r \) that is defined in terms of \( \beta \). Therefore, the well-known beta-expansions (Rényi [65], Parry [59]) have a certain finiteness property called property \((P)\) (cf. Frougny and Solomyak [35]) if and only if the related \( \tau_r \) is an SRS with finiteness property. Pisot numbers \( \beta \) are of special importance in this context.

- The backward division mapping used to define canonical number systems is conjugate to \( \tau_r \) for certain parameters \( r \). For this reason, characterizing all bases of canonical number systems is a special case of describing all vectors \( r \) giving rise to SRS with finiteness property (cf. Akiyama et al. [4]).

- The Schur-Cohn region (see Schur [72]) is the set of all vectors \( r = (r_0, \ldots, r_{d-1}) \in \mathbb{R}^d \) that define a contractive polynomial \( X^d + r_{d-1} X^{d-1} + \cdots + r_1 X + r_0 \). This region is intimately related to the set of all parameters \( r \) for which each orbit of \( \tau_r \) is ultimately periodic.

- Vivaldi [79] started to investigate discretized rotations which are of interest in computer science because they can be performed in integer arithmetic. A fundamental problem is to decide whether their orbits are periodic. It turns out that discretized rotations are special cases of shift radix systems and their periodicity properties have close relations to the conjecture of Bertrand and Schmidt mentioned in the following item.

- Bertrand [23] and Schmidt [71] studied beta-expansions w.r.t. a Salem number \( \beta \). They conjectured that each element of the number field \( \mathbb{Q}(\beta) \) admits a periodic beta-expansion. As a Salem number has conjugates on the unit circle it can be shown that this conjecture can be reformulated in terms of the periodicity of the orbits of \( \tau_r \), where \( r \) is a parameter whose companion matrix \( R(r) \) (see (1.3)) has non-real eigenvalues on the unit circle.

- Shift radix systems admit a geometric theory. In particular, it is possible to define so-called SRS tiles (see Berthé et al. [21]). In view of the conjugacies mentioned above these tiles contain Rauzy fractals [3, 63] as well as self-affine fundamental domains of canonical number systems (see Kátai and Környei [43]) as special cases. However, also new tiles with different (and seemingly new) geometric properties occur in this class. It is conjectured that SRS tiles always induce tilings of their representation spaces. This contains the Pisot conjecture (see e.g. Arnoux and Ito [17] or Baker et al. [18]) in the setting of beta-expansions as a special case.
Akiyama et al. [10] study number systems with rational bases and establish relations of these number systems to Mahler’s $3^{-2/3}$-problem (cf. [57]). Also these number systems can be regarded as special cases of SRS (see Steiner and Thuswaldner [75]) and there seem to be relations between the $3^{-2/3}$-problem and the length of SRS tiles associated with $\tau_{-2/3}$. These tiles also have relations to the Josephus problem (see again [75]).

In recent years variants of shift radix systems have been studied. Although their definition is very close to that of $\tau_r$, some of them have different properties. For instance, the “tiling properties” of SRS tiles are not the same in these modified settings.

It is important to recognize that the mapping $\tau_r$ is “almost linear” in the sense that it is the sum of a linear function and a small error term caused by the floor function $\lfloor \cdot \rfloor$ occurring in the definition. To make this more precise define the matrix

$$
R(r) = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & \cdots & 0 & 1 \\
-r_0 & -r_1 & -\cdots & -r_{d-1}
\end{pmatrix}
$$

for $r = (r_0, \ldots, r_{d-1}) \in \mathbb{R}^d$ and observe that its characteristic polynomial

$$
\chi_r(X) = X^d + r_{d-1}X^{d-1} + \cdots + r_1X + r_0
$$

is also the characteristic polynomial of the linear recurrence $z_n + r_{d-1}z_{n-1} + \cdots + r_0z_{n-d} = 0$. Thus (1.2) implies that

$$
\tau_r(z) = R(r)z + v(z),
$$

where $v(z) = (0, \ldots, 0, \{rz\})^t$ (in particular, $\|v(z)\|_{\infty} < 1$). Moreover, again using (1.2) one easily derives that

$$
\text{either } \tau_r(z_1 + z_2) = \tau_r(z_1) + \tau_r(z_2) \text{ or } \tau_r(z_1 + z_2) = \tau_r(z_1) - \tau_r(-z_2)
$$
holds for $z_1, z_2 \in \mathbb{Z}^d$.

The following sets are of importance in the study of various aspects of SRS.

**Definition 1.2 ($D_d$ and $D_d^{(0)}$).** For $d \in \mathbb{N}$ set

$$
D_d := \{ r \in \mathbb{R}^d : \forall z \in \mathbb{Z}^d \exists k, l \in \mathbb{N} : \tau_r^k(z) = \tau_r^{k+l}(z) \} \text{ and } \\
D_d^{(0)} := \{ r \in \mathbb{R}^d : \tau_r \text{ is an SRS with finiteness property} \}.
$$

Observe that $D_d$ consists of all vectors $r$ such that the iterates of $\tau_r$ end up periodically for each starting vector $z$.

In order to give the reader a first impression of these sets, we present in Figure 1 images of (approximations of) the sets $D_2$ and $D_2^{(0)}$. As we will see in Section 6, the set $D_d^{(0)}$ can be
constructed starting from $D_d$ by “cutting out” polyhedra. Each of these polyhedra corresponds to a nontrivial periodic orbit. Using this fact, in Section 6.1 we shall provide algorithms for the description of $D_d^{(0)}$. (Compare the more detailed comments on $D_d$ and $D_d^{(0)}$ in Sections 3 and 6, respectively.)

§ 2. The relation between shift radix systems and numeration systems

In the present section we discuss relations between SRS and beta-expansions as well as canonical number systems (see e.g. [4, 38]). Moreover, we provide a notion of radix expansion for integer vectors which is defined in terms of SRS.

§ 2.1. Shift radix systems and beta-expansions

The notion of beta-expansion (introduced by Rényi [65] and Parry [59]) is well-known in number theory.
Definition 2.1 (Beta-expansion). Let $\beta > 1$ be a non-integral real number and define the set of “digits” to be $A = \{0, 1, \ldots, \lfloor \beta \rfloor \}$. Then each $\gamma \in [0, \infty)$ can be represented uniquely by

$$\gamma = \sum_{i=m}^{\infty} \frac{a_i}{\beta^i}$$

with $m \in \mathbb{Z}$ and $a_i \in A$ chosen in a way that

$$0 \leq \gamma - \sum_{i=m}^{n} \frac{a_i}{\beta^i} < \frac{1}{\beta^n}$$

for all $n \geq m$. Observe that this means that the representation in (2.1) is the greedy expansion of $\gamma$ with respect to $\beta$.

For $\gamma \in [0, 1)$ we can use the beta-transform

$$T_\beta(\gamma) = \beta \gamma - \lfloor \beta \gamma \rfloor,$$

(2.3)

to establish this greedy expansion, namely we have

$$a_i = \lfloor \beta T_\beta^{i-1}(\gamma) \rfloor$$

(cf. Renyi [65]). This holds no longer for $\gamma = 1$, where the beta-transform yields a representation (whose digit string is often denoted by $d(1, \beta)$) different from the greedy algorithm (see [59]).

In the investigation of beta-expansions two classes of algebraic numbers, Pisot and Salem numbers play an important role. For convenience, we recall their definitions.

- An algebraic integer $\alpha > 1$ is called a Pisot number if all its algebraic conjugates have absolute value less than 1.

- An algebraic integer $\alpha > 1$ is called a Salem number if all its algebraic conjugates have absolute value less than or equal to 1 with at least one of them lying on the unit circle.

Bertrand [23] and Schmidt [71] provided relations between periodic beta-expansions and Pisot as well as Salem numbers (see Section 5.2 for details). Frougny and Solomyak [35] investigated the problem to characterize base numbers $\beta$ which give rise to finite beta-expansions for large classes of numbers. Denoting the set of positive reals having finite greedy expansion with respect to $\beta$ by $\text{Fin}(\beta)$, we say that $\beta > 1$ has property (F) if

$$\text{Fin}(\beta) = \mathbb{Z}[1/\beta] \cap [0, \infty).$$

(2.4)

As it is shown in [35] property (F) can hold only for Pisot numbers $\beta$, on the other hand, not all Pisot numbers have property (F).

Characterizing all Pisot numbers with property (F) has turned out to be a very difficult problem: many partial results have been established, e.g. by Frougny and Solomyak [35] (quadratic Pisot numbers), or Akiyama [2] (cubic Pisot units). The following theorem is basically due to Hollander [38] (except for the notion of SRS) and establishes the immediate relation of the problem in consideration with shift radix systems (recall that $D_\delta^{(0)}$ is defined in (1.7)).
**Theorem 2.2.** Let $\beta > 1$ be an algebraic integer with minimal polynomial

$$X^{d+1} + b_dX^d + \cdots + b_1X + b_0.$$ 

Set

$$r_j := -(b_j\beta^{-1} + b_{j-1}\beta^{-2} + \cdots + b_0\beta^{-j-1}), \quad 0 \leq j \leq d-1. \quad (2.5)$$

Then $\beta$ has property (F) if and only if $(r_0, \ldots, r_{d-1}) \in \mathcal{D}_d^{(0)}$.

**Remark 2.3.** Observe that $r_0, \ldots, r_{d-1}$ in (2.5) can also be defined in terms of the identity

$$X^{d+1} + b_dX^d + \cdots + b_1X + b_0 = (X - \beta)(X^d + r_{d-1}X^{d-1} + \cdots + r_0).$$

It turns out that Theorem 2.2 is an immediate consequence of the following more general observation (cf. Berthé et al. [21]).

**Proposition 2.4.** Under the assumptions of Theorem 2.2 and denoting $\mathbf{r} = (r_0, \ldots, r_{d-1})$ we have

$$\{\mathbf{r}\tau_{\mathbf{r}}(\mathbf{z})\} = T_\beta(\{\mathbf{r}\mathbf{z}\}) \quad \text{for all } \mathbf{z} \in \mathbb{Z}^d. \quad (2.6)$$

In particular, the restriction of $T_\beta$ to $\mathbb{Z}[\beta] \cap [0, 1)$ is conjugate to $\tau_{\mathbf{r}}$, i.e., denoting $\Phi_{\mathbf{r}} : \mathbf{z} \mapsto \{\mathbf{r}\mathbf{z}\}$ we have the following commutative diagram.

$$\begin{array}{ccc}
\mathbb{Z}^d & \xrightarrow{\tau_{\mathbf{r}}} & \mathbb{Z}^d \\
\Phi_{\mathbf{r}} \downarrow & & \downarrow \Phi_{\mathbf{r}} \\
\mathbb{Z}[\beta] \cap [0, 1) & \xrightarrow{T_\beta} & \mathbb{Z}[\beta] \cap [0, 1)
\end{array}$$

**Proof.** Let the notations be as in Theorem 2.2. Let $\mathbf{z} = (z_0, \ldots, z_{d-1})^{t} \in \mathbb{Z}^d$, $z_d = -\lfloor \mathbf{r}\mathbf{z} \rfloor$, and $\mathbf{b} = (b_0, \ldots, b_d)$. Then we have, with the $(d+1) \times (d+1)$ companion matrix $R(\mathbf{b})$ defined analogously as $R(\mathbf{r})$ in (1.3) (note that the vector $\mathbf{b}$ has $d+1$ entries),

$$\{(r_0, \ldots, r_{d-1}, 1)R(\mathbf{b})(z_0, \ldots, z_d)^{t}\} = \{(b_0, b_0 - b_1, \ldots, b_0 - b_d)(z_0, \ldots, z_d)^{t}\} = \{-b_0z_0 + (r_0 - b_1)z_1 + \cdots + (r_{d-1} - b_d)z_d\}$$

$$= \{r_0z_1 + \cdots + r_{d-1}z_d\} = \{(r_0, \ldots, r_{d-1})(z_1, \ldots, z_d)^{t}\} = \{r_0\tau_{\mathbf{r}}(\mathbf{z})\}. \quad (2.7)$$

In the third identity we used that $b_0, \ldots, b_d, z_0, \ldots, z_d$ are integers. Observing that $(r_0, \ldots, r_{d-1}, 1)$ is a left eigenvector of the matrix $R(\mathbf{b})$ with eigenvalue $\beta$ we conclude that

$$\{(r_0, \ldots, r_{d-1}, 1)R(\mathbf{b})(z_0, \ldots, z_d)^{t}\} = \{\beta(r_0, \ldots, r_{d-1}, 1)(z_0, \ldots, z_d)^{t}\} = \{\beta(\mathbf{r}\mathbf{z} + z_d)\} = \{\beta(\mathbf{r}\mathbf{z} - \lfloor \mathbf{r}\mathbf{z} \rfloor)\} = \{\beta(\mathbf{r}\mathbf{z})\} = T_\beta(\{\mathbf{r}\mathbf{z}\}). \quad (2.8)$$
Combining (2.7) and (2.8) yields (2.6).

Since the minimal polynomial of $\beta$ is irreducible, \( \{r_0, \ldots, r_{d-1}, 1\} \) is a basis of \( \mathbb{Z}[\beta] \). Therefore the map

\[ \Phi_r : \mathbb{Z}^d \mapsto \{r \mathbf{z}\} \]

is a bijective map from \( \mathbb{Z}^d \) to \( \mathbb{Z}[\beta] \cap [0, 1) \). This proves the conjugacy between \( T_\beta \) on \( \mathbb{Z}[\beta] \cap [0, 1) \) and \( \tau_r \). \hfill \Box

Theorem 2.2 is now an easy consequence of this conjugacy:

Proof of Theorem 2.2. Let \( \gamma \in \mathbb{Z}[1/\beta] \cap [0, \infty) \). Then, obviously, \( \gamma \beta^k \in \mathbb{Z}[\beta] \cap [0, \infty) \) for a suitable integer exponent \( k \), and the beta-expansions of \( \gamma \) and \( \gamma \beta^k \) have the same digit string. Thus \( \beta \) admits property (F) if and only if every element of \( \mathbb{Z}[\beta] \cap [0, \infty) \) has finite beta-expansion. The greedy condition (2.2) now shows that it even suffices to guarantee finite beta-expansions for every element of \( \mathbb{Z}[\beta] \cap [0, 1) \). Thus the conjugacy in Proposition 2.4 implies the result. \hfill \Box

Example 2.5 (Golden mean and Tribonacci). First we illustrate the above Proposition 2.4 for \( \beta \) equal to the golden mean \( \varphi = \frac{1+\sqrt{5}}{2} \) which is a root of the polynomial \( X^2 - X - 1 = (X - \varphi)(X + r_0) \) with \( r_0 = \frac{1}{\varphi} = -\frac{1+\sqrt{5}}{2} \). By Proposition 2.4 we therefore get that \( T_\varphi \) is conjugate to \( \tau_{1/\varphi} \). As \( \varphi \) has property (F) (see [35]), we conclude that \( \frac{1}{\varphi} \in \mathcal{D}_1^{(0)} \). Let us confirm the conjugacy for a concrete example. Indeed, starting with \( 3 \) we get \( \tau_{1/\varphi}(3) = -\left\lfloor \frac{3}{\varphi} \right\rfloor = -1 \). The mapping \( \Phi_{1/\varphi} \) for these values is easily calculated by \( \Phi_{1/\varphi}(3) = \{\frac{3}{\varphi}\} = \{3\varphi - 3\} = 3\varphi - 4 \) and \( \Phi_{1/\varphi}(-1) = -\varphi + 2 \). As \( T_\varphi(3\varphi - 4) = \{3\varphi^2 - 4\varphi\} = \{-\varphi + 3\} = -\varphi + 2 \), the conjugacy is checked for this instance.

The root \( \beta > 1 \) of the polynomial \( X^3 - X^2 - X - 1 \) is often called Tribonacci number. In this case Proposition 2.4 yields that \( r_0 = \frac{1}{\beta} \) and \( r_1 = \frac{1}{\beta} + \frac{1}{\beta^2} \). Thus \( T_\beta \) is conjugate to \( \tau_{(1/\beta, 1/\beta + 1/\beta^2)} \).

Property (F) holds also in this case.

\section{2.2. Shift radix systems and canonical number systems}

It was already observed in 1960 by Knuth [49] and in 1965 Penney [60] that \( \alpha = -1 + \sqrt{-1} \) can be used as a base for a number system in the Gaussian integers. Indeed, each non-zero \( \gamma \in \mathbb{Z}[\sqrt{-1}] \) has a unique representation of the shape \( \gamma = c_0 + c_1\alpha + \cdots + c_h\alpha^h \) with \( c_i \in \{0, 1\} \) \( (0 \leq i < h) \), \( c_h = 1 \) and \( h \in \mathbb{N} \). This simple observation has been the starting point for several generalizations of the classical \( q \)-ary number systems to algebraic number fields, see for instance [36, 44, 45, 46, 52].

The following more general notion has proved to be useful in this context.

Definition 2.6 (Canonical number system, see Pethő [61]). Let

\[ P(X) = p_d X^d + p_{d-1} X^{d-1} + \cdots + p_1 X + p_0 \in \mathbb{Z}[X], \quad p_0 \geq 2, \quad p_d \neq 0; \]

\[ \mathcal{N} = \{0, 1, \ldots, p_0 - 1\}, \]

and \( \mathcal{R} := \mathbb{Z}[X]/P(X)\mathbb{Z}[X] \) and let \( x \) be the image of \( X \) under the canonical epimorphism from \( \mathbb{Z}[X] \) to \( \mathcal{R} \). If every \( B \in \mathcal{R}, B \neq 0 \), can be represented uniquely as

\[ B = b_0 + b_1 x + \cdots + b_\ell x^\ell \]
with $b_0, \ldots, b_l \in \mathcal{N}, b_l \neq 0$, the system $(P, \mathcal{N})$ is called a canonical number system (CNS for short); $P$ is called its base or CNS polynomial, $\mathcal{N}$ is called the set of digits.

Using these notions the problem arises, whether it is possible to characterize CNS polynomials by algebraic conditions on their coefficients and roots. First of all, it is easy to see that a CNS polynomial has to be expanding (see [61]). Further characterization results could be gained e.g. by Brunotte [30], who gave a characterization of all quadratic monic CNS polynomials. For irreducible CNS polynomials of general degree, Kovács [51] proved that a polynomial $P$ given as in Definition 2.6 is CNS if $p_0 \geq 2$ and $p_0 \geq p_1 \geq \cdots \geq p_{d-1} > 0$. In [12, 70] characterization results under the condition $p_0 > |p_1| + \cdots + |p_{d-1}|$ were shown, [33] treats polynomials with small $p_0$. A general characterization of CNS polynomials is not known and seems to be hard to obtain.

It has turned out that in fact there is again a close connection to the problem of determining shift radix systems with finiteness property. The corresponding result due to Akiyama et al. [4] and Berthé et al. [21] is given in the following theorem (recall the definition of $\mathcal{D}_{d}^{(0)}$ in (1.7)).

**Theorem 2.7.** Let $P(X) := p_d X^d + p_{d-1} X^{d-1} + \cdots + p_1 X + p_0 \in \mathbb{Z}[X]$. Then $P$ is a CNS-polynomial if and only if $r := \left( \frac{p_d}{p_0}, \frac{p_{d-1}}{p_0}, \ldots, \frac{p_1}{p_0} \right) \in \mathcal{D}_{d}^{(0)}$.

By a similar reasoning as in the proof of Theorem 2.2 we will derive the result from a more general one, this time establishing a conjugacy between $\tau_r$ and the restriction of the following backward division mapping $D_P : \mathcal{R} \rightarrow \mathcal{R}$ (with $\mathcal{R} := \mathbb{Z}[X]/P(X)\mathbb{Z}[X]$ as above) to a well-suited finitely generated $\mathbb{Z}$-submodule of $\mathcal{R}$ (compare [21]).

**Definition 2.8** (Backward division mapping). The backward division mapping $D_P : \mathcal{R} \rightarrow \mathcal{R}$ for $B = \sum_{i=0}^\ell b_i x^i, b_i \in \mathbb{Z}$, is defined by

$$D_P(B) = \sum_{i=0}^{\ell-1} b_{i+1} x^i - \sum_{i=0}^{d-1} q p_{i+1} x^i, \quad q = \left\lfloor \frac{b_0}{p_0} \right\rfloor.$$  

Observe that $D_P(B)$ does not depend on the representative of the equivalence class of $B$, that

(2.9) \hspace{1cm} B = (b_0 - q p_0) + x D_P(B),

and that $c_0 = b_0 - q p_0$ is the unique element in $\mathcal{N}$ with $B - c_0 \in x \mathcal{R}$ (compare [4] for the case of monic $P$ and [68] for the general case). Iterating the application of $D_P$ yields

(2.10) \hspace{1cm} B = \sum_{n=0}^{m-1} c_n x^n + x^m D_P^n(B)

with $c_n = D_P^n(B) - x D_P^{n+1}(B) \in \mathcal{N}$. If we write formally

(2.11) \hspace{1cm} B = \sum_{n=0}^{\infty} c_n x^n
then it follows from the reasoning above that this representation is unique in having the property that

\[(2.12) \quad B = \sum_{i=0}^{m-1} c_n x^n \in x^m \mathcal{R}, \quad c_n \in \mathcal{N}, \quad \text{for all } m \in \mathbb{N}.\]

Expansion (2.11) is called the \((P, \mathcal{N})\)-representation of \(B \in \mathcal{R}\).

In order to relate \(D_P\) to an SRS, it is appropriate to use the so-called Brunotte module \([68]\).

**Definition 2.9** (Brunotte module). The Brunotte basis modulo \(P=p_dX^d+p_{d-1}X^{d-1}+\cdots+p_1X+p_0\) is the set \(\{w_0, \ldots, w_{d-1}\}\) with

\[(2.13) \quad w_0 = p_d, \quad w_1 = p_d x + p_{d-1}, \quad w_2 = p_d x^2 + p_{d-1} x + p_{d-2}, \ldots, \quad w_{d-1} = p_d x^{d-1} + \cdots + p_1.\]

The Brunotte module \(\Lambda_P\) is the \(\mathbb{Z}\)-submodule of \(\mathcal{R}\) generated by the Brunotte basis. We furthermore denote the representation mapping with respect to the Brunotte basis by

\[\Psi_P : \Lambda_P \rightarrow \mathbb{Z}^d, \quad B = \sum_{k=0}^{d-1} z_k w_k \mapsto (z_0, \ldots, z_{d-1})^t.\]

We call \(P\) monic, if \(p_d = \pm 1\). Note that in this instance \(\Lambda_P\) is isomorphic to \(\mathcal{R}\), otherwise \(\mathcal{R}\) is not finitely generated.

Now we can formulate the announced conjugacy between backward division and the SRS transform (compare \([21]\)).

**Proposition 2.10.** Let \(P(X) = p_dX^d + p_{d-1}X^{d-1} + \cdots + p_1X + p_0 \in \mathbb{Z}[X], \quad p_0 \geq 2, \quad p_d \neq 0, \quad r = \left(\frac{p_d}{p_0}, \ldots, \frac{p_1}{p_0}\right)\). Then we have

\[(2.14) \quad D_P \Psi_P^{-1}(z) = \Psi_P^{-1} \tau_r(z) \quad \text{for all } z \in \mathbb{Z}^d.\]

In particular, the restriction of \(D_P\) to \(\Lambda_P\) is conjugate to \(\tau_r\) according to the diagram

\[\begin{array}{ccc}
\mathbb{Z}^d & \xrightarrow{\tau_r} & \mathbb{Z}^d \\
\Psi_P^{-1} \downarrow & & \downarrow \Psi_P^{-1} \\
\Lambda_P & \xrightarrow{D_P} & \Lambda_P
\end{array}\]

**Proof.** It follows immediately from the definitions that on \(\Lambda_P\) we have

\[(2.15) \quad D_P \left(\sum_{k=0}^{d-1} z_k w_k\right) = \sum_{k=0}^{d-2} z_{k+1} w_k - \left[\frac{z_0 p_d + \cdots + z_{d-1} p_1}{p_0}\right] w_{d-1},\]

which implies (2.14). Since \(\Psi_P : \Lambda_P \rightarrow \mathbb{Z}^d\) is bijective the proof is complete. \(\square\)

For monic \(P\) Proposition 2.10 establishes a conjugacy between \(D_P\) on the full set \(\mathcal{R}\) and \(\tau_r\).

**Proof of Theorem 2.7.**

Observing Proposition 2.10 the theorem follows from the fact, that it is sufficient to establish the finiteness of the \((P, \mathcal{N})\)-representations of all \(B \in \Lambda_P\) in order to check whether \((P, \mathcal{N})\) is a CNS (compare \([68]\)). \(\square\)
Example 2.11 (The $\frac{3}{2}$-number system). Considering $P(X) = -2X + 3$ and $R = \mathbb{Z}[X]/P(X)\mathbb{Z}[X]$ we get $R \cong \mathbb{Z}[\frac{3}{2}] = \mathbb{Z}[\frac{1}{2}]$. Thus in this case we can identify the image of $X$ under the natural epimorphism $\mathbb{Z}[X] \to R$ with $x = \frac{3}{2}$ and the backward division mapping yields representations of the form $B = b_0 + b_1 \frac{3}{2} + b_2 (\frac{3}{2})^2 + \cdots$ for $B \in \mathbb{Z}[\frac{1}{2}]$. For $B \in \mathbb{Z}$ this was discussed (apart from a leading factor $\frac{1}{2}$) under the notation $\frac{3}{2}$-number system in [10]. Namely, each $B \in \mathbb{N}$ can be represented as $B = \frac{1}{2} \sum_{n=0}^{\ell} b_n (\frac{3}{2})^n$ with “digits” $b_n \in \{0, 1, 2\}$. The language of possible digit strings turns out to be very complicated. If we restrict ourselves to the Brunotte module $\Lambda_P$ (which is equal to $2\mathbb{Z}$ in this case) Proposition 2.10 implies that the backward division mapping $D_{-2X+3}$ is conjugate to the SRS $\tau_{-2/3}$. As $-1$ doesn’t have a finite $(-2X + 3, \{0, 1, 2\})$-representation, we conclude that $-\frac{3}{2} \not\in D_{-2/3}^{(0)}$.

We mention that the $\frac{3}{2}$-number system was used in [10] to established irregularities in the distribution of certain generalizations of Mahler’s $\frac{3}{2}$-problem (cf. [57]).

Example 2.12 (Knuth’s Example). Consider $P(X) = X^2 + 2X + 2$. As this polynomial is monic with root $\alpha = -1 + \sqrt{-1}$, we obtain $R \cong \mathbb{Z}[\sqrt{-1}] \cong \Lambda_P$. In this case $(X^2 + 2X+2, \{0, 1\})$ is a CNS (see Knuth [49]) that allows to represent each $\gamma \in \mathbb{Z}[\sqrt{-1}]$ in the form $\gamma = b_0 + b_1 \alpha + \cdots + b_l \alpha^l$ with digits $b_j \in \{0, 1\}$. According to Proposition 2.10 the backward division mapping $D_P$ is conjugate to the SRS mapping $\tau_{(\frac{1}{2}, 1)}$. Therefore, $(\frac{1}{2}, 1) \in D_{\frac{1}{2}}^{(0)}$.

§ 2.3. Digit expansions based on shift radix systems

In the final part of this section we consider a notion of representation for vectors $z \in \mathbb{Z}^d$ based on the SRS-transformation $\tau_r$ (compare [21]).

Definition 2.13 (SRS-representation). Let $r \in \mathbb{R}^d$. The SRS-representation of $z \in \mathbb{Z}^d$ with respect to $r$ is the sequence $(v_1, v_2, v_3, \ldots)$, where $v_k = \{rr^{k-1}(z)\}$ for all $k \geq 1$.

Observe that vectors $r \in D_{d}^{(0)}$ give rise to finite SRS-representations, and vectors $r \in D_{d}$ to ultimately periodic SRS-representations.

Let $(v_1, v_2, v_3, \ldots)$ denote the SRS-representation of $z \in \mathbb{Z}^d$ with respect to $r$. The following lemma shows that there is a radix expansion of integer vectors where the companion matrix $R(r)$ acts like a base and the vectors $(0, \ldots, 0, v_j)^t$ act like the digits (see [4, Equation (4.2)]). This justifies the name shift radix system.

Lemma 2.14. Let $r \in \mathbb{R}^d$ and $(v_1, v_2, \ldots)$ be the SRS-representation of $z \in \mathbb{Z}^d$ with respect to $r$. Then we have

\[ R(r)^n z = \tau_r^n(z) - \sum_{k=1}^{n} R(r)^{n-k}(0, \ldots, 0, v_k)^t. \]

Proof. Starting from (1.5) and using induction we immediately get for the $n$-th iterate of $\tau_r$ that

\[ \tau_r^n(z) = R(r)^n z + \sum_{k=1}^{n} R(r)^{n-k} v_k. \]
with vectors \( \mathbf{v}_k = (0, \ldots, 0, \{r \tau_r^{k-1}(z)\})^t \).

There is a direct relation between the digits of a given beta-expansion and the digits of the associated SRS-representation of \( z \in \mathbb{Z}^d \) (cf. [21]; a related result for CNS is contained in [21, Lemma 5.5]).

**Proposition 2.15.** Let \( \beta \) and \( r \) be defined as in Theorem 2.2. Let \((v_1, v_2, v_3, \ldots)\) be the SRS-representation of \( z \in \mathbb{Z}^d \) and \( \{rz\} = \sum_{n=1}^{\infty} a_n \beta^{-n} \) be the beta-expansion of \( v_1 = \{rz\} \). Then we have

\[
v_n = T_{\beta}^{n-1}((rz)) \quad \text{and} \quad a_n = \beta v_n - v_{n+1} \quad \text{for all } n \geq 1.
\]

**Proof.** By Definition 2.13 and (2.6), we gain

\[
v_n = \{r \tau_r^{n-1}(z)\} = T_{\beta}^{n-1}(rz),
\]

which yields the first assertion. Using this equation and the definition of the beta-expansion, we obtain

\[
a_n = |\beta T_{\beta}^{n-1}((rz))| = \beta T_{\beta}^{n-1}((rz)) - \{\beta T_{\beta}^{n-1}((rz))\} = \beta v_n - v_{n+1}.
\]

Example 2.16 (Golden mean, continued). Again we deal with \( \beta = \varphi \), the golden mean, and consider the digits of \( 3 \varphi - 4 = \Phi_{1/\varphi}(3) \). Using (2.2) one easily computes the beta expansion \( 3 \varphi - 4 = \frac{1}{\varphi} + \frac{1}{\varphi^2} \). Using the notation of Proposition 2.15 we have that \( a_1 = a_3 = 1 \) and \( a_i = 0 \) otherwise. On the other hand we have \( \tau_{1/\varphi}(3) = -\left\lfloor \frac{1}{\varphi} \right\rfloor = -1 \), \( \tau_{1/\varphi}(1) = -\left\lfloor \frac{1}{\varphi} \right\rfloor = 0 \). Thus, for the SRS-representation \( 3 = (v_1, v_2, \ldots) \) we get \( v_1 = \left\{ \frac{3}{\varphi} \right\} = \{3 \varphi - 4\} = 3 \varphi - 4 \), \( v_2 = \left\{-\frac{1}{\varphi}\right\} = \{-\varphi + 1\} = -\varphi + 2 \), \( v_3 = \{\frac{1}{\varphi}\} = \{\varphi - 1\} = \varphi - 1 \), and \( v_i = 0 \) for \( i \geq 4 \). It is now easy to verify the formulas in Proposition 2.15. For instance, \( \varphi v_1 - v_2 = \varphi(3 \varphi - 4) - (-\varphi + 2) = 3 \varphi^2 - 3 \varphi - 2 = 1 = a_1 \).

§ 3. Shift radix systems with periodic orbits: the sets \( \mathcal{D}_d \) and the Schur-Cohn region

§ 3.1. The sets \( \mathcal{D}_d \) and their relations to the Schur-Cohn region

In this section we focus on results on the sets \( \mathcal{D}_d \) defined in (1.7). To this aim it is helpful to consider the Schur-Cohn region (compare [72])

\[
\mathcal{E}_d := \{ \mathbf{r} \in \mathbb{R}^d : \rho(R(\mathbf{r})) < 1 \}.
\]

Here \( \rho(A) \) denotes the spectral radius of the matrix \( A \). The following important relation holds between the sets \( \mathcal{E}_d \) and \( \mathcal{D}_d \) (cf. [4])

\[
\mathcal{E}_d \subset \mathcal{D}_d \subset \overline{\mathcal{E}_d}.
\]

**Proposition 3.1.** For \( d \in \mathbb{N} \) we have

\[
\mathcal{E}_d \subset \mathcal{D}_d \subset \overline{\mathcal{E}_d}.
\]
Proof. We first deal with the proof of the assertion $\mathcal{E}_d \subset \mathcal{D}_d$. Let us assume now $0 < \rho(R(r)) < 1$ (the instance $r = 0$ is trivial) and choose a number $\tilde{\varrho} \in (\rho(R(r)), 1)$. According e.g. to [53, formula (3.2)] it is possible to construct a norm $\| \cdot \|_{\tilde{\varrho}}$ on $\mathbb{Z}^d$ with the property that

$$||R(r)x||_{\tilde{\varrho}} \leq \tilde{\varrho}||x||_{\tilde{\varrho}}.$$  \hspace{1cm} (3.1)

Using (2.17) it follows that

$$||\tau_r^n(z)||_{\tilde{\varrho}} \leq \tilde{\varrho}^n||z||_{\tilde{\varrho}} + c\sum_{k=1}^{n} \tilde{\varrho}^{n-k} \leq \tilde{\varrho}^n||z||_{\tilde{\varrho}} + \frac{c}{1-\tilde{\varrho}},$$

where $c = \sup\{|(0, \ldots, 0, \epsilon)^t| : \epsilon \in [0, 1)\}$ is a finite positive constant. Hence, for $n$ large enough,

$$||\tau_r^n(z)||_{\tilde{\varrho}} \leq \frac{c}{1-\tilde{\varrho}} + 1.$$  \hspace{1cm} (3.2)

Since the set of all iterates $\tau_r^n(z)$, $n \in \mathbb{N}$, is bounded in $\mathbb{Z}^d$ it has to be finite and, hence, the sequence $(\tau_r^n(z))_{n \in \mathbb{N}}$ has to be ultimately periodic. Therefore we have $r \in \mathcal{D}_d$.

We now switch to the assertion $\mathcal{D}_d \subset \overline{\mathcal{E}_d}$. Let us assume $\tau_r \in \mathcal{D}_d$ and, by contrary, that there exists an eigenvalue $\lambda$ of $R(r)$ with $|\lambda| > 1$. Let $u^t$ be a left eigenvector of $R(r)$ belonging to $\lambda$. Multiplying (2.17) by $u^t$ from the left we find that

$$|u^t\tau_r^n(z)| = |\lambda^n u^t z + \sum_{k=1}^{n} \lambda^{n-k} u^t v_k|$$

for any $z \in \mathbb{Z}^d$. Since $||v_k||_{\infty} < 1$ there is an absolute constant, say $c_1$, such that $|u^t v_k| \leq c_1$ for any $k$. Choosing $z \in \mathbb{Z}^d$ such that $|u^t z| > \frac{c_1+1}{|\lambda|-1}$ it follows from (3.3) that $|u^t\tau_r^n(z)| \geq c_2 |\lambda|^n$ with some positive constant $c_2$. Therefore the sequence $(\tau_r^n(z))_{n \in \mathbb{N}}$ cannot be bounded, which contradicts the assumption that $r \in \mathcal{D}_d$. \hfill \Box

Using the last proposition and the fact that the spectral radius of a real monic polynomial is a continuous function in the coefficients of the polynomial it can easily be shown that the boundary of $\mathcal{D}_d$ can be characterized as follows (compare [4] for details).

**Corollary 3.2.** For $d \in \mathbb{N}$ we have that

$$\partial \mathcal{D}_d := \{r \in \mathbb{R}^d : \rho(R(r)) = 1\}.$$

§ 3.2. The Schur-Cohn region and its boundary

We want to give some further properties of $\mathcal{E}_d$. Since the coefficients of a polynomial depend continuously on its roots it follows that $\mathcal{E}_d = \text{int}(\overline{\mathcal{E}_d})$. Moreover, one can prove that $\mathcal{E}_d$ is simply connected (cf. [34]). By a result of Schur [72] the sets $\mathcal{E}_d$ can be described by determinants.
Figure 2. The set $\mathcal{E}_3$

**Proposition 3.3** (cf. Schur [72]). For $0 \leq k < d$ let

$$
\delta_k(r_0, \ldots, r_{d-1}) = 
\begin{pmatrix}
1 & 0 & \cdots & 0 & r_0 & \cdots & r_k \\
r_{d-1} & \ddots & \cdots & \vdots & 0 & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 & \ddots & \ddots & \vdots \\
r_{d-k-1} & \ddots & \cdots & 0 & \ddots & \ddots & \vdots \\
r_0 & 0 & \cdots & 0 & 1 & r_{d-1} & \cdots & r_{d-k-1} \\
\vdots & \ddots & \ddots & \vdots & 0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \cdots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \ddots \\
r_k & \cdots & r_0 & 0 & \cdots & 0 & 1
\end{pmatrix}
\in \mathbb{R}^{2(k+1) \times 2(k+1)}.
$$

Then the sets $\mathcal{E}_d$ are given by

$$
\mathcal{E}_d = \{(r_0, \ldots, r_{d-1}) \in \mathbb{R}^d : \forall k \in \{0, \ldots, d-1\} : \det(\delta_k(r_0, \ldots, r_{d-1})) > 0\}.
$$

**Example 3.4.** Evaluating the determinants for $d \in \{1, 2, 3\}$ yields (see also [34])

$$
\mathcal{E}_1 = \{x \in \mathbb{R} : |x| < 1\},
$$

$$
\mathcal{E}_2 = \{(x, y) \in \mathbb{R}^2 : |x| < 1, |y| < x + 1\},
$$

$$
\mathcal{E}_3 = \{(x, y, z) \in \mathbb{R}^3 : |x| < 1, |y - xz| < 1 - x^2, |x + z| < y + 1\}.
$$

Thus $\mathcal{E}_2$ is the (open) triangle in Figure 1. $\mathcal{E}_3$ is the solid depicted in Figure 2.

The boundary of $\mathcal{E}_d$ consists of all parameters $r$ for which $R(r)$ has an eigenvalue of modulus 1. Thus $\partial \mathcal{E}_d$ naturally decomposes into the three hypersurfaces

$$
E_d^{(1)} := \{r \in \partial \mathcal{E}_d : R(r) \text{ has 1 as an eigenvalue}\},
$$

$$
E_d^{(-1)} := \{r \in \partial \mathcal{E}_d : R(r) \text{ has } -1 \text{ as an eigenvalue}\},
$$

$$
E_d^{(\mathbb{C})} := \{r \in \partial \mathcal{E}_d : R(r) \text{ has a non-real eigenvalue of modulus 1}\},
$$
i.e.,

\[ \partial \mathcal{E}_d = E_d^{(1)} \cup E_d^{(-1)} \cup E_d^{(\mathbb{C})}. \]

These sets can be determined using \( \mathcal{E}_{d-1} \) and \( \mathcal{E}_{d-2} \). To state the corresponding result, we introduce the following terminology. Define for vectors \( \mathbf{r} = (r_0, \ldots, r_{p-1}) \), \( \mathbf{s} = (s_0, \ldots, s_{q-1}) \) of arbitrary dimension \( p, q \in \mathbb{N} \) the binary operation \( \ominus \) by

\[ \chi_{\mathbf{r} \ominus \mathbf{s}} = \chi_{\mathbf{r}} \cdot \chi_{\mathbf{s}}, \]

where \( \cdot \) means multiplication of polynomials. For \( D \subset \mathbb{R}^p \) and \( E \subset \mathbb{R}^q \) let \( D \ominus E := \{ \mathbf{r} \ominus \mathbf{s} : \mathbf{r} \in D, \mathbf{s} \in E \} \). Then, due to results of Fam and Meditch [34] (see also [47]), the following theorem holds.

**Theorem 3.5.** For \( d \geq 3 \) we have

\[
\begin{align*}
E_d^{(1)} &= (1) \ominus \overline{\mathcal{E}_{d-1}}, \\
E_d^{(-1)} &= (-1) \ominus \overline{\mathcal{E}_{d-1}}, \\
E_d^{(\mathbb{C})} &= \{(1, y) : y \in (-2, 2)\} \ominus \overline{\mathcal{E}_{d-2}}.
\end{align*}
\]

Moreover, \( E_d^{(1)} \) and \( E_d^{(-1)} \) are subsets of hyperplanes while \( E_d^{(\mathbb{C})} \) is a hypersurface in \( \mathbb{R}^d \).

In order to characterize \( \mathcal{D}_d \), there remains the problem to describe \( \mathcal{D}_d \setminus \mathcal{E}_d \), which is a subset of \( \partial \mathcal{D}_d = \partial \mathcal{E}_d \). The problem is relatively simple for \( d = 1 \), where it is an easy exercise to prove that \( \mathcal{D}_1 = [-1, 1] \). For dimensions \( d \geq 2 \) the situation is different and will be discussed in the following two sections.

**§ 4. The boundary of \( \mathcal{D}_2 \) and discretized rotations in \( \mathbb{R}^2 \)**

In this section we consider the behavior of the orbits of \( \tau_{\mathbf{r}} \) for \( \mathbf{r} \in \partial \mathcal{D}_2 \). In particular we are interested in whether these orbits are ultimately periodic or not. To this matter we subdivide the isosceles triangle \( \partial \mathcal{D}_2 \) into four pieces (instead of three as in (3.5)), in particular, we split \( E_2^{(1)} \) in two parts as follows.

\[
\begin{align*}
E_2^{(1)} &= \{(x, -x - 1) \in \mathbb{R}^2 : -1 \leq x \leq 0\}, \\
E_2^{(1)} &= \{(x, -x - 1) \in \mathbb{R}^2 : 0 < x \leq 1\}, \\
E_2^{(-1)} &= \{(x, x + 1) \in \mathbb{R}^2 : -1 \leq x \leq 1\}, \\
E_2^{(\mathbb{C})} &= \{(1, y) \in \mathbb{R}^2 : -2 < y < 2\}.
\end{align*}
\]

It turns out that the behavior of the orbits is much more complicated for \( \mathbf{r} \in E_2^{(\mathbb{C})} \) than it is for the remaining cases. This is due to the fact that the matrix \( R(\mathbf{r}) \) has one eigenvalue that is equal to \( -1 \) for \( \mathbf{r} \in E_2^{(-1)} \), one eigenvalue that is equal to \( 1 \) for \( \mathbf{r} \in E_2^{(1)} \), but a pair of complex conjugate eigenvalues on the unit circle for \( \mathbf{r} \in E_2^{(\mathbb{C})} \). Figure 3 surveys the known results on the behavior of the orbits of \( \tau_{\mathbf{r}} \) for \( \mathbf{r} \in \partial \mathcal{D}_2 \).
Figure 3. An image of the isosceles triangle $\partial \mathcal{D}_2$. The black lines belong to $\mathcal{D}_2$, the dashed line doesn’t belong to $\mathcal{D}_2$. For the grey line $E_2^{(\mathbb{C})}$ it is mostly not known whether it belongs to $\mathcal{D}_2$ or not. Only the 11 black points in $E_2^{(\mathbb{C})}$ could be shown to belong to $\mathcal{D}_2$ so far (compare [47, Figure 1]). For the two points $(1, 2)$ and $(1, -2)$ it is easy to see that they do not belong to $\mathcal{D}_2$ by solving a linear recurrence relation.

§ 4.1. The case of real roots

We start with the easier cases that have been treated in [8, Section 2]. In this paper the following result is proved.

**Proposition 4.1** ([8, Theorem 2.1]). If $r \in (E_2^{(-1)} \cup E_2^{(1)}) \setminus \{(1, 2)\}$ then $r \in \mathcal{D}_2 \setminus \mathcal{D}_2^{(0)}$, i.e., each orbit of $\tau_r$ is ultimately periodic, but not all orbits end in 0.

If $r \in E_2^{(1)} \cup \{(1, 2)\}$ then $r \notin \mathcal{D}_2$, i.e., there exist orbits of $\tau_r$ that are not ultimately periodic.

**Sketch of the proof.** We subdivide the proof in four parts.

(i) $r = (x, x + 1) \in E_2^{(-1)}$ with $x \leq 0$. The cases $x \in \{-1, 0\}$ are trivial, so we can assume that $-1 < x < 0$. It is easy to see by direct calculation that $\tau_r^2((-n, n)^t) = (-n, n)^t$ holds for each $n \in \mathbb{N}$. This implies that $r \notin \mathcal{D}_2^{(0)}$ holds in this case. To show that $r \in \mathcal{D}_2$ one proves that $||\tau_r(z)||_\infty \leq ||z||_\infty$. This is accomplished by distinguishing four cases according to the signs of the coordinates of the vector $z$ and examining $\tau_r(z)$ in each of these cases.

(ii) $r = (x, -x - 1) \in E_2^{(1)}$. This is treated in the same way as the previous case; here $\tau_r((n, n)^t) = (n, n)^t$ holds for each $n \in \mathbb{N}$.

(iii) $r = (x, x + 1) \in E_2^{(-1)}$ with $x > 0$. Here again $\tau_r^2((-n, n)^t) = (-n, n)^t$ implies that $r \notin \mathcal{D}_2^{(0)}$.

To prove that $r \in \mathcal{D}_2$ for $x < 1$ is a bit more complicated. First ultimate periodicity is shown for starting vectors contained in the set $M = \{(-n, m)^t : m \geq n \geq 0\}$. This is done by an
easy induction argument on the quantity \( m - n \). After that one shows that each \( z \in \mathbb{Z}^2 \setminus M \) hits \( M \) after finitely many applications of \( \tau_{\mathrm{r}} \). Proving this is done by distinguishing several cases. If \( x = 1 \) the fact that \( \mathrm{r} \not\in \mathcal{D}_2 \) follows by solving a linear recurrence relation.

(iv) \( \mathrm{r} = (x, -x-1) \in E^{(1)}_2 \). If \( n > m > 0 \) then \( \tau_{\mathrm{r}}((m,n)^t) = (n,p)^t \) with \( p > n \) follows from the definition of \( \tau_{\mathrm{r}} \). Thus \( ||\tau_{\mathrm{r}}^k(1,2)||_{\infty} \rightarrow \infty \) for \( k \rightarrow \infty \) implying that the orbit of \((1,2)^t\) is not ultimately periodic.

\[ \square \]

For \( \mathrm{r} \in E^{(C)}_2 \) we can only exclude that \( \mathrm{r} \in \mathcal{D}_2^{(0)} \). Indeed, in this case \( \mathrm{r} = (1, y) \) with \( |y| < 2 \). This implies that \( \tau_{\mathrm{r}}^{-1}((0,0)^t) = \{(0,0)^t\} \). In other words, in this case each orbit starting in a non-zero element does not end up at \((0,0)^t\). Combining this with Proposition 4.1 we obtain that \( \mathcal{D}_2^{(0)} \cap \partial \mathcal{D}_2 = \emptyset \). By Proposition 3.1 this is equivalent to the following result.

**Corollary 4.2** ([8, Corollary 2.5]).

\[ \mathcal{D}_2^{(0)} \subset \mathcal{E}_2. \]

### § 4.2. Complex roots and discretized rotations

We now turn our attention to periodicity results for parameters \( \mathrm{r} \in E^{(C)}_2 \), i.e., to \( \mathrm{r} = (1, \lambda) \) with \( \lambda \in \mathbb{R} \) and \( |\lambda| < 2 \). From the definition of \( \tau_{\mathrm{r}} \) it follows that \( E^{(C)}_2 \subset \mathcal{D}_2 \) is equivalent to the following conjecture.

**Conjecture 4.3** (see e.g. [8, 29, 55, 79]). For each \( \lambda \in \mathbb{R} \) satisfying \( |\lambda| < 2 \) the sequence \((a_n)_{n \in \mathbb{N}}\) defined by

\[ 0 \leq a_{n-1} + \lambda a_n + a_{n+1} < 1 \quad (4.1) \]

is periodic for each pair of starting values \((a_0, a_1) \in \mathbb{Z}^2\).

**Remark 4.4.** Several authors (in particular Franco Vivaldi and his co-authors) study the slightly different mapping \( \Phi_3 : \mathbb{Z}^2 \rightarrow \mathbb{Z}^2 \), \((z_0, z_1)^t \mapsto ([\lambda z_0] - z_1, z_0)^t\). Their results — which we state using \( \tau_{(1,-\lambda)} \) — carry over to our setting by obvious changes of the proofs.

To shed some light on Conjecture 4.3, we emphasize that \( \tau_{(1,\lambda)} \) can be regarded as a discretized rotation. Indeed, the inequalities in (4.1) imply that

\[
\begin{pmatrix}
a_n \\
a_{n+1}
\end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -1 & -\lambda 
\end{pmatrix} \begin{pmatrix} a_{n-1} \\
a_n
\end{pmatrix} + \begin{pmatrix} 0 \\
\lambda a_n
\end{pmatrix},
\]

and writing \( \lambda = -2 \cos(\pi \theta) \) we get that the eigenvalues of the involved matrix are given by \( \exp(\pm i \pi \theta) \). Thus \( \tau_{(1,\lambda)} \) is a rotation followed by a “round-off”. As in computer arithmetic round-offs naturally occur due to the limited accuracy of floating point arithmetic, it is important to worry about the effect of such round-offs. It was this application that Vivaldi and his co-authors had in mind when they started to study the dynamics of the mapping \( \tau_{(1,\lambda)} \) in the 1990s (see
18
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Figure 4. Two examples of orbits of $\tau_{(1, \varphi)}$. The picture on the left is the orbit of $(5, 5)^t$. Its period is 65. The orbit of $(13, 0)^t$ on the right has period 535.

[55, 56, 79]). Of special interest is the case of rational rotation angles $\theta = p/q$, as rotations by these angles have periodic orbits with period $q$. In these cases, for the discretization one gets that $||\tau_{(1, \varphi)}^{q}(z) - z||_{\infty}$ is uniformly small for all $z \in \mathbb{Z}^2$. The easiest non-trivial cases (if $\lambda \in \mathbb{Z}$ everything is trivial) occur for $q = 5$. For instance, consider $\theta = \frac{2}{5}$ which gives $\lambda = \frac{1 - \sqrt{5}}{2} = -\frac{1}{\varphi}$, where $\varphi = \frac{1 + \sqrt{5}}{2}$ is the golden ratio. Although the behavior of the orbits of $\tau_{(1, -1/\varphi)}$ looks rather involved and there is no upper bound on their period, Lowenstein et al. [55] succeeded in proving that nevertheless each orbit of $\tau_{(1, -1/\varphi)}$ is periodic. This confirms Conjecture 4.3 in the case $\lambda = -\frac{1}{\varphi}$.

In their proof, they consider a dynamical system on a subset of the torus, which is conjugate to $\tau_{(1, -1/\varphi)}$ (see Section 4.4 for more details). This system is then embedded in a higher dimensional space where the dynamics becomes periodic. This proves that $\tau_{(1, -1/\varphi)}$ is quasi-periodic which is finally used in order to derive the result. The case $\theta = \frac{4}{5}$ corresponds to $\tau_{(1, \varphi)}$ and is treated in detail in the next subsection.

§ 4.3. A parameter associated with the golden ratio

Akiyama et al. [6] came up with a very simple and beautiful proof for the periodicity of the orbits of $\tau_{(1, \varphi)}$. In particular, in their argument they combine the fact that $||\tau_{(1, \varphi)}^{q}(z) - z||_{\infty}$ is small (see the orbits in Figure 4) with Diophantine approximation properties of the golden mean. In what follows we state the theorem and give a sketch of this proof (including some explanations to make it easier to read).

Theorem 4.5 ([6, Theorem 5.1]). Let $\varphi = \frac{1 + \sqrt{5}}{2}$ be the golden mean. Then $(1, \varphi) \in \mathcal{D}_2$. In other words, the sequence $(a_n)_{n \in \mathbb{N}}$ defined by

\begin{equation}
0 \leq a_{n-1} + \varphi a_n + a_{n+1} < 1
\end{equation}

is periodic for each pair of starting values $(a_0, a_1) \in \mathbb{Z}^2$. 
Sketch of the proof (cf. [6]). First we make precise our observation that \(\tau_{(1,\varphi)}^{i}(z)\) is close to \(z\) for each \(z \in \mathbb{Z}^2\). In particular, we shall give an upper bound for the quantity \(|a_{n+5} - a_n|\) when \((a_n)_{n \in \mathbb{Z}}\) satisfies (4.2). These inequalities immediately yield

\[
a_{n+1} = -a_{n-1} - \varphi a_n + \{\varphi a_n\},
\]

a representation of \(a_{n+1}\) in terms of \(a_n\) and \(a_{n-1}\). We wish to express \(a_{n+5}\) by these two elements. To accomplish this we have to proceed in four steps. We start with a representation of \(a_{n+2}\) in terms of \(a_n\) and \(a_{n-1}\). As

\[
a_{n+2} = -[a_n + \varphi a_{n+1}]
\]

we first calculate

\[
\begin{align*}
-a_n - \varphi a_{n+1} &= (-1 + \varphi^2)a_n + \varphi a_{n-1} - \varphi\{\varphi a_n\} \quad \text{(by (4.3))} \\
&= \varphi a_n + \varphi a_{n-1} - \varphi\{\varphi a_n\} \quad \text{(by } \varphi^2 = \varphi + 1) \\
&= |\varphi a_n| + \varphi a_{n-1} + (1 - \varphi)\{\varphi a_n\} \\
&= |\varphi a_n| + |\varphi a_{n-1}| - \varphi^{-1}\{\varphi a_n\} + \{\varphi a_{n-1}\} \quad \text{(by } \varphi^2 = \varphi + 1).
\end{align*}
\]

Inserting (4.5) in (4.4) we obtain

\[
a_{n+2} = |\varphi a_n| + |\varphi a_{n-1}| + c_n,
\]

where \(c_n = \begin{cases} 1, & \text{if } \varphi^{-1}\{\varphi a_n\} < \{\varphi a_{n-1}\}; \\
0, & \text{if } \varphi^{-1}\{\varphi a_n\} \geq \{\varphi a_{n-1}\}, \end{cases}\)

the desired representation of \(a_{n+2}\). We can now go on like that for three more steps and successively gain representations of \(a_{n+3}\), \(a_{n+4}\), and \(a_{n+5}\) in terms of \(a_n\) and \(a_{n-1}\). The formula for \(a_{n+5}\), which is relevant for us, reads

\[
a_{n+5} = a_n + d_n
\]

where

\[
d_n = \begin{cases} 1, & \text{if } \{\varphi a_{n-1}\} \geq \varphi\{\varphi a_n\}, \{\varphi a_{n-1}\} + \{\varphi a_n\} > 1 \\
& \text{or } \varphi\{\varphi a_{n-1}\} \leq \{\varphi a_n\}, \varphi\{\varphi a_n\} \leq 1 + \{\varphi a_{n-1}\}; \\
0, & \text{if } \varphi\{\varphi a_{n-1}\} > \varphi\{\varphi a_n\}, \{\varphi a_{n-1}\} + \{\varphi a_n\} \leq 1, \varphi^2\{\varphi a_{n-1}\} < 1 \\
& \text{or } \varphi\{\varphi a_n\} < \varphi\{\varphi a_{n-1}\} < \varphi^2\{\varphi a_n\}, \{\varphi a_{n-1}\} + \{\varphi a_n\} > 1; \\
-1, & \text{if } \varphi\{\varphi a_{n-1}\} > \varphi\{\varphi a_n\}, \{\varphi a_{n-1}\} + \{\varphi a_n\} \leq 1, \varphi^2\{\varphi a_{n-1}\} \geq 1 \\
& \text{or } \varphi\{\varphi a_n\} > 1 + \{\varphi a_{n-1}\}. \end{cases}
\]

In particular, this implies that\n
\[
|a_{n+5} - a_n| \leq 1.
\]

To conclude the proof we use the Fibonacci numbers \(F_k\) defined by \(F_0 = 0\), \(F_1 = 1\) and \(F_k = F_{k-1} + F_{k-2}\) for \(k \geq 2\). In particular, we will use the classical identity (see e.g. [66, p.12])

\[
\varphi F_k = F_{k+1} + \frac{(-1)^{k+1}}{\varphi^k}.
\]
Let \((a_n)_{n \in \mathbb{N}}\) be an arbitrary sequence satisfying (4.2) and choose \(m \in \mathbb{N}\) in a way that \(a_n \leq F_{2m}\) holds for \(n \in \{0, \ldots, 5\}\). We claim that in this case \(a_n \leq F_{2m}\) holds for all \(n \in \mathbb{N}\). Assume on the contrary, that this is not true. Then there is a smallest \(n \in \mathbb{N}\) such that \(a_{n+5} > F_{2m}\).

In order to derive a contradiction, we distinguish two cases. Assume first that \(a_n < F_{2m}\). In this case (4.7) implies that \(a_{n+5} \leq F_{2m}\), which already yields the desired contradiction. Now assume that \(a_n = F_{2m}\). Here we have to be more careful. First observe that (4.2) implies that \(\varphi a_{n-2} - a_n \geq -2F_{2m}\) and, hence, (4.8) yields \(a_{n-1} \geq \varphi^{-1}F_{2m} = -2\varphi^{-2}F_{2m+1} + 2\varphi^{-2m-2} > -F_{2m+1}\). Summing up, we have \(-F_{2m+1} < a_{n-1} \leq F_{2m}\). As the Fibonacci numbers are the denominators of the convergents of the continued fraction expansion \(\varphi = [1; 1, 1, 1, \ldots]\) (cf. e.g. [66, p.12]) we obtain that

\[
\{ \varphi a_n \} \leq \{ \varphi a_{n-1} \} \leq 1 - \{ \varphi a_n \}.
\]

This chain of inequalities rules out the case \(d_n = 1\) in (4.6). Thus we get \(a_{n+5} - a_n \in \{-1, 0\}\), hence, \(a_{n+5} \leq a_n \leq F_{2m}\), and we obtain a contradiction again.

We have now shown that \(a_n \leq F_{2m}\) holds for each \(n \in \mathbb{N}\). However, in view of (4.3), \(a_{n+1} \leq F_{2m}\) implies that \(a_n \geq -(1+\varphi)F_{2m} - 1\), which yields that \(-(1+\varphi)F_{2m} - 1 \leq a_n \leq F_{2m}\) holds for each \(n \in \mathbb{N}\). Thus, the orbit \(\{a_n : n \in \mathbb{N}\}\) is bounded and, hence, there are only finitely many possibilities for the pairs \((a_n, a_{n+1})\). In view of (4.2) this implies that \((a_n)_{n \in \mathbb{N}}\) is ultimately periodic. By symmetry of forward and backward orbits it is even purely periodic. 

This proof depends on the very particular continued fraction expansion of the golden ratio \(\varphi\). It seems not possible to extend this argument to other parameters (apart from its conjugate \(\varphi' = \frac{1-\sqrt{5}}{2}\)). In fact, inequalities of the form (4.9) do not hold any more and so it cannot be guaranteed that the orbit does not “jump” over the threshold values.

### § 4.4. Quadratic irrationals that give rise to rational rotations

One of the most significant results on Conjecture 4.3 is contained in Akiyama et al. [7]. It reads as follows.

**Theorem 4.6.** If \(\lambda \in \left\{ \pm \frac{1 \pm \sqrt{5}}{2}, \pm \sqrt{2}, \pm \sqrt{3} \right\}\), then \((1, \lambda) \in D_2\), i.e., each orbit of \(\tau_{(1, \lambda)}\) is periodic.

Observe that this settles all the instances \(\lambda = -2\cos(\theta \pi)\) with rational rotation angle \(\theta\) such that \(\lambda\) is a quadratic irrational. The proof of this result is very long and tricky. In what follows, we outline the main ideas. The proof runs along the same lines for each of the eight values of \(\lambda\).

As the technical details are simpler for \(\lambda = \varphi = \frac{1+\sqrt{5}}{2}\), we use this instance as a guideline.

As in the first proof of periodicity in the golden ratio case given in [55], a conjugate dynamical system that was also studied in Adler et al. [1] is used here. Indeed, let \(((a_{k-1}, a_k))_{k \in \mathbb{N}}\) be an orbit of \(\tau_{(1, \varphi)}\) and set \(x = \{\varphi a_{k-1}\}\) and \(y = \{\varphi a_k\}\). Then, by the definition of \(\tau_{(1, \varphi)}\) we have that

\[
\{\varphi a_{k+1}\} = \{-\varphi a_{k-1} - \varphi^2 a_k + \varphi y\} = \{-x + (\varphi - 1)y\} = \{-x - \varphi'y\}
\]

where \(\varphi' = \frac{1-\sqrt{5}}{2}\) is the algebraic conjugate of \(\varphi\). Thus (the according restriction of) the mapping

\[
T : [0, 1)^2 \to [0, 1)^2, \quad (x, y) \mapsto (y, \{x - \varphi'y\})
\]

is a continuous mapping from the discrete space of \((a_n)_{n \in \mathbb{N}}\) into itself.
is conjugate to $\tau_{(1, \varphi)}$ and it suffices to study the orbits of elements of $\mathbb{Z}[\varphi]^2 \cap [0, 1)^2$ under $T$ to prove the conjecture. (Computer assisted work on almost all orbits on $T$ was done in [50]; however the results given there are not strong enough to imply the above theorem.) Let $A = \begin{pmatrix} 0 & -1 \\ 1 & 1/\varphi \end{pmatrix}$ and write $T$ in the form

\[(4.10)\]

\[T(x, y) = \begin{cases} (x, y)A, & \text{for } y \geq \varphi x \\ (x, y)A + (0, 1), & \text{for } y < \varphi x. \end{cases}\]

We will now iteratively determine pentagonal subregions of $[0, 1)^2$ whose elements admit periodic orbits under the mapping $T$. First define the pentagon

\[R = \{(x, y) \in [0, 1)^2 : y < \varphi x, x + y > 1, x < \varphi y\}\]

and split the remaining part $D = [0, 1)^2 \setminus R$ according to the cases in the definition of $T$ in (4.10), i.e., set

\[D_0 = \{(x, y) \in D : y \geq \varphi x\} \setminus \{(0, 0)\}, \]
\[D_1 = D \setminus D_0.\]

Using the fact that $A^5$ is the identity matrix one easily derives that $T^5(z) = z$ for each $z \in R$. This exhibits the first pentagon of periodic points of $T$. We will now use first return maps of $T$ on smaller copies of $[0, 1)^2$ to exhibit more periodic pentagons.
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**Figure 5.** The effect of the mapping $T$ on the regions $R$, $D_0$, and $D_1$ (compare [7, Figure 2.1]).

To this matter we first observe that by the definition of $D_0$ and $D_1$, the mapping $T$ acts in an easy way on these sets (see Figure 5). Now we scale down $D$ by a factor $1/\varphi^2$ and and follow the $T$-trajectory of each $z \in D$ until it hits $D/\varphi^2$. First we determine all $z \in D$ that never hit $D/\varphi^2$. By the mapping properties illustrated in Figure 5 one easily obtains that the set of these parameters is the union $P$ of the the five shaded pentagons drawn in Figure 6. Again we can use the mapping properties of Figure 5 to show that all elements of $P$ are periodic under $T$. Thus, to determine the periodic points of $T$ it is enough to study the map induced by $T$ on $D/\varphi^2$. The mapping properties of this induced map on the subsets $D_0/\varphi^2$ and $D_1/\varphi^2$ are illustrated in Figure 7. They are (apart from the scaling factor) the same as the ones in Figure 5.
Figure 6. The region of induction (black frame) of $T$ and the five (shaded) rectangles containing points with periodic orbits of $T$ (compare [7, Figure 2.2]).

Figure 7. The effect of the mapping $T$ on the induced regions $D_0/\varphi^2$ and $D_1/\varphi^2$. As can be seen by looking at the lower left corner of Figure 5, the region $D_0/\varphi^2$ is mapped into the induced region $D/\varphi^2$ after one application of $T$. To map $D_1/\varphi^2$ back to $D/\varphi^2$ we need to apply the sixth iterate of $T$ (see Figure 6, where $T^i(D_0/\varphi^2)$ is visualized for $i \in \{0, 1, 2, 3, 4, 5\}$). The induced mapping on $D/\varphi^2$ shows the same behavior as $T$ on $D$, thus we say that $T$ is self-inducing.

Now we can iterate this procedure by defining a sequence of induced maps on $D/\varphi^{2k}$ each of which exhibits $5^k$ more pentagonal pieces of periodic points of $T$ in $[0,1)^2$. To formalize this, let $s(z) = \min\{m \in \mathbb{N} : T^m(z) \in D/\varphi^2\}$ and define the mapping

$$S : D \setminus P \to D, \quad z \mapsto \varphi^2T^{s(z)}(z).$$

The above mentioned iteration process then leads to the following result.
Lemma 4.7 ([7, Theorem 2.1]). The orbit \((T^k(z))_{k \in \mathbb{N}}\) is periodic if and only if \(z \in R\) or \(S^n(z) \in P\) for some \(n \geq 0\).

This result cannot only be used to characterize all periodic points of \(T\) in \([0, 1)^2\), it even enables one to determine the exact periods (see [7, Theorem 2.3]). An approximation of the set \(X \subset [0, 1)^2\) of aperiodic points of \(T\) is depicted in Figure 8. To prove the theorem it suffices to show that \(X \cap \mathbb{Z}[\varphi]^2 = \emptyset\). By representing the elements of \(X\) with help of some kind of digit expansion one can prove that this can be achieved by checking periodicity of the orbit of each point contained in a certain finite subset of \(X\). This finally leads to the proof of the theorem. We mention that Akiyama and Harriss [11] show that the dynamics of \(T\) on the set of aperiodic points \(X\) is conjugate to the addition of 1 on the set of 2-adic integers \(\mathbb{Z}_2\).

Analogous arguments are used to prove the other cases. However, the technical details get more involved (the worst case being \(\pm \sqrt{3}\)). The most difficult part is to find a suitable region of induction for \(T\) and no “rule” for its shape is known. Although the difficulty of the technical details increases dramatically, similar arguments should be applicable for an arbitrary algebraic number \(\alpha\) that induces a rational rotation. However, if \(d\) is the degree of \(\alpha\) the dynamical system \(T\) acts on the set \([0, 1)^{2d-2}\). This means that already in the cubic case we have to find a region of induction for \(T\) in a 4-dimensional torus.

§ 4.5. Rational parameters and \(p\)-adic dynamics

Bosio and Vivaldi [24] study\(^1\) \(\tau_{(1, \lambda)}\) for parameters \(\lambda = q/p^n\) where \(p\) is a prime and \(q \in \mathbb{Z}\) with \(|q| < 2p^n\). They exhibit an interesting link to \(p\)-adic dynamics for these parameters. Before

\(\text{---}\)

\(^1\)see Remark 4.4
we give their main result we need some preparations.

For \( p \) and \( q \) given as above consider the polynomial
\[
p^{2n} \chi_{(1, \lambda)} \left( \frac{X}{p^n} \right) = X^2 + qX + p^{2n}.
\]
If we regard this as a polynomial over the ring \( \mathbb{Z}_p \) of \( p \)-adic integers, by standard methods from algebraic number theory one derives that it has two distinct roots \( \theta, \theta' \in \mathbb{Z}_p \). Obviously we have
\[
(4.11) \quad \theta \theta' = p^{2n} \quad \text{and} \quad \theta + \theta' = -q.
\]

With help of \( \theta \) we now define the mapping
\[
(4.12) \quad \mathcal{L} : \mathbb{Z}^2 \rightarrow \mathbb{Z}_p, \quad (x, y)^t \mapsto y - \frac{\theta x}{p^n}.
\]
If \( \sigma : \mathbb{Z}_p \rightarrow \mathbb{Z}_p \) denotes the shift mapping
\[
\sigma \left( \sum_{i \geq 0} b_i p^i \right) = \sum_{i \geq 0} b_{i+1} p^i
\]
we can state the following conjugacy of the SRS \( \tau_{(1, \lambda)} \) to a mapping on \( \mathbb{Z}_p \).

**Theorem 4.8** ([24, Theorem 1]). Let \( p \) be a prime number and \( q \in \mathbb{Z} \) with \( |q| < 2p^n \), and set \( \lambda = q/p^n \). The function \( \mathcal{L} \) defined in (4.12) embeds \( \mathbb{Z}^2 \) densely into \( \mathbb{Z}_p \). The mapping \( \tau_{(1, \lambda)}^* = \mathcal{L} \circ \tau_{(1, \lambda)} \circ \mathcal{L}^{-1} : \mathcal{L}(\mathbb{Z}^2) \rightarrow \mathcal{L}(\mathbb{Z}^2) \) is therefore conjugate to \( \tau_{(1, \lambda)} \). It can be extended continuously to \( \mathbb{Z}_p \) and has the form
\[
\tau_{(1, \lambda)}^*(\psi) = \sigma^n(\theta' \psi).
\]

**Sketch of the proof** (see [24, Proposition 4.2]). The fact that \( \mathcal{L} \) is continuous and injective is shown in [24, Proposition 4.1]. We establish the formula for \( \tau_{(1, \lambda)}^* \) which immediately implies the existence of the continuous extension to \( \mathbb{Z}_p \).

Let \( \psi = y - \frac{\theta x}{p^n} \in \mathcal{L}(\mathbb{Z}^2) \subset \mathbb{Z}_p \) be given. Noting that \( [qy/p^n] = qy/p^n - c/p^n \) for some \( c \equiv qy \pmod{p^n} \) and using (4.11) we get
\[
\tau_{(1, \lambda)}^*(\psi) = \mathcal{L} \circ \tau_{(1, \lambda)}((x, y)^t) = \mathcal{L} \left( y, -x - \left\lfloor \frac{qy}{p^n} \right\rfloor \right) = -x - \left\lfloor \frac{qy}{p^n} \right\rfloor - \frac{\theta y}{p^n} = \frac{1}{p^n} \left( -p^n x - (q + \theta)y + c \right) = \frac{1}{p^n} (\theta' \psi + c).
\]
One can show that \( z \in \mathbb{Z} \) implies \( \theta z \equiv 0 \pmod{p^{2n}} \), thus \( c \equiv qy \equiv q \psi \equiv -\theta' \psi \pmod{p^n} \) and the result follows. \( \square \)

Theorem 4.8 is used by Vivaldi and Vladimirov [80] to set up a probabilistic model for the cumulative round off error caused by the floor function under iteration of \( \tau_{(1, \lambda)} \). Furthermore, they prove a central limit theorem for this model.
We conclude this section with two new results related to Conjecture 4.3. Very recently, Akiyama and Pethő [13] proved the following very general result.

**Theorem 4.9 ([13, Theorem 1]).** For each fixed \( \lambda \in (-2, 2) \) the mapping \( \tau_{(1, \lambda)} \) has infinitely many periodic orbits.

The proof is tricky and uses the fact that (after proper rescaling of the lattice \( \mathbb{Z}^{2} \)) each unbounded orbit of \( \tau_{(1, \lambda)} \) has to hit a so called “trapping region” \( \text{Trap}(R) \) which is defined as the symmetric difference of two circles of radius \( R \) whose centers have a certain distance (not depending on \( R \)) of each other. The proof is done by contradiction. If one assumes that there are only finitely many periodic orbits, there exist more unbounded orbits hitting \( \text{Trap}(R) \) than there are lattice points in \( \text{Trap}(R) \) if \( R \) is chosen large enough. This contradiction proves the theorem.

Using lattice point counting techniques this result can be extended to variants of SRS (as defined in Section 8), see [13, Theorem 2].

Reeve-Black and Vivaldi [64] study the dynamics of\(^2\) \( \tau_{(1, \lambda)} \) for \( \lambda \to 0, \lambda < 0 \). While the dynamics of \( \tau_{(1, 0)} \) is trivial, for each fixed small positive parameter \( \lambda \) one observes that the orbits approximate polygons as visualized in Figure 9. Close to the origin the orbits approximate squares, however, the number of edges of the polygons increases the farther away from the origin the orbit is located. Eventually, the orbits approximate circles. Moreover, the closer to zero the parameter \( \lambda \) is chosen, the better is the approximation of the respective polygons (after a proper rescaling of the mappings \( \tau_{(1, \lambda)} \)). This behavior can be explained by using the fact that \( \tau_{(1, \lambda)}^{4}(z) \) is very close to \( z \) for small values of \( \lambda \).

The idea in [64] is now to construct a near integrable Hamiltonian function \( P : \mathbb{R}^{2} \to \mathbb{R} \) that models this behavior. In particular, \( P \) is set up in a way that the orbits of the flow associated
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with the Hamiltonian vector field \((\partial P/\partial y, -\partial P/\partial x)\) are polygons. Moreover, if such a polygon passes through a lattice point of \(\mathbb{Z}^2\) it is equal to the corresponding polygon approximated by the discrete systems. Polygonal orbits of the flow passing through a lattice point are called critical. Critical polygons are used to separate the phase space into infinitely many classes.

There is a crucial difference between the orbits of the discrete systems and their Hamiltonian model: the orbits of the Hamiltonian flow surround a polygon once and then close up. As can be seen in Figure 9 this need not be the case for the orbits of \(\tau_{(1, \lambda)}\). These may well “surround” a polygon more often (as can be seen in the two outer orbits of Figure 9). This behavior leads to long periods and makes the discrete case harder to understand. Discrete orbits that surround a polygon only once are called simple. They are of particular interest because they shadow the orbit of the Hamiltonian system and show some kind of structural stability.

The main result in [64] asserts that there are many simple orbits. In particular, there exist infinitely many classes in the above sense, in which a positive portion of the orbits of \(\tau_{(1, \lambda)}\) are simple for small values of \(\lambda\). The numerical value for this portion can be calculated for \(\lambda \rightarrow 0\). These classes can be described by divisibility properties of the coordinates of the lattice points contained in a critical polygon (see [64, Theorems A and B]).

§ 5. The boundary of \(\mathcal{D}_d\) and periodic expansions w.r.t. Salem numbers

In Section 4 we considered periodicity properties of the orbits of \(\tau_r\) for \(r \in \partial \mathcal{D}_2\). While we get complete results for the regions \(E_2^{(1)}\) and \(E_2^{(-1)}\), the orbits of \(\tau_r\) for \(r \in E_2^{(C)}\) are hard to study and their periodicity is known only for a very limited number of instances. In the present section we want to discuss periodicity results for orbits of \(\tau_r\) with \(r \in \partial \mathcal{D}_d\). Here, already the “real” case is difficult. In Section 5.1 we review a result due to Kirschenhofer et al. [47] that shows a relation of this problem to the structure of \(\mathcal{D}_d^p(0)\) for \(p < d\). The study of the “non-real” part \(E_d^{(C)}\) is treated in the remaining parts of this section. Since we saw in Section 4 that the investigation of \(E_2^{(C)}\) is difficult already in the case \(d = 2\), it is no surprise that no complete result exists in this direction. However, there are interesting relations to a conjecture of Bertrand [23] and Schmidt [71] on periodic orbits of beta-transformations w.r.t. Salem numbers and partial periodicity results starting with Boyd [25, 26, 27] that we want to survey.

§ 5.1. The case of real roots

In Kirschenhofer et al. [47] the authors could establish strong relations between the sets \(\mathcal{D}_d\) on the one side and \(\mathcal{D}_d^p(0)\) for \(e < d\) as well as some related sets on the other side. This leads to a characterization of \(\mathcal{D}_d\) in the regions \(E_d^{(1)}\) and \(E_d^{(-1)}\) (and even in some small subsets of \(E_d^{(C)}\)) in terms of these sets. The according result, which is stated below as Corollary 5.6 follows from a more general theorem that will be established in this subsection.

Recall the definition of the operator \(\odot\) in (3.7). It was observed in [47] that the behavior of \(\tau_{r, r} \in \mathbb{R}^p\), can be described completely by the behavior of \(\tau_{r, s}\) if \(s \in \mathbb{Z}^q\). To be more specific, for \(q \in \mathbb{N} \setminus \{0\}\) and \(s = (s_0, \ldots, s_{q-1}) \in \mathbb{Z}^q\) let

\[
V_s : \mathbb{Z}^\infty \to \mathbb{Z}^\infty, \quad (x_n)_{n \in \mathbb{N}} \mapsto \left(\sum_{k=0}^{q-1} s_k x_{n+k} + x_{n+q}\right)_{n \in \mathbb{N}}.
\]
Then $V_s$ maps each periodic sequence to a periodic sequence and each sequence that is eventually zero to a sequence that is eventually zero. Furthermore the following important fact holds (cf. [47]).

**Proposition 5.1.** Let $p, q \geq 1$ be integers, $r \in \mathbb{R}^p$ and $s \in \mathbb{Z}^q$. Then

$$V_s \circ \tau_{r \odot s}^+ (\mathbb{Z}^{p+q}) = \tau_r^+ (\mathbb{Z}^p).$$

Here we denote by $\tau_r^n(x)$ the integer sequence that is derived by concatenating successively the newly occurring entries of the iterates $\tau_r^n(x)$ to the entries of the referring initial vector $x = (x_0, \ldots, x_{d-1})^t$.

**Sketch of the proof** (compare [47]). Let

$$U = \begin{pmatrix} s_0 & s_1 & \cdots & s_{q-1} & 1 & 0 & \cdots & 0 \\ 0 & s_0 & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ 0 & \cdots & 0 & s_0 & \cdots & \cdots & s_{q-1} & 1 \end{pmatrix} \in \mathbb{Z}^{p \times (p+q)}.
$$

Then $U$ has maximal rank $p$ and $U\mathbb{Z}^{p+q} = \mathbb{Z}^p$. The result will be proved if we show that for all $x \in \mathbb{Z}^{p+q}$

$$(5.1) \quad V_s \circ \tau_{r \odot s}^+ (x) = \tau_r^+ (Ux).$$

holds. Supposing $(x_k)_{k \in \mathbb{N}} = \tau_{r \odot s}^+ (x)$ and $(y_k)_{k \in \mathbb{N}} = \tau_r^+ (Ux)$ it has to be shown that

$$y_n = s_0 x_n + \cdots + s_{q-1} x_{n+q-1} + x_{n+q}$$

holds for all $n \geq 0$. The latter fact is now proved by induction on $n$. 

**Example 5.2** (see [47]). Let $r = (\frac{11}{12}, \frac{9}{5})$ and $s = (1)$. The theorem says that the behavior of $\tau_r$ is completely described by the behavior of $\tau_{r \odot s}$. For instance, suppose $y := (5, -3)^t$. We can choose $x := (4, 1, -4)^t$ such that $Ux = y$ with

$$U = \begin{pmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix}.$$  

Then $r \odot s = (\frac{11}{12}, \frac{163}{60}, \frac{14}{5})$ and

$$\tau_{r \odot s}^+ (x) = 4, 1, -4, (5, -4, 2, 1, -4, 7, -9, 10, -9, 7, -4, 1, 2, -4)^\infty.$$

In our case the map $V_s$ performs the addition of each two consecutive entries of a sequence. Therefore we find

$$\tau_r^+ (y) = V_s \circ \tau_{r \odot s}^+ (x) = 5, -3, (1, 1, -2, 3, -3, 3, -2)^\infty.$$

An important consequence of the last proposition is the following result.
Corollary 5.3 (cf. [47]). Let \( r \in \mathbb{R}^d \) and \( s \in \overline{E}_q \cap \mathbb{Z}^q \).

- If \( r \odot s \in \mathcal{D}_{d+q} \) then \( r \in \mathcal{D}_d \).
- If \( r \odot s \in \mathcal{D}_{d+q}^{(0)} \) then \( r \in \mathcal{D}_d^{(0)} \).

Unfortunately the converse of the corollary does not hold in general; for instance, we have (see Example 5.7 below) \( (1, \frac{1+\sqrt{5}}{2}) \in \mathcal{D}_2 \), but \( (1, \frac{3+\sqrt{5}}{2}, \frac{3+\sqrt{5}}{2})=(1) \odot (1, \frac{1+\sqrt{5}}{2}) \in \partial E_3 \setminus \mathcal{D}_3 \).

In the following we turn to results from [47] that allow to “lift” information on some sets derived from \( \mathcal{D}_e \) for \( e < d \) to the boundary of the sets \( \mathcal{D}_d \). We will need the following notations. For \( r \in \mathcal{D}_d \) let \( C(r) \) be the set of all equivalence classes of cycles of \( \tau_r \).

For \( p \in \mathbb{N} \setminus \{0\} \) and \( B \in C(r) \), define the function \( S_p \) by

\[
B = \langle x_0, \ldots, x_{l(B)-1} \rangle \mapsto \begin{cases} 0 & \text{for } p \mid l(B) \text{ or } \sum_{j=0}^{l(B)-1} \xi_{p}^{j} x_j = 0 \\ 1 & \text{otherwise,} \end{cases}
\]

where \( \xi_p \) denotes a primitive \( p \)-th root of unity. Furthermore let

\[
\mathcal{D}_d^{(p)} := \{ r \in \mathcal{D}_d : \forall B \in C(r) : S_p(B) = 0 \}.
\]

Observe that for \( p = 1 \) we have that \( r \in \mathcal{D}_d \) lies in \( \mathcal{D}_d^{(1)} \) iff the sum of the entries of each cycle of \( \tau_r \) equals 0. For \( p = 2 \) the alternating sums \( x_0 - x_1 + x_2 - x_3 \pm \ldots \) must vanish, and so on.

Let \( \Phi_j \) denote the \( j \)th cyclotomic polynomial. Then the following result could be proved in [47].

Theorem 5.4. Let \( d, q \geq 1, r \in \mathbb{R}^d \) and \( s = (s_0, \ldots, s_{q-1}) \in \mathbb{Z}^q \) such that \( s_0 \neq 0 \). Then \( r \odot s \in \mathcal{D}_{d+q} \) if and only if the following conditions are satisfied:

(i) \( \chi_s = \Phi_{\alpha_1} \Phi_{\alpha_2} \cdots \Phi_{\alpha_b} \) for pairwise disjoint non-negative integers \( \alpha_1, \ldots, \alpha_b \), and

(ii) \( r \in \bigcap_{j=1}^{b} \mathcal{D}_{d}^{(\alpha_j)} \).

Sketch of proof (compare [47]). In order to prove the sufficiency of the two conditions let us assume that (i) and (ii) are satisfied. We have to show that for arbitrary \( x \in \mathbb{Z}^{d+q} \) the sequence \( (x_n)_{n \in \mathbb{N}} := \tau^*_r \circ \omega_s (x) \) is ultimately periodic. Let \( s_q := 1 \). Setting

\[
y := \left( \sum_{i=0}^{q} s_i x_i, \sum_{i=0}^{q} s_i x_{i+1}, \ldots, \sum_{i=0}^{q} s_i x_{i+d-1} \right)
\]

it follows from (5.1) that

\[
(y_n)_{n \in \mathbb{N}} := \tau^*_r (y) = V_s ((x_n)_{n \in \mathbb{N}}).
\]

Since \( r \in \mathcal{D}_d^{(\alpha_1)} \), we have \( r \in \mathcal{D}_d \). Therefore there must exist a cycle

\[
\langle y_{n_0}, \ldots, y_{n_0+t-1} \rangle \in C(r),
\]
from which we deduce the recurrence relation

\[(5.3) \quad \sum_{h=0}^{q} s_{h} x_{n_{0}+k+h} = y_{n_{0}+k} = y_{n_{0}+k+l} = \sum_{h=0}^{q} s_{h} x_{n_{0}+k+l+h}\]

for \( k \geq 0 \) for the sequence \((x_{n})_{n \geq n_{0}}\). Its characteristic equation is

\[(t^{l}-1)\chi_{s}(t) = 0.\]

Let us now assume that \(\lambda_{1}, \ldots, \lambda_{w}\) are the roots of \(t^{l} - 1\) only, \(\lambda_{w+1}, \ldots, \lambda_{l}\) are the common roots of \(t^{l} - 1\) and of \(\chi_{s}(t)\), and \(\lambda_{l+1}, \ldots, \lambda_{l}\) are the roots of \(\chi_{s}(t)\) only. By Assertion (i) \(t^{l} - 1\) and \(\chi_{s}(t)\) have only simple roots, so that \(\lambda_{w+1}, \ldots, \lambda_{l}\) have multiplicity two while all the other roots are simple. Therefore the solution of recurrence (5.3) has the form

\[(5.4) \quad x_{n_{0}+k} = \sum_{j=1}^{g} A_{j}^{(0)} \lambda_{j}^{k} + \sum_{j=w+1}^{l} A_{j}^{(1)} k \lambda_{j}^{k}\]

for \(l + q\) complex constants \(A_{j}^{(r)}\), and the (ultimate) periodicity of \((x_{n})_{n \geq n_{0}}\) is equivalent to \(A_{j}^{(1)} = 0\) for all \(j \in \{w+1, \ldots, l\}\). For \(\alpha_{1} \nmid l, \ldots, \alpha_{b} \nmid l\) the polynomials \(x^{l} - 1\) and \(\chi_{s}\) have no common roots and the result is immediate. Let us now suppose \(x^{l} - 1\) and \(\chi_{s}\) have common roots, i.e., that \(w < l\).

From (5.3), observing \(\chi_{s}(\lambda_{j}) = 0\) for \(j > w\), we get with \(k \in \{0, \ldots, l-1\}\) the following system of \(l\) linear equalities for the \(l\) constants \(A_{1}^{(0)}, \ldots, A_{w}^{(0)}, A_{w+1}^{(1)}, \ldots, A_{l}^{(1)}\).

\[(5.5) \quad y_{n_{0}+k} = \sum_{j=1}^{w} A_{j}^{(0)} \lambda_{j}^{k} \chi_{s}(\lambda_{j}) + \sum_{j=w+1}^{l} A_{j}^{(1)} (k \lambda_{j}^{k} \chi_{s}(\lambda_{j}) + \lambda_{j}^{k+1} \chi_{s}'(\lambda_{j}))\]

It remains to show that \(A_{j}^{(1)} = 0\) for \(w + 1 \leq j \leq l\).

Rewriting the system as

\[(5.6) \quad (y_{n_{0}}, \ldots, y_{n_{0}+l-1})^{t} = G(A_{1}^{(0)}, \ldots, A_{w}^{(0)}, A_{w+1}^{(1)}, \ldots, A_{l}^{(1)})^{t}\]

with

\[G = \begin{pmatrix}
\chi_{s}(\lambda_{1}) & \cdots & \chi_{s}(\lambda_{w}) & \chi_{s}'(\lambda_{w+1}) \lambda_{w+1} & \cdots & \chi_{s}'(\lambda_{l}) \lambda_{l} \\
\chi_{s}(\lambda_{1}) \lambda_{1} & \cdots & \chi_{s}(\lambda_{w}) \lambda_{w} & \chi_{s}'(\lambda_{w+1}) \lambda_{w+1}^{2} & \cdots & \chi_{s}'(\lambda_{l}) \lambda_{l}^{2} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\chi_{s}(\lambda_{1}) \lambda_{1}^{l-1} & \cdots & \chi_{s}(\lambda_{w}) \lambda_{w}^{l-1} & \chi_{s}'(\lambda_{w+1}) \lambda_{w+1}^{l} & \cdots & \chi_{s}'(\lambda_{l}) \lambda_{l}^{l}
\end{pmatrix}\]

we have by Cramer’s rule that

\[A_{j}^{(1)} = \frac{\det G_{j}}{\det G},\]

where \(G_{j}\) denotes the matrix that is obtained by exchanging the \(j\)th column of \(G\) by the vector \((y_{n_{0}}, \ldots, y_{n_{0}+l-1})^{t}\). (\(\det G \neq 0\) is easily detected using the Vandermonde determinant.)
Now

\[(5.7) \quad \det G_j = \prod_{k=1}^{w} \chi_s(\lambda_k)^l \prod_{k \neq j}^{l} (\lambda_k \chi'_s(\lambda_k))^l D_j,\]

where

\[
D_j := \det \begin{pmatrix}
1 & \cdots & 1 & y_{n_0} & 1 & \cdots & 1 \\
\lambda_1 & \cdots & \lambda_{j-1} & y_{n_0+1} & \lambda_{j+1} & \cdots & \lambda_l \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\lambda_{l-1}^{l-1} \cdots \lambda_{j-1}^{l-1} & y_{n_0+l-1} & \lambda_{j+1}^{l-1} & \cdots & \lambda_l^{l-1}
\end{pmatrix}.
\]

Adding the $\lambda_j^{k+1}$-fold multiple of the kth row to the last row for each $k \in \{1, \ldots, l-1\}$ we gain

\[
D_j = \det \begin{pmatrix}
1 & \cdots & 1 & y_{n_0} & 1 & \cdots & 1 \\
\lambda_1 & \cdots & \lambda_{j-1} & y_{n_0+1} & \lambda_{j+1} & \cdots & \lambda_l \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\lambda_{l-2}^{l-2} \cdots \lambda_{j-1}^{l-2} & y_{n_0+l-2} & \lambda_{j+1}^{l-2} & \cdots & \lambda_l^{l-2} \\
0 & \cdots & 0 & \sum_{k=0}^{l-1} \lambda_j^{k+1} y_{n_0+k} & 0 & \cdots & 0
\end{pmatrix}.
\]

If we can establish $\sum_{k=0}^{l-1} \lambda_j^{k} y_{n_0+k} = 0$, we are done. Now, since $\lambda_j$ is a root of $x^l - 1$ and $\chi_s$, Condition (i) yields that there exists a $p \in \{1, \ldots, b\}$ with $\alpha_p \mid l$. Thus $\lambda_j$, and $\overline{\lambda_j}$, are primitive $\alpha_p$th roots of unity. It follows from Condition (ii) that

\[(5.8) \quad S_{\alpha_p}(\langle y_{n_0}, \ldots, y_{n_0+l-1} \rangle) = \sum_{k=0}^{l-1} \xi_{\alpha_p}^k y_{n_0+k} = 0\]

for each $\alpha_p$th root of unity $\xi_{\alpha_p}$. In particular, $\sum_{k=0}^{l-1} \lambda_j^k y_{n_0+k} = 0$.

Let us turn to the necessity of Conditions (i) and (ii).

Since $r \circ s \in D_{d+q}$ we have $\rho(R(s)) \leq \rho(R(r \circ s)) \leq 1$. Since $s_0 \neq 0$, $\chi_s$ is a polynomial over $\mathbb{Z}$ each of whose roots are non-zero and bounded by one in modulus. This implies that each root of this polynomial is a root of unity.

Suppose now that $\chi_s$ has a root of multiplicity at least 2, say $\lambda_{j_0}$. Let $x \in \mathbb{Z}^{d+q}$ and $(x_n)_{n \in \mathbb{N}} := \tau_{r \circ s}(x)$. Since $(x_n)_{n \in \mathbb{N}}$ is a solution of recurrence (5.3) it must have the shape

\[
x_{n_0+k} = \sum_{j=1}^{g} A_j(k) \lambda_j^k
\]

with some polynomials $A_j$ ($1 \leq j \leq g$). Inserting (5.3) yields

\[(5.9) \quad y_{n_0+k} = \sum_{j=1}^{g} \sum_{h=0}^{q} s_h A_j(k+h) \lambda_j^{k+h}.\]

Taking $k \in \{1, \ldots, l\}$ we get a system of $l$ equations for the $l+q$ coefficients $A_j^{(\nu)}$ of the polynomials $A_j$. In a similar way as in the treatment of (5.3) in the first part of this proof it can be shown
that $q$ of the $l + q$ coefficients do not occur in (5.9) for $k \in \{1, \ldots, l\}$, and the system can be used to calculate the remaining $l$ coefficients $A_j^{(\nu)}$. The coefficient of $A_j^{(1)}$ in (5.9) equals

$$k\lambda_{j_0}^k \chi_s(\lambda_{j_0}) + \lambda_{j_0}^{k+1} \chi_s'(\lambda_{j_0}).$$

Since $\lambda_{j_0}$ is a double zero of $\chi_s$, the latter expression, and thus the coefficient of $A_j^{(1)}$ in (5.9) vanishes.

Let now $z_1, \ldots, z_q$ be a $q$-tuple of integers and consider the system of $q$ equations

$$(5.10) 

z_k = \sum_{j=1}^{q} A_j(k)\lambda_j^k \quad (1 \leq k \leq q).$$

This system can be used in order to calculate the remaining $q$ coefficients $A_j^{(\nu)}$, among which we have $A_j^{(1)}$. Choosing $z_1, \ldots, z_q$ in a way that $A_j^{(1)} \neq 0$ allows to determine all coefficients $A_j^{(\nu)}$. We use equation (5.10) now to define the integers $z_k$ for $k > q$. Then by (5.3) the sequence $\tau_{\mathcal{R} \mathcal{S}}^*(z_0, \ldots, z_{d+l-1})$ satisfies the recurrence relation $\sum_{i=0}^{q} s_i z_{n_0+k+i} = \sum_{i=0}^{q} s_i z_{n_0+k+l+i}$. As $A_j^{(1)} \neq 0$ this sequence does not end up periodically by the following auxiliary Lemma 5.5, a contradiction to $r \odot s \in \mathcal{D}_{d+q}$. Thus we have proved the necessity of Condition (i) of the theorem.

Let us now turn to Condition (ii). Since $r \odot s \in \mathcal{D}_{d+q}$, $(x_n)_{n \in \mathbb{N}}$ in (5.4) is ultimately periodic. By Lemma 5.5 this implies that $A_j^{(1)} = 0$ for each $j \in \{w+1, \ldots, l\}$. Adopting the notation and reasoning of the sufficiency part of the proof this is equivalent to $D_j = 0$, so that (5.8) holds for $\alpha_1, \ldots, \alpha_b$, proving the necessity of (ii).

In the last proof we make use of the following auxiliary result, which, in other terminology, can be found in [47], too.

**Lemma 5.5.** Let the sequence $(x_n)_{n \geq 0}$ be the solution of a homogeneous linear recurrence with constant coefficients in $\mathbb{C}$, whose eigenvalues are pairwise disjoint roots of unity. If at least one of the eigenvalues has multiplicity greater than 1, then $x_n$ is not bounded.

For the simple proof we also refer to [47].

Theorem 5.4 allows in particular to give information on the behavior of $\tau_{\mathcal{R}}$ on several parts of the boundary of $\mathcal{E}_d$. Remember that $\partial \mathcal{E}_3 = \partial \mathcal{D}_3$ consists of the two triangles $E_3^{(-1)}$ and $E_3^{(1)}$ and of the surface $E_3^{(C)}$. Then we have the following result (see [47]).

**Corollary 5.6.** The following assertions hold.

- For $d \geq 2$ we have $\mathcal{D}_d \cap E_d^{(-1)} = (-1) \odot \mathcal{D}_{d-1}^{(1)}$.
- For $d \geq 2$ we have $\mathcal{D}_d \cap E_d^{(1)} = (1) \odot \mathcal{D}_{d-1}^{(2)}$.
- For $d \geq 3$ we have $\mathcal{D}_d \cap (1,0) \odot \overline{\mathcal{E}_{d-2}} = (1,0) \odot \mathcal{D}_{d-2}^{(4)}$.
- For $d \geq 3$ we have $\mathcal{D}_d \cap (1,1) \odot \overline{\mathcal{E}_{d-2}} = (1,1) \odot \mathcal{D}_{d-2}^{(3)}$. 

Figure 10. The triangles $E_{3}^{(-1)}$ (left hand side) and $E_{3}^{(1)}$ (right hand side). Dark grey: parameters $\mathbf{r}$ for which $\tau_{\mathbf{r}}$ is ultimately periodic for each starting value $\mathbf{z} \in \mathbb{Z}^{3}$. Black: there exists a starting value $\mathbf{z} \in \mathbb{Z}^{3}$ such that the orbit $(\tau_{\mathbf{r}}^{k}(\mathbf{z}))_{k \in \mathbb{N}}$ becomes unbounded. Light grey: not yet characterized. See [47, Figure 3].

- For $d \geq 3$ we have $\mathcal{D}_{d} \cap (1, -1) \sim \mathcal{E}_{d-2} = (1, -1) \sim \mathcal{D}_{d-2}^{(6)}$.

Combining the first two items of the last corollary and computing an approximation of $\mathcal{D}_{2}^{(1)}$ and $\mathcal{D}_{2}^{(-1)}$ yields an approximation of $\mathcal{D}_{3} \cap E_{3}^{(-1)}$ resp. $\mathcal{D}_{3} \cap E_{3}^{(-1)}$ as depicted in Figure 10 (algorithms for $\mathcal{D}_{d}^{(0)}$ are presented in Section 6.1; they can be adapted to $\mathcal{D}_{d}^{(p)}$ in an obvious way). The last three items of the corollary allow to characterize e.g. some lines of the surface $\mathcal{D}_{3} \cap E_{3}^{(\mathbb{C})}$.

The study of concrete parameters $\mathbf{r} \in E_{d}^{(-1)} \cup E_{d}^{(-1)}$ shows interesting behavior as illustrated in the following three dimensional example.

**Example 5.7** (cf. [48]). Let $\varphi = \frac{1+\sqrt{5}}{2}$. From our considerations above one can derive that

$$(1, \varphi, \varphi) \in \partial \mathcal{D}_{3} \setminus \mathcal{D}_{3}.$$  

We want to study the orbits of the mapping $\tau_{(1, \varphi, \varphi)}$ more closely for certain starting values $(z_{0}, z_{1}, z_{2})$. In particular, let $z_{0} = z_{1} = 0$. Interestingly, the behavior of the orbit depends on the starting digits of the Zeckendorf representation of $z_{2}$:

$$z_{2} = \sum_{j \geq 2} z_{2,j} F_{j}$$

such that $z_{2,j} \in \{0, 1\}, z_{2,j}z_{2,j+1} = 0, j \geq 2$ (as in the proof of Theorem 4.5, $(F_{n})_{n \in \mathbb{N}}$ is the sequence of Fibonacci numbers). More precisely the following results hold (see [48, Theorems 4.1.5.1,5.2, and 5.3]).
\begin{itemize}
  \item If $z_{2,2} = z_{2,3} = 0$ the sequence $(z_n)$ is divergent;
  \item if $z_{2,2} = 0$, $z_{2,3} = 1$ the sequence $(z_n)$ has period 30;
  \item if $z_{2,2} = 1$, $z_{2,3} = z_{2,4} = 0$ the sequence $(z_n)$ has period 30;
  \item if $z_{2,2} = 1$, $z_{2,3} = 0$, $z_{2,4} = 1$ the sequence $(z_n)$ has period 70.
\end{itemize}

\section{The conjecture of Klaus Schmidt on Salem numbers}

Schmidt \cite{71} (see also Bertrand \cite{23}) proved the following result on beta-expansions of Salem numbers (recall that $T_\beta$ is the beta-transformation defined in \cite{23}).

\textbf{Theorem 5.8} ([71, Theorems 2.5 and 3.1]). \textit{Let $\beta > 1$ be given.}

- If $T_\beta$ has an ultimately periodic orbit for each element of $\mathbb{Q} \cap [0,1)$, then $\beta$ is either a Pisot or a Salem number.
- If $\beta$ is a Pisot number, then $T_\beta$ has an ultimately periodic orbit for each element of $\mathbb{Q}(\beta) \cap [0,1)$.

We do not reproduce the proof of this result here, however, if we replace the occurrences of $\mathbb{Q}$ as well as $\mathbb{Q}(\beta)$ in the theorem by $\mathbb{Z}[\beta]$ and assume that $\beta$ is an algebraic integer then the according slightly modified result follows immediately from Propositions 2.4 and 3.1. Just observe that the conjugacy between $T_\beta$ and $\tau_\mathbf{r}$ stated in Proposition 2.4 relates Pisot numbers to SRS parameters $\mathbf{r} \in \mathcal{E}_d$ and Salem numbers to SRS parameters $\mathbf{r} \in \partial \mathcal{E}_d$. Therefore, this modification of Theorem 5.8 is a special case of Proposition 3.1.

Note that Theorem 5.8 does not give information on whether beta-expansions w.r.t. Salem numbers are periodic or not. Already Schmidt \cite{71} formulated the following conjecture.

\textbf{Conjecture 5.9.} \textit{If $\beta$ is a Salem number, then $T_\beta$ has an ultimately periodic orbit for each element of $\mathbb{Q}(\beta) \cap [0,1)$.}

So far, no example of a non-periodic beta-expansion w.r.t. a Salem number $\beta$ has been found although Boyd \cite{26} gives a heuristic argument that puts some doubt on this conjecture (see Section 5.4). In view of Proposition 2.4 (apart from the difference between $\mathbb{Z}[\beta]$ and $\mathbb{Q}(\beta)$) this conjecture is a special case of the following generalization of Conjecture 4.3 to arbitrary dimensions (which, because of Boyd’s heuristics, we formulate as a question).

\textbf{Question 5.10.} \textit{Let $\mathbf{r} \in E_d^{(C)}$ be given. Is it true that each orbit of $\tau_\mathbf{r}$ is ultimately periodic?}

As Proposition 4.1 and Corollary 5.6 show, the corresponding question cannot be answered affirmatively for all parameters contained in $E_d^{(1)}$ as well as in $E_d^{(-1)}$.

\section{The expansion of 1}

Since it seems to be very difficult to verify Conjecture 5.9 for a single Salem number $\beta$, Boyd \cite{25} considered the simpler problem of studying the orbits of 1 under $T_\beta$ for Salem numbers.
of degree 4. In [25, Theorem 1] he shows that these orbits are always ultimately periodic and – although there is no uniform bound for the period – he is able to give the orbits explicitly. We just state the result about the periods and omit the description of the concrete structure of the orbits.

**Theorem 5.11** (see [25, Lemma 1 and Theorem 1]). Let \( X^4 + b_1 X^3 + b_2 X^2 + b_1 X + 1 \) be the minimal polynomial of a Salem number of degree 4. Then \([\beta] \in \{-b_1-2, -b_1-1, -b_1, -b_1+1\} \). According to these values we have the following periods \( p \) for the orbits of \( T_{\beta}(1) \):

(i) If \([\beta] = -b_1 + 1 \) then \(2b_1 - 1 \leq b_2 \leq b_1 - 1 \) and

(a) if \( b_2 = 2b_1 - 1 \) then \(p = 9\), and

(b) if \( b_2 > 2b_1 - 1 \) then \(p = 5\).

(ii) If \([\beta] = -b_1 \) then \(p = 3\).

(iii) If \([\beta] = -b_1 - 1 \) then \(p = 4\).

(iv) If \([\beta] = -b_1 - 2 \) then \(-b_1 + 1 < b_2 \leq -2b_1 - 3 \). Let \( c_k = (-2b_1 - 2) - (-b_1 - 3)/k \) for \( k \in \{1, 2, \ldots, -b_1 - 3\} \). Then \(-b_1 + 1 = c_1 < c_2 < \cdots < c_{-b_1-3} = -2b_1 - 3 \) and \( c_{k-1} < b_2 \leq c_k \) implies that \( p = 2k + 2 \).

According to Proposition 2.4 the dynamical systems \((\tau_r, \mathbb{Z}^d)\) and \((T_{\beta}, \mathbb{Z}[\beta] \cap [0,1))\) are conjugate by the conjugacy \( \Phi_r(z) = rz \) when \( r = (r_0, \ldots, r_{d-1}) \) is chosen as in this proposition. Thus \( a \) priori \( T_{\beta}(1) \) has no analogue in \((\tau_r, \mathbb{Z}^d)\). However, note that

\[
\tau_r((1,0,\ldots,0)^t) = (0,\ldots,0,-[r_0])^t = (0,\ldots,0,-[1/\beta])^t = (0,\ldots,0,1)^t \quad \text{and} \quad T_{\beta}(1) = \{\beta\},
\]

since, as a Salem number is a unit we have \( b_0 = 1 \) and, hence, \( r_0 = -1/\beta \in (-1,0) \). Because \( \Phi_r((0,\ldots,0,1)^t) = \{\beta\} \) we see that the orbit of \((1,0,\ldots,0)^t\) under \( \tau_r \) has the same behavior as the orbit of 1 under \( T_{\beta} \).

Let us turn back to Salem numbers of degree 4. If \( \beta \) is such a Salem number then, since \( \beta \) has non-real conjugates on the unit circle, the minimal polynomial of \( \beta \) can be written as \((X - \beta)(X^3 + r_2X^2 + r_1X + r_0)\) with \( r = (r_0, r_1, r_2) \in E_3^{(\mathbb{C})} \). Thus Theorem 5.11 answers the following question for a special class of parameters.

**Question 5.12.** Given \( r \in E_3^{(\mathbb{C})} \), is the orbit of \((1,0,0)^t\) under \( \tau_r \) ultimately periodic and, if so, how long is its period?

As mentioned in Section 3.2, the set \( E_3^{(\mathbb{C})} \) is a surface in \( \mathbb{R}^3 \). Using the definition of \( E_3^{(\mathbb{C})} \) one easily derives that (see equation (6.5) and [47])

\[
E_3^{(\mathbb{C})} = \{(t, st + 1, s + t) : -2 < s < 2, -1 \leq t \leq 1\}.
\]

Figure 11 illustrates which values of the parameters \((s,t)\) correspond to Salem numbers. By The-
Figure 11. The black dots mark the parameters corresponding to Salem numbers of degree 4 in the parameterization of $E_3^{(C)}$ given in (5.11). The marked region indicates a set of parameters that share the same orbit of $(1,0,0)^t$.

Theorem 5.11 and the above mentioned remark on the conjugacy of the dynamical systems $(\tau_T, \mathbb{Z}^d)$ and $(T_\beta, \mathbb{Z}[\beta] \cap [0,1))$, for each of the indicated points we know that the orbit of $\tau_{(t,s(t+1,s+t)}$ is periodic with the period given in this theorem. How about the general answer to Question 5.12? In Figure 12 we illustrate the periods of the orbit of $(1,0,0)^t$ for the values $(s,t) \in (-2,2) \times [0,1]$. Although it is not hard to characterize the period of large subregions of this parameter range,

we do not know whether $(1,0,0)^t$ has an ultimately periodic orbit for each parameter. In fact, it looks like a “fortunate coincidence” that Salem parameters lie in regions that mostly correspond to small periods. In particular, we have no explanation for the black “stain” southeast to the point $(-1,0)$ in Figure 12 that corresponds to a spot with very long periods.

Boyd [26] studies orbits of 1 under $T_\beta$ for Salem numbers of degree 6. There seems to be no simple “formula” for the period as in the case of degree 4. Moreover, for some examples no
periods have been found so far (see also [37] where orbits of 1 under $T_{\beta}$ are given for classes of Salem numbers). We give two examples that illustrate the difficulty of the situation.

**Example 5.13.** Let $\beta > 1$ be the Salem number defined by the polynomial
\[ x^6 - 3x^5 - x^4 - 7x^3 - x^2 - 3x + 1. \]
Let $m$ be the pre-period of the orbit of 1 under $T_{\beta}$, and $p$ its period (if these values exist). Boyd [26] showed with computer assistance that $m + p > 10^9$. Hare and Tweedle [37] consider the Salem number $\beta > 1$ defined by
\[ x^{12} - 3x^{11} + 3x^{10} - 4x^9 + 3x^8 - 5x^7 + 5x^6 - 5x^5 + 5x^4 - 4x^3 + 3x^2 - 3x + 1. \]
They compute that, if it exists, the period of the orbit of 1 under $T_{\beta}$ is greater than $5 \cdot 10^5$ in this case. We emphasize that for both of these examples it is not known whether the orbit of 1 under $T_{\beta}$ is ultimately periodic or not.

§ 5.4. The heuristic model of Boyd for shift radix systems

Let $\beta$ be a Salem number. In [26, Section 6] a heuristic probabilistic model for the orbits of 1 under $T_{\beta}$ is presented. This model suggests that for Salem numbers of degree 4 and 6 “almost all” orbits should be finite, and predicts the existence of “many” unbounded orbits for Salem numbers of degree 8 and higher. This suggests that there exist counter examples to Conjecture 5.9. Here we present an SRS version of Boyd’s model in order to give heuristics for the behavior of the orbit of $(1, 0, \ldots, 0)^t$ under $\tau_r$ for $r \in E_d^{(\mathbb{C})}$.

Let $r \in E_d^{(\mathbb{C})}$ be given. To keep things simple we assume that the characteristic polynomial $\chi_r$ of the matrix $R(r)$ defined in (1.3) is irreducible. Let $\beta_1, \ldots, \beta_d$ be the roots of $\chi_r$ grouped in a way that $\beta_1, \ldots, \beta_r$ are real and $\beta_{r+j} = \beta_{r+s+j}$ ($1 \leq j \leq s$) are the non-real roots ($d = r + 2s$). Let $D = \text{diag}(\beta_1, \ldots, \beta_d)$. Since $R(r)$ is a companion matrix we have $R(r) = VDV^{-1}$, where $V = (v_{ij})$ with $v_{ij} = \beta_j^{i-1}$ is the Vandermonde matrix formed with the roots of $\chi_r$ (cf. e.g. [28]). Iterating (1.5) for $k$ times we get

\[ \tau_r^k((1, 0, \ldots, 0)^t) = \sum_{j=0}^{k-1} R(r)^j d_j + R(r)^k(1,0, \ldots, 0)^t \]
(5.12)
\[ = \sum_{j=0}^{k-1} VDV^{-1} d_j + VDV^{-1}(1,0, \ldots, 0)^t, \]
where $d_j = (0, \ldots, 0, \varepsilon_j)^t$ with $\varepsilon_j \in [0, 1)$. Let $V^{-1} = (w_{ij})$. From [74, Section 3] we easily compute that $w_{id} = \prod_{\ell \neq d}(\beta_i - \beta_{\ell})^{-1}$. Multiplying (5.12) by $V^{-1}$, using this fact we arrive at

\[ V^{-1} \tau_r^k \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix} = \begin{pmatrix} \prod_{\ell \neq 1}(\beta_1 - \beta_{\ell})^{-1} \sum_{j=0}^{k-1} \varepsilon_j \beta_1^j \\ \vdots \\ \prod_{\ell \neq d}(\beta_d - \beta_{\ell})^{-1} \sum_{j=0}^{k-1} \varepsilon_j \beta_d^j \end{pmatrix} + D^k V^{-1} \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix} \in \mathbb{R}^r \times \mathbb{C}^{2s}. \]
(5.13)
Note that the $(r+j)$-th coordinate of (5.13) is just the complex conjugate of its $(r+s+j)$-th coordinate ($1 \leq j \leq s$). Thus two points in the orbit of $(1,0,\ldots,0)^t$ under $\tau_r$ are equal if and only if the first $r+s$ coordinates under the image of $V^{-1}$ are equal. So, using the fact that $|\varepsilon_j| < 1$ and picking $z = (z_1, \ldots, z_d)^t \in \{V^{-1}\tau_r^k((1,0,\ldots,0)^t) : 0 \leq k < n\}$ implies that

(i) $z$ is an element of the lattice $V^{-1}\mathbb{Z}^d$.

(ii) If $i \in \{1, \ldots, r\}$ then $z_i \in \mathbb{R}$ with

$$|z_i| \leq \prod_{\ell \neq i} |\beta_\ell - \beta_i|^{-1} \sum_{j=0}^{k-1} |\beta_i|^j.\$$

(iii) If $i \in \{1, \ldots, s\}$ then $z_{r+i} = \overline{z}_{r+s+i} \in \mathbb{C}$ with

$$|z_{r+i}| \leq \prod_{\ell \neq r+i} |\beta_{r+i} - \beta_\ell|^{-1} \sum_{j=0}^{k-1} |\beta_{r+i}|^j$$

$$= \sqrt{\prod_{\ell \neq r+i} |\beta_{r+i} - \beta_\ell|^{-1} \prod_{\ell \neq r+s+i} |\beta_{r+s+i} - \beta_\ell|^{-1} \sum_{j=0}^{k-1} |\beta_{r+i}|^j \sum_{j=0}^{k-1} |\beta_{r+s+i}|^j}.\$$

Let $\text{disc}(\chi_r) = \prod_{\ell \neq j} (\beta_\ell - \beta_j)$ be the discriminant of $\chi_r$. Then the three items above imply that a point in $\{V^{-1}\tau_r^k((1,0,\ldots,0)^t) : 0 \leq k < n\}$ is a point of the lattice $V^{-1}\mathbb{Z}^d$ that is contained in a product $K_n$ of disks and intervals with volume

$$\text{Vol}(K_n) = \frac{c}{|\text{disc}(\chi_r)|} \prod_{i=1}^d \sum_{j=0}^{k-1} |\beta_i^j|,$$

where $c$ is an absolute constant. As $\det(V) = \sqrt{|\text{disc}(\chi_r)|}$ is the mesh volume of the lattice $V^{-1}\mathbb{Z}^d$ we get that this box cannot contain more than approximately

$$N_n = \frac{c}{\sqrt{|\text{disc}(\chi_r)|}} \prod_{i=1}^d \sum_{j=0}^{k-1} |\beta_i^j|$$

elements. If $|\beta_i| < 1$ then $\sum_{j=0}^{k-1} |\beta_i^j| = O(1)$. Since $\chi_r$ is irreducible $|\beta_i| = 1$ implies that $\beta_i$ is non-real. If $|\beta_i| = 1$ then we have the estimate $\sum_{j=0}^{k-1} |\beta_i^j| = O(n)$ for this sum as well for the conjugate sum. Let $m$ be the number of pairs of non-real roots of $\chi_r$ that have modulus 1. Then these considerations yield that

(5.14) $$N_n \leq \frac{c}{\sqrt{|\text{disc}(\chi_r)|}} n^{2m}.\$$

Unfortunately, this estimate doesn’t allow us to get any conclusion on the periodicity of the orbit of $(1,0,\ldots,0)^t$. We thus make the following assumption: we assume that for each fixed $\beta_i$ with $|\beta_i| = 1$ the quantities $|\varepsilon_j^i \beta_i^j|$ ($0 \leq j \leq k-1$) in (5.13) behave like identically distributed
independent random variables. Then, according to the central limit theorem, we have that the sums in (5.13) can be estimated by

\[ \left| \sum_{j=0}^{k-1} \varepsilon_j \beta_j^i \right| = O(\sqrt{n}). \]

Using this argument, we can replace (5.14) by the better estimate

\[ N_n \leq \frac{c}{\sqrt{|\text{disc}(\chi_r)|}} n^m. \]

Suppose that \( m = 1 \). If \(|\text{disc}(\chi_r)|\) is large enough, the set \( \{V^{-1}\tau^k((1,0,\ldots,0)^t) : 0 \leq k < n\} \) would be contained in \( K_n \) which contains less than \( n \) points of the lattice \( V^{-1}\mathbb{Z}^d \) in it. Thus there have to be some repetitions in the orbit of \((1,0,\ldots,0)^t\). This implies that it is periodic.

For \( m = 2 \) and a sufficiently large discriminant the set \( \{V^{-1}\tau^k((1,0,\ldots,0)^t) : 0 \leq k < n\} \) would contain considerably more than \( \sqrt{N_n} \) “randomly chosen” points taken from a box with \( N_n \) elements. Thus, according to the “birthday paradox” (for \( n \rightarrow \infty \)) with probability 1 the orbit “picks” twice the same point, which again implies periodicity.

For \( m > 3 \) this model suggests that there may well exist aperiodic orbits as there are “too many” choices to pick points. Summing up we come to the following conjecture.

**Conjecture 5.14.** Let \( \mathbf{r} \in E_d^{(C)} \) be a parameter with irreducible polynomial \( \chi_r \). Let \( m \) be the number of pairs of complex conjugate roots \((\alpha, \overline{\alpha})\) of \( \chi_r \) with \( |\alpha| = 1 \). Then almost every orbit of \((1,0,\ldots,0)^t\) under \( \tau_r \) is periodic if \( m = 1 \) or \( m = 2 \) and aperiodic if \( m \geq 3 \).

Note that the cases \( m = 1 \) and \( m = 2 \) contain the Salem numbers of degree 4 and 6, respectively. Moreover, Salem numbers of degree 8 and higher are contained in the cases \( m \geq 3 \). This is in accordance with [26, Section 6].

§ 6. Shift radix systems with finiteness property: the sets \( \mathcal{D}_d^{(0)} \)

As was already observed by Akiyama et al. [4] the set \( \mathcal{D}_d^{(0)} \) can be constructed from the set \( \mathcal{D}_d \) by “cutting out” families of convex polyhedra. Moreover, it is known that for \( d \geq 2 \) infinitely many such “cut out polyhedra” are needed to characterize \( \mathcal{D}_d^{(0)} \) in this way (see Figure 1 for an illustration of \( \mathcal{D}_2^{(0)} \)).

A list \( \pi \) of pairwise distinct vectors

\[ (a_j, \ldots, a_{d-1+j})^t \quad (0 \leq j \leq L-1) \]

with \( a_L = a_0, \ldots, a_{L+d-1} = a_{d-1} \) is called a cycle of vectors. To the cycle \( \pi \) we associate the (possibly degenerate or empty) polyhedron

\[ P(\pi) = \{ (r_0, \ldots, r_{d-1}) : 0 \leq r_0a_j + \cdots + r_{d-1}a_{d-1+j} + a_{d+j} < 1 \text{ holds for } 0 \leq j \leq L-1 \}. \]

By definition the cycle in (6.1) forms a periodic orbit of \( \tau_r \) if and only if \( \mathbf{r} \in P(\pi) \). Since \( \mathbf{r} \in \mathcal{D}_d^{(0)} \) if and only if \( \tau_r \) has no non-trivial periodic orbit it follows that

\[ \mathcal{D}_d^{(0)} = \mathcal{D}_d \setminus \bigcup_{\pi \neq 0} P(\pi), \]
where the union is taken over all non-zero cycles $\pi$ of vectors. The family of all (non-empty) polyhedra corresponding to this choice is called the family of cut out polyhedra of $\mathcal{D}_d^{(0)}$.

**Example 6.1** (see [4]). Let $\pi$ be a cycle of period 5 in $\mathbb{Z}^2$ given by

$$(-1, -1)^t \rightarrow (-1, 1)^t \rightarrow (2, 1)^t \rightarrow (1, -1)^t \rightarrow (-1, -1)^t.$$  
Then $P(\pi)$ gives the topmost cut out triangle in the approximation of $\mathcal{D}_2^{(0)}$ in Figure 1.

For $d = 1$, the set $\mathcal{D}_1^{(0)}$ can easily be characterized.

**Proposition 6.2** (cf. [4, Proposition 4.4]).

$$\mathcal{D}_1^{(0)} = [0, 1).$$

The proof is an easy exercise.

### §6.1. Algorithms to determine $\mathcal{D}_d^{(0)}$

To show that a given point $r \in \mathcal{D}_d$ does not belong to $\mathcal{D}_d^{(0)}$ it is sufficient to show that $\tau_r$ admits a non-trivial periodic orbit, i.e., to show that there is a polyhedron $\pi$ with $r \in P(\pi)$.

To prove the other alternative is often more difficult. We provide an algorithm (going back to Brunotte [30]) that decides whether a given $r \in \mathcal{E}_d$ is in $\mathcal{D}_d^{(0)}$ or not.

As usual, denote the standard basis vectors of $\mathbb{R}^d$ by $\{e_1, \ldots, e_d\}$.

**Definition 6.3** (Set of witnesses). A set of witnesses associated with a parameter $r \in \mathbb{R}^d$ is a set $\mathcal{V}_r$ satisfying

(i) $\{\pm e_1, \ldots, \pm e_d\} \subset \mathcal{V}_r$ and

(ii) $z \in \mathcal{V}_r$ implies that $\{\tau_r(z), -\tau_r(-z)\} \subset \mathcal{V}_r$.

The following theorem justifies the terminology “set of witnesses”.

**Theorem 6.4** (see e.g. [4, Theorem 5.1]). Choose $r \in \mathbb{R}^d$ and let $\mathcal{V}_r$ be a set of witnesses for $r$. Then

$$r \in \mathcal{D}_d^{(0)} \iff \text{for each } z \in \mathcal{V}_r \text{ there is } k \in \mathbb{N} \text{ such that } \tau^k_r(z) = 0.$$  

**Proof.** It is obvious that the left hand side of the equivalence implies the right hand side. Thus assume that the right hand side holds. Assume that $a \in \mathbb{Z}^d$ has finite SRS expansion, i.e., there exists $\ell \in \mathbb{N}$ such that $\tau^\ell_r(a) = 0$ and choose $b \in \{\pm e_1, \ldots, \pm e_d\}$. We show now that also $a + b$ has finite SRS expansion. As $\mathcal{V}_r$ is a set of witnesses, using Definition 6.3 (ii) we derive from the almost linearity condition stated in (1.6) that

$$\tau_r(a + b) \subset \tau_r(a) + \mathcal{V}_r.$$  
Iterating this for $\ell$ times and observing that $b \in \mathcal{V}_r$ holds in view of Definition 6.3 (i), we gain

$$\tau^\ell_r(a + b) \subset \tau^\ell_r(a) + \mathcal{V}_r = \mathcal{V}_r.$$
Thus our assumption implies that $a + b$ has finite SRS expansion. Since $0$ clearly has finite SRS expansion, the above argument inductively proves that $r \in D_{d}^{(0)}$. \hfill $\square$

For each $r \in E_{d}$ we can now check algorithmically whether $r \in D_{d}^{(0)}$ or not. Indeed, if $r \in E_{d}$ the matrix $R(r)$ is contractive. In view of (1.5) this implies that Algorithm 1 yields a finite set of witnesses $V_{r}$ for $r$ after finitely many steps. Since Proposition 3.1 ensures that each orbit of $\tau_{r}$ is ultimately periodic for $r \in E_{d}$, the criterion in Theorem 6.4 can be checked algorithmically for each $z \in V_{r}$.

Algorithm 1 An algorithm to calculate the set of witnesses of a parameter $r \in E_{d}$ (see [4, Section 5])

**Require:** $r \in E_{d}$

**Ensure:** A set of witnesses $V_{r}$ for $r$

$$W_{0} \leftarrow \{\pm e_{1}, \ldots, \pm e_{d}\}$$

$i \leftarrow 0$

repeat

$$W_{i+1} \leftarrow W_{i} \cup \tau_{r}(W_{i}) \cup (-\tau_{r}(-W_{i}))$$

$i \leftarrow i + 1$

until $W_{i} = W_{i-1}$

$V_{r} \leftarrow W_{i}$

We can generalize these ideas and set up an algorithm that allows to determine small regions of the set $D_{d}^{(0)}$. To this matter we define a set of witnesses for a compact set.

**Definition 6.5** (Set of witnesses for a set). Let $H \subset \mathbb{R}^{d}$ be a non-empty compact set and for $z = (z_{0}, \ldots, z_{d-1}) \in \mathbb{Z}^{d}$ define the functions

$$(6.2) \quad M(z) = \max\{-[rz] : r \in H\},$$

$$T(z) = \{(z_{1}, \ldots, z_{d-1}, j)^{t} : -M(-z) \leq j \leq M(z)\}.$$

A set $V_{H}$ is called a set of witnesses for the region $H$ if it satisfies

(i) $\{\pm e_{1}, \ldots, \pm e_{d}\} \subset V_{H}$ and

(ii) $z \in V_{H}$ implies that $T(z) \subset V_{H}$.

A graph $G_{H}$ of witnesses for $H$ is a directed graph whose vertices are the elements of a set of witnesses $V_{H}$ for $H$ and with a directed edge from $z$ to $z'$ if and only if $z' \in T(z)$.

Each cycle of a graph of witnesses $G_{H}$ is formed by a cycle of vectors (note that cycles of graphs are therefore considered to be simple in this paper). If $0$ is a vertex of $G_{H}$ then $G_{H}$ contains the cycle $0 \rightarrow 0$. We call this cycle trivial. All the other cycles in $G_{H}$ will be called non-trivial.

**Lemma 6.6** (see [4, Section 5]). The following assertions are true.
(i) A set of witnesses for \( r \) is a set of witnesses for the region \( H = \{ r \} \) and vice versa.

(ii) Choose \( r \in \mathcal{D}_d \) and let \( \mathcal{G}_H \) be a graph of witnesses for \( H = \{ r \} \). If \( r \notin \mathcal{D}_d^{(0)} \) then \( \mathcal{G}_H \) has a non-trivial cycle \( \pi \) with \( r \in P(\pi) \).

(iii) A graph of witnesses for a compact set \( H \) is a graph of witnesses for each non-empty compact subset of \( H \).

**Proof.** All three assertions are immediate consequences of Definitions 6.3 and 6.5. \( \square \)

We will use this lemma in the proof of the following result.

**Theorem 6.7** (see e.g. [4, Theorem 5.2]). Let \( H \) be the convex hull of the finite set \( \{ r_1, \ldots, r_k \} \subset \mathcal{D}_d \). If \( \mathcal{G}_H \) is a graph of witnesses for \( H \) then

\[
\mathcal{D}_d^{(0)} \cap H = H \setminus \bigcup_{\pi \in \mathcal{G}_H, \pi \neq 0} P(\pi)
\]

where the union is extended over all non-zero cycles of \( \mathcal{G}_H \). Thus the set \( \mathcal{D}_d^{(0)} \cap H \) is described by the graph \( \mathcal{G}_H \).

**Proof.** As obviously

\[
\mathcal{D}_d^{(0)} \cap H = H \setminus \bigcup_{\pi \neq 0} P(\pi) \subset H \setminus \bigcup_{\pi \in \mathcal{G}_H, \pi \neq 0} P(\pi)
\]

it suffices to prove the reverse inclusion. To this matter assume that \( r \notin \mathcal{D}_d^{(0)} \cap H \). W.l.o.g. we may also assume that \( r \in H \). Then by Lemma 6.6 (iii) the graph \( \mathcal{G}_H \) is a graph of witnesses for \( \{ r \} \). Thus Lemma 6.6 (ii) implies that \( \mathcal{G}_H \) has a non-trivial cycle \( \pi \) with \( r \in P(\pi) \) and, hence, \( r \notin H \setminus \bigcup_{\pi \in \mathcal{G}_H} P(\pi) \). \( \square \)

Theorem 6.7 is of special interest if there is an algorithmic way to construct the graph \( \mathcal{G}_H \). In this case it leads to an algorithm for the description of \( \mathcal{D}_d^{(0)} \) in the region \( H \).

To be more precise, assume that \( H \subset \mathcal{E}_d \) is the convex hull of a finite set \( r_1, \ldots, r_k \). Then the maximum \( M(z) \) in (6.2) is easily computable and analogously to Algorithm 1 we can set up Algorithm 2 to calculate the set of vertices of a graph of witnesses \( \mathcal{G}_H \) for \( H \). As soon as we have this set of vertices the edges can be constructed from the definition of a graph of witnesses. The cycles can then be determined by classical algorithms (cf. e.g. [41]).

We need to make sure that Algorithm 2 terminates. To this matter set \( I(z) = \{ sz : s \in H \} \). As \( H \) is convex, this set is an interval. Thus, given \( z \), for each \( z' \in T(z) \) we can find \( r \in H \) such that

\[
z' = r(z) = R(r)z + v \quad \text{(for some } v \text{ with } ||v||_{\infty} < 1)\)

As \( r \in \mathcal{E}_d \) we can choose a norm that makes \( R(r) \) contractive for a particular \( r \). However, in general it is not possible to find a norm that makes \( R(r) \) contractive for each \( r \in H \) unless \( H \)
Algorithm 2 An algorithm to calculate the set of witnesses of \( H \subset \mathcal{E}_d \) (see [4, Section 5])

**Require:** \( H \subset \mathcal{E}_d \) which is the convex hull of \( r_1, \ldots, r_k \)

**Ensure:** The states \( \mathcal{V}_H \) of a graph of witnesses \( \mathcal{G}_H \) for \( H \)

\[
W_0 \leftarrow \{\pm e_1, \ldots, \pm e_d\}
\]

\[
i \leftarrow 0
\]

repeat

\[
W_{i+1} \leftarrow W_i \cup T(W_i)
\]

\[
i \leftarrow i + 1
\]

until \( W_i = W_{i-1} \)

\[
\mathcal{V}_H \leftarrow W_i
\]

is small enough in diameter. Thus, in order to ensure that Algorithm 2 terminates we have to choose the set \( H \) sufficiently small.

There seems to exist no algorithmic way to determine sets \( H \) that are “small enough” to make Algorithm 2 finite. In practice one starts with some set \( H \). If the algorithm does not terminate after a reasonable amount of time one has to subdivide \( H \) into smaller subsets until the algorithm terminates for each piece. This strategy has been used so far to describe large parts of \( \mathcal{D}_2^{(0)} \) (see e.g. [8, 76]). Very recently, Weitzer [82] was able to design a new algorithm which describes \( \mathcal{D}_d^{(0)} \cap H \) for arbitrary compact sets \( H \subset \mathcal{E}_d \). He does not need any further assumptions on \( H \). Moreover, he is able to show that the set \( \mathcal{D}_2^{(0)} \) is not connected and has non-trivial fundamental group.

**Remark 6.8.** These algorithms can easily be adapted to characterize the sets \( \mathcal{D}_d^{(p)} \) used in Section 5.1 (see [47, Section 6.1]).

We conclude this section with the following fundamental problem.

**Problem 6.9.** Give a complete description for \( \mathcal{D}_d \) if \( d \geq 2 \).

\section*{6.2. The finiteness property on the boundary of \( \mathcal{E}_d \)}

Let us now focus on the relation between the sets \( \mathcal{D}_d^{(0)} \) and \( \mathcal{E}_d \). We already observed that the application of \( \tau_r \) performs a multiplication by the matrix \( R(r) \) followed by a round-off. If \( r \in \partial \mathcal{D}_d \), then \( R(r) \) has at least one eigenvalue of modulus 1. Thus multiplication by \( R(r) \) will not contract along the direction of the corresponding eigenvector \( v \). If we consider a typical (large) orbit of \( \tau_r \), it is reasonable to assume that the successive “round-off errors” will — even though they may not cancel out by the heuristics given in Section 5.4 — not always draw the orbit towards \( 0 \). This would imply that such an orbit will sometimes not end up at \( 0 \) if it starts far enough away from the origin in the direction of \( v \). More precisely, the following conjecture was stated by Akiyama et al. [5].

**Conjecture 6.10.** For \( d \in \mathbb{N} \) we have

\[
\mathcal{D}_d^{(0)} \subset \mathcal{E}_d.
\]
In other words: Let \( r \in \mathbb{R}^d \). If \( \tau_r \) has the finiteness property then, according to the conjecture, each of the eigenvalues of \( R(r) \) has modulus strictly less than one. Since by Proposition 3.1 we have \( \mathcal{D}_d^{(0)} \subset \mathcal{D}_d \subset \mathcal{E}_d \) it remains to check all parameters \( r \) giving rise to a matrix \( R(r) \) whose eigenvalues have modulus at most one with equality in at least one case. Therefore Conjecture 6.10 is equivalent to

\[
\mathcal{D}_d^{(0)} \cap \partial \mathcal{D}_d = \emptyset.
\]

This is of course trivially true for \( d = 1 \) (see Proposition 6.2). It has been proved for \( d = 2 \) by Akiyama et al. [8] (see Corollary 4.2). In the proofs for the cases \( d = 1 \) and \( d = 2 \) for all \( r \in \mathcal{E}_d \), explicit orbits that do not end up at 0 are constructed. For \( d = 3 \) this seems no longer possible for all parameters \( r \in \partial \mathcal{E}_d \). Nevertheless Brunotte and the authors could settle the instance \( d = 3 \).

**Theorem 6.11 (cf. [32]).**

\[
\mathcal{D}_3^{(0)} \subset \mathcal{E}_3.
\]

In the following we give a very rough outline of the idea of the proof. In Figure 2 we see the set \( \mathcal{E}_3 \). The boundary of this set can be decomposed according to (3.6). Moreover, the following parameterizations hold (see [47])

\[
(6.3) \quad E_3^{(1)} = \{(s, s + t + st, st + t + 1) : -1 \leq s, t \leq 1\},
\]

\[
(6.4) \quad E_3^{(-1)} = \{(-s, s - t - st, st + t - 1) : -1 \leq s, t \leq 1\}, \quad \text{and}
\]

\[
(6.5) \quad E_3^{(C)} = \{(t, st + 1, s + t) : -2 < s < 2, -1 \leq t \leq 1\}.
\]

The sets \( E_3^{(1)} \) and \( E_3^{(-1)} \) can be treated easily, see Proposition 6.12 (i) and (ii). The more delicate instance is constituted by the elements of \( E_3^{(C)} \). Here the decomposition of the parameter region depicted in Figure 13 is helpful.

Whereas for several subregions it is again possible to explicitly construct non-trivial cycles as in the instances mentioned above, this seems no longer the case e.g. for the regions labelled 1, 2, 3 or 5 in Figure 13. Here the following idea can be applied. For the parameters in the regions
in question it can be proved that for large $n$ the set $\tau^{-n}_r(0)$, where $\tau^{-1}_r$ denotes the preimage of $\tau_r$, has finite intersection with a subspace that is bounded by two hyperplanes. Thereby it can be concluded that some elements of this subspace belong to periodic orbits of $\tau_r$ that do not end up at 0 without constructing these orbits explicitly.

Pethő [62] has studied the instance of the latter problem where some eigenvalues of $R(r)$ are roots of unity. In the following proposition we give a summary of the partial results known for arbitrary dimensions.

**Proposition 6.12.** Assume that $r = (r_0, \ldots, r_{d-1}) \in \partial \mathcal{D}_d$. Then $r \not\in \mathcal{D}_d^{(0)}$ holds if one of the following conditions is true.

(i) $r \in E_d^{(1)}$.

(ii) $r \in E_d^{(-1)}$.

(iii) $r_0 < 0$.

(iv) Each root of $\chi_r$ has modulus 1.

(v) There is a Salem number $\beta$ such that $(X - \beta)\chi_r(X)$, with $\chi_r$ as in (1.4), is the minimal polynomial of $\beta$ over $\mathbb{Z}$.

(vi) $r = (\pm 1/p_0, \frac{p_{d-1}}{p_0}, \ldots, \frac{p_1}{p_0})$ with $p_0, \ldots, p_{d-1} \in \mathbb{Z}$.

**Remark 6.13.** Item (iii) is a special case of [9, Theorem 2.1]. Item (v) is a restatement of the fact that beta expansions w.r. to Salem numbers never satisfy property (F), see e.g. [25, Section 2] or [35, Lemma 1(b)]. Item (vi) is equivalent to the fact that CNS polynomials satisfying the finiteness property need to be expanding (cf. [61, Theorem 6.1]; see also [52]).

**Proof.** In Item (i) we have that $r_0 + \cdots + r_{d-1} = -1$. Thus, choosing $z = (n, \ldots, n)^t \in \mathbb{Z}^d$ we get that

$$\tau_r(z) = (n, \ldots, n, -[rz])^t = (n, \ldots, n, -[n(r_0 + \cdots + r_{d-1})])^t = (n, \ldots, n)^t$$

which exhibits a non-trivial cycle for each $n \neq 0$. Similarly, in Item (ii), we use the fact that $r_0 - r_1 + r_2 - \cdots + (-1)^{d-1}r_{d-1} = (-1)^{d-1}$ in order to derive $\tau^2_r(z) = z$ for each $z = (n, -n, \ldots, (-1)^{d-1}n)^t \in \mathbb{Z}^d$.

To prove Item (iii) one shows that for $r_0 < 0$ there is a half-space whose elements cannot have orbits ending up in 0.

To show that the result holds when (iv) is in force, observe that this condition implies that $r_0 \in \{-1, 1\}$. This immediately yields $\tau^{-1}_r(0) = \{0\}$ and, hence, no orbit apart from the trivial one can end up in 0.

In the proof of (v) one uses that a Salem number $\beta$ has the positive conjugate $\beta^{-1}$. As in (iii) this fact allows to conclude that there is a half-space whose elements cannot have orbits ending up in 0.
§ 7. The geometry of shift radix systems

§ 7.1. SRS tiles

Let us assume that the matrix $R(r)$ is contractive and $r$ is reduced in the sense that $r$ does not include leading zeros. Then, as it was observed by Berthé et al. [21] the mapping $\tau_r$ can be used to define so-called SRS tiles in analogy with the definition of tiles for other dynamical systems related to numeration (cf. e.g. [3, 19, 20, 40, 43, 63, 69, 78]). As it will turn out some of these tiles are related to CNS tiles and beta-tiles in a way corresponding to the conjugacies established already in Section 2. Formally we have the following objects.

**Definition 7.1 (SRS tile).** Let $r = (r_0, \ldots, r_{d-1}) \in \mathcal{E}_d$ with $r_0 \neq 0$ and $x \in \mathbb{Z}^d$ be given. The set

$$\mathcal{T}_r(x) = \lim_{n \to \infty} R(r)^n \tau_r^{-n}(x)$$

(where the limit is taken with respect to the Hausdorff metric) is called the *SRS tile associated with $r$*. $\mathcal{T}_r(0)$ is called the *central SRS tile associated with $r$ located at $x$*.

In other words in order to build $\mathcal{T}_r(x)$, the vectors are considered whose SRS expansion coincides with the expansion of $x$ up to an added finite prefix and afterwards the expansion is renormalized. We mention that the existence of this limit is not trivially true but can be assured by using the contractivity of the operator $R(r)$.

**Example 7.2.** Let $r = \left(\frac{4}{5}, -\frac{49}{50}\right)$. Approximations of the tile $\mathcal{T}_r(0)$ are illustrated in Figure 14.

The following Proposition summarizes some of the basic properties of SRS tiles.

**Proposition 7.3 (cf. [21, Section 3]).** For each $r = (r_0, \ldots, r_{d-1}) \in \mathcal{E}_d$ with $r_0 \neq 0$ we have the following results.

- $\mathcal{T}_r(x)$ is compact for all $x \in \mathbb{Z}^d$.
- The family $\{\mathcal{T}_r(x) : x \in \mathbb{Z}^d\}$ is locally finite.
- $\mathcal{T}_r(x)$ satisfies the set equation

$$\mathcal{T}_r(x) = \bigcup_{y \in \tau_r^{-1}(x)} R(r)\mathcal{T}_r(y).$$

- The collection $\{\mathcal{T}_r(x) : x \in \mathbb{Z}^d\}$ covers $\mathbb{R}^d$, i.e.,

$$(7.1) \quad \bigcup_{x \in \mathbb{Z}^d} \mathcal{T}_r(x) = \mathbb{R}^d.$$
Figure 14. Approximations of $T_r(0)$ for the parameter $r = \left(\frac{4}{5}, -\frac{49}{50}\right)$: the images show $R(r)^k T_r^{-k}(0)$ for $k = 1, 6, 16, 26, 36, 46$.

**Sketch of the proof.** With respect to compactness observe first that Hausdorff limits are closed by definition. Using inequality (3.1) it follows that every $T_r(x), x \in \mathbb{Z}^d$, is contained in the closed ball of radius $R$ with center $x$ where

$$
R := \sum_{n=0}^{\infty} \|R(r)^n(0, \ldots, 0, 1)^T\| \leq \frac{\|(0, \ldots, 0, 1)^T\|}{1 - \tilde{\rho}}
$$

which establishes boundedness.

Since $T_r(x)$ is uniformly bounded in $x$ and the set of “base points” $\mathbb{Z}^d$ is a lattice, we also get that the family of SRS tiles $\{T_r(x) : x \in \mathbb{Z}^d\}$ is *locally finite*, that is, any open ball intersects only a finite number of tiles of the family.

In order to establish the set equation observe that

$$
T_r(x) = \lim_{n \to \infty} R(r)^n T_r^{-n}(x) = R(r) \lim_{n \to \infty} \bigcup_{y \in T_r^{-1}(x)} R(r)^{n-1} T_r^{-n+1}(y)
$$

$$
= R(r) \bigcup_{y \in T_r^{-1}(x)} \lim_{n \to \infty} R(r)^{n-1} T_r^{-n+1}(y) = R(r) \bigcup_{y \in T_r^{-1}(x)} T_r(y).
$$

It remains to prove the covering property. The lattice $\mathbb{Z}^d$ is obviously contained in the union in (7.1). Thus, by the set equation, the same is true for $R(r)^k \mathbb{Z}^d$ for each $k \in \mathbb{N}$. By the
contractivity of $R(r)$, compactness of $\mathcal{T}_r(x)$, and local finiteness of $\{\mathcal{T}_r(x) : x \in \mathbb{Z}^d\}$ the result follows.

In the following we analyze the specific role of the central tile (cf. [21]). Since $0 \in \tau_r^{-1}(0)$ holds for each $r \in \mathcal{E}_d$, the origin is always an element of the central tile. However, the question whether or not $0$ is contained exclusively in the central tile plays an important role in numeration. In the case of beta-numeration, $0$ is contained exclusively in the central beta-tile (see Definition 7.16 below) if and only if property (F) (compare (2.4)) is satisfied ([3, 35]), and a similar criterion holds for CNS (cf. [16]). It turns out that there is a corresponding characterization for SRS with finiteness property (see [21]).

**Definition 7.4** (Purely periodic point). Let $r \in \mathbb{R}^d$. An element $z \in \mathbb{Z}^d$ is called purely periodic point if $\tau_r^p(z) = z$ for some $p \geq 1$.

Then we have the announced characterization.

**Theorem 7.5** (see [21, Theorem 3.10]). Let $r = (r_0, \ldots, r_{d-1}) \in \mathcal{E}_d$ with $r_0 \neq 0$ and $x \in \mathbb{Z}^d$. Then $0 \in \mathcal{T}_r(x)$ if and only if $x$ is purely periodic. There are only finitely many purely periodic points.

**Sketch of the proof.** In order to establish that pure periodicity of $x$ implies that $0 \in \mathcal{T}_r(x)$ observe first that by assumption we have $x = \tau_r^{k_0}(x)$. By the contractivity of the operator $R(r)$ it follows that $0 = \lim_{p \to \infty} R(r)^{kp}x \in \mathcal{T}_r(x)$.

With respect to the other direction observe that by the set equation there is a sequence $(z_n)_{n \geq 1}$ with $z_n = \tau_r^{-n}(x)$ and $0 \in R(r)^{kn}\mathcal{T}_r(z_n)$. Thus $0 \in \mathcal{T}_r(z_n)$. Therefore by the local finiteness of $\{\mathcal{T}_r(x) : x \in \mathbb{Z}^d\}$ there are $n, k \in \mathbb{N}$ such that $z_n = z_{n+k}$, hence $x = \tau_r^k(x)$.

Observing the proof of the last proposition it follows that only points $x \in \mathbb{Z}^d$ with $\|x\| \leq R$ with $R$ as it (7.2), can be purely periodic. Note that the latter property was already proved in [4].

There is an immediate consequence of the last theorem for SRS with finiteness property (see [21]).

**Corollary 7.6.** Let $r = (r_0, \ldots, r_{d-1}) \in \mathcal{E}_d$ with $r_0 \neq 0$ be given. Then $r \in \mathcal{D}_d^{(0)}$ if and only if $0 \in \mathcal{T}_r(0) \setminus \bigcup_{y \neq 0} \mathcal{T}_r(y)$.

In particular, for $r \in \mathcal{D}_d^{(0)}$ the central tile $\mathcal{T}_r(0)$ has non-empty interior. Nevertheless the following example demonstrates that the interior of $\mathcal{T}_r(x)$ may be empty for certain choices of $r$ and $x$.

**Example 7.7** (see [21]). Let $r = (\frac{9}{10}, -\frac{11}{20})$. Then, with the points

$z_1 = (-1, -1)^t$, $z_2 = (-1, 1)^t$, $z_3 = (1, 2)^t$, $z_4 = (2, 1)^t$, $z_5 = (1, -1)^t$,

we have the cycle

$\tau_r : z_1 \mapsto z_2 \mapsto z_3 \mapsto z_4 \mapsto z_5 \mapsto z_1$. 

Thus, each of these points is purely periodic. By direct calculation we see that
\[ \tau_{r}^{-1}(z_{1}) = \{(1, -1)^{t}\} = \{z_{5}\}, \]
and similarly \( \tau_{r}^{-1}(z_{i}) = \{z_{i-1}\} \) for \( i \in \{2, 3, 4, 5\} \). Therefore, every tile \( T_{r}(z_{i}) \) with \( i \in \{1, 2, 3, 4, 5\} \), consists of the single point \( 0 \).

\[ \frac{3}{2} \]

§ 7.2. Tiling properties of SRS tiles

We saw in Proposition 7.3 that the collection \( \{T_{r}(x) : x \in \mathbb{Z}^{d}\} \) is a covering of \( \mathbb{R}^{d} \). In [21] and [75] tiling properties of SRS tiles are proved. In the present section we review these results. As their proofs are involved we refrain from reproducing them here and confine ourselves to mention some main ideas.

We start with a basic definition (cf. [21, Definition 4.1]).

**Definition 7.8** (Weak \( m \)-tiling). Let \( \mathcal{K} \) be a locally finite collection of subsets of \( \mathbb{R}^{d} \) that cover \( \mathbb{R}^{d} \). The covering degree of \( \mathcal{K} \) is given by the number
\[ \min\{\#\{K \in \mathcal{K} : t \in K\} : t \in \mathbb{R}^{d}\}. \]
The collection \( \mathcal{K} \) is called a weak \( m \)-tiling if its covering degree is \( m \), and \( \bigcap_{j=1}^{m+1} \text{int}(K_j) = \emptyset \) for each choice of pairwise disjoint elements \( K_{1}, \ldots, K_{m+1} \) of \( \mathcal{K} \). A weak 1-tiling is called a weak tiling.

There are several reasons why we emphasize on weak tilings. For a collection \( \mathcal{K} \) of subsets of \( \mathbb{R}^{d} \) to be a tiling one commonly assumes that

- each \( K \in \mathcal{K} \) is the closure of its interior,
- \( \mathcal{K} \) contains only finitely many different elements up to translation, and
- the \( d \)-dimensional Lebesgue measure of \( \partial K \) is zero for each \( K \in \mathcal{K} \).

In our setting, namely for the collection \( \{T_{r}(x) : x \in \mathbb{Z}^{d}\} \), we already saw in Example 7.7 that there exist elements having no inner points. Moreover, for some parameters we get infinitely many different shapes of the tiles \( T_{r}(x) \), so that we do not have finiteness up to translation (this is the case for instance for the SRS parameter \( r = -\frac{2}{3} \) associated with the \( \frac{2}{3} \)-number system, see Example 7.24). Finally, in general, there seems to exist no known proof for the fact that the boundary of \( T_{r}(x) \) has measure zero (although we conjecture this to be true).

We start with a tiling result that is contained in [21, Theorem 4.6].

**Theorem 7.9.** Let \( r = (r_{0}, \ldots, r_{d-1}) \in \mathcal{E}_{d} \) with \( r_{0} \neq 0 \) be given and assume that \( r \) satisfies one of the following conditions.

- \( r \in \mathbb{Q}^{d} \), or
- \( (X - \beta)(X^{d} + r_{d-1}X^{d-1} + \cdots + r_{0}) \in \mathbb{Z}[X] \) for some \( \beta > 1 \), or
• \( r_0, \ldots, r_{d-1} \) are algebraically independent over \( \mathbb{Q} \).

Then the collection \( \{ \mathcal{T}_r(x) : x \in \mathbb{Z}^d \} \) is a weak \( m \)-tiling for some \( m \in \mathbb{N} \).

If \( K \) is a covering of degree \( m \), then an \( m \)-exclusive point is a point that has a neighborhood \( U \) such that each \( x \in U \) is covered by exactly \( m \) elements of \( K \). The proof of Theorem 7.9 is technical and deals with the construction of a dense set of \( m \)-exclusive points. To prove that a given parameter satisfying the conditions of Theorem 7.9 actually induces a weak tiling it is obviously sufficient to exhibit a single 1-exclusive point. For a given example this can often be done algorithmically. If \( r \in \mathcal{D}_d^{(0)} \), Corollary 7.6 and Theorem 7.9 can be combined to the following tiling result.

**Corollary 7.10** (see [21, Corollary 4.7]). Let \( r = (r_0, \ldots, r_{d-1}) \in \mathcal{D}_d^{(0)} \cap \mathcal{E}_d \) with \( r_0 \neq 0 \).

If \( r \) satisfies one of the three items listed in the statement of Theorem 7.9, then the collection \( \{ \mathcal{T}_r(x) : x \in \mathbb{Z}^d \} \) is a weak tiling.

In [75], for rational vectors \( r \) a tiling result without restrictions was established.

**Theorem 7.11.** Let \( r = (r_0, \ldots, r_{d-1}) \in \mathcal{E}_d \) have rational coordinates and assume that \( r_0 \neq 0 \). Then \( \{ \mathcal{T}_r(x) : x \in \mathbb{Z}^d \} \) is a weak tiling of \( \mathbb{R}^d \).

The proof of this theorem is quite elaborate. Extending a theorem of Lagarias and Wang [54], in [75] a tiling theorem for so-called rational self-affine tiles is proved. These tiles are defined as subsets of \( \mathbb{R}^d \times \prod_p K_p \), where \( K_p \) are completions of a number field \( K \) that is defined in terms of the roots of the characteristic polynomial of \( R(r) \). As the intersection of these tiles with the “Euclidean part” \( \mathbb{R}^d \times \prod_p \{0\} \) of the representation space turn out to be SRS tiles corresponding to rational parameters, this tiling theorem can be used to prove Theorem 7.11.

In the one-dimensional case the situation becomes much easier and we get the following result (here we identify the vector \( r \) with the scalar \( r \); see [21, Theorem 4.9 and its proof]).

**Theorem 7.12.** Let \( r \in \mathcal{E}_1 \setminus \{0\} \). Then \( \{ \mathcal{T}_r(x) : x \in \mathbb{Z} \} \) is a tiling whose elements are intervals. In particular,

\[
\bigcup_{x \in \mathbb{Z}} \mathcal{T}_r(x) = \mathbb{R} \quad \text{with} \quad \#(\mathcal{T}_r(x) \cap \mathcal{T}_r(x')) \in \{0, 1\} \quad \text{for distinct } x, x' \in \mathbb{Z}.
\]

**Proof.** We confine ourselves to \( r > 0 \) (the case \( r < 0 \) can be treated similar). Choose \( x, y \in \mathbb{Z} \) with \( x_0 < y_0 \). By the definition of \( \tau_r \) we get that \( -x_1 < -y_1 \) for all \( x_1 \in \tau_r^{-1}(x_0) \) and all \( y_1 \in \tau_r^{-1}(y_0) \). Iterating this for \( k \) times and multiplying by \( R(r)^k = (-r)^k \) we obtain that

\[
x > R(r)^k \tau_r^{-k}(x_0), \quad y < R(r)^k \tau_r^{-k}(y_0)
\]

implies that \( x < y \).

Taking the Hausdorff limit for \( k \rightarrow \infty \), the result follows by the definition of SRS tiles and taking into account the fact that \( \{ \mathcal{T}_r(x) : x \in \mathbb{Z} \} \) is a covering of \( \mathbb{R} \) by Proposition 7.3.

There are natural questions related to the results of this subsection. Although it seems to be unknown whether the collection \( \{ \mathcal{T}_r(x) : x \in \mathbb{Z}^d \} \) forms a weak \( m \)-tiling for some \( m \) for each \( r \in \mathcal{E}_d \) we conjecture the following stronger result (which also contains the Pisot conjecture for beta-tiles, see e.g. [18, Section 7]).
Conjecture 7.13. Let \( \mathbf{r} = (r_0, \ldots, r_{d-1}) \in \mathcal{E}_d \) with \( r_0 \neq 0 \). Then \( \{ \mathcal{T}_{\mathbf{r}}(\mathbf{x}) : \mathbf{x} \in \mathbb{Z}^d \} \) is a weak tiling of \( \mathbb{R}^d \).

Moreover, we state the following conjecture on the boundary of SRS tiles.

Conjecture 7.14. Let \( \mathbf{r} = (r_0, \ldots, r_{d-1}) \in \mathcal{E}_d \) with \( r_0 \neq 0 \). Then the \( d \)-dimensional Lebesgue measure of \( \partial \mathcal{T}_{\mathbf{r}}(\mathbf{x}) \) is zero for each \( \mathbf{x} \in \mathbb{Z}^d \).

Finally, we state a problem related to the connectivity of central SRS tiles (see also [21, Section 7]). For \( d \in \mathbb{N} \) define the Mandelbrot set

\[
\mathcal{M}_d = \{ \mathbf{r} \in \mathcal{E}_d : \mathcal{T}_{\mathbf{r}}(0) \text{ is connected} \}.
\]

It is an easy consequence of Theorem 7.12 that \( \mathcal{M}_1 = (-1,1) \). However, we do not know anything about \( \mathcal{M}_d \) in higher dimensions.

Problem 7.15. Describe the Mandelbrot sets \( \mathcal{M}_d \) for \( d \geq 2 \).

§7.3. SRS tiles and their relations to beta-tiles and self-affine tiles

Let \( \beta \) be a Pisot number and write the minimal polynomial of \( \beta \) as

\[
(X - \beta)(X^d + r_{d-1}X^{d-1} + \cdots + r_0) \in \mathbb{Z}[X].
\]

Let \( \mathbf{r} = (r_0, \ldots, r_{d-1}) \). Then, for every \( \mathbf{x} \in \mathbb{Z}^d \), the SRS tile associated with \( \beta \) is the set

\[
\mathcal{T}_{\mathbf{r}}(\mathbf{x}) = \lim_{n \to \infty} R(\mathbf{r})^n \tau_r^{-n}(\mathbf{x}),
\]

with \( R(\mathbf{r}) \) as in (1.3).

The conjugacy between \( T_\beta \) and \( \tau_r \) proved in Proposition 2.4 suggests that there is some relation between the SRS tiles \( \mathcal{T}_{\mathbf{r}}(\mathbf{x}), \mathbf{x} \in \mathbb{Z}^d \), and the tiles associated with beta-numeration (which have been studied extensively in the literature, see e.g. [3, 63]). We recall the definition of these “beta-tiles”.

Let \( \beta_1, \ldots, \beta_d \) be the Galois conjugates of \( \beta \), numbered in a way that \( \beta_1, \ldots, \beta_r \in \mathbb{R}, \beta_{r+1} = \overline{\beta_{r+s+1}}, \ldots, \beta_{r+s} = \overline{\beta_{r+2s}} \in \mathbb{C}, \ d = r + 2s \). Let further \( x^{(j)} \) be the corresponding conjugate of \( x \in \mathbb{Q}(\beta), 1 \leq j \leq d \), and \( \Xi_\beta : \mathbb{Q}(\beta) \to \mathbb{R}^d \), be the map

\[
x \mapsto (x^{(1)}, \ldots, x^{(r)}, \Re(x^{(r+1)}), \Im(x^{(r+1)}), \ldots, \Re(x^{(r+s)}), \Im(x^{(r+s)})).
\]

Then we have the following definition.

Definition 7.16 (Beta-tile, see [3, 21, 78]). For \( x \in \mathbb{Z}[\beta] \cap [0,1) \), the beta-tile is the (compact) set

\[
\mathcal{R}_\beta(x) = \lim_{n \to \infty} \Xi_\beta(\beta^n T_\beta^{-n}(x)).
\]

The integral beta-tile is the (compact) set

\[
\mathcal{S}_\beta(x) = \lim_{n \to \infty} \Xi_\beta(\beta^n (T_\beta^{-n}(x) \cap \mathbb{Z}[\beta])).
\]
With these definitions it holds that $t \in R_\beta(x)$ if and only if there exist $c_k \in \mathbb{Z}$ with

$$t = \Xi_\beta(x) + \sum_{k=1}^{\infty} \Xi_\beta(\beta^{k-1}c_k), \quad \frac{c_n}{\beta^n} + \cdots + \frac{c_1}{\beta} + \frac{x}{\beta^n} \in [0, 1) \forall n \geq 1,$$

and $t \in S_\beta(x)$ if and only if there exist $c_k \in \mathbb{Z}$ with

$$t = \Xi_\beta(x) + \sum_{k=1}^{\infty} \Xi_\beta(\beta^{k-1}c_k), \quad \frac{c_n}{\beta^n} + \cdots + \frac{c_1}{\beta} + \frac{x}{\beta^n} \in [0, 1) \cap \mathbb{Z}[\beta] \forall n \geq 1.$$

Observe that the “digits” $c_k$ fulfill the greedy condition, compare (2.2). The following result shows how SRS-tiles are related to integral $\beta$-tiles by a linear transformation.

**Theorem 7.17** (cf. [21, Theorem 6.7]). Let $\beta$ be a Pisot number with minimal polynomial $(X - \beta)(X^d + r_{d-1}X^{d-1} + \cdots + r_0)$ and $d = r + 2s$ Galois conjugates $\beta_1, \ldots, \beta_r \in \mathbb{R}$, $\beta_{r+1}, \ldots, \beta_{r+2s} \in \mathbb{C} \setminus \mathbb{R}$, ordered such that $\beta_{r+1} = \overline{\beta_{r+s+1}}, \ldots, \beta_{r+s} = \overline{\beta_{r+2s}}$. Let

$$X^d + r_{d-1}X^{d-1} + \cdots + r_0 = (X - \beta_j)(X^{d-1} + q_{d-2}^{(j)}X^{d-2} + \cdots + q_0^{(j)})$$

for $1 \leq j \leq d$ and

$$U = \begin{pmatrix}
q_0^{(1)} & q_1^{(1)} & \cdots & q_{d-2}^{(1)} & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
q_{d-1}^{(r)} & q_{d-r}^{(r)} & \cdots & q_2^{(r)} & 1 \\
\mathcal{R}(q_0^{(r+1)}) & \mathcal{R}(q_1^{(r+1)}) & \cdots & \mathcal{R}(q_{d-2}^{(r+1)}) & 0 \\
\mathcal{I}(q_0^{(r+1)}) & \mathcal{I}(q_1^{(r+1)}) & \cdots & \mathcal{I}(q_{d-2}^{(r+1)}) & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\mathcal{R}(q_0^{(r+s)}) & \mathcal{R}(q_1^{(r+s)}) & \cdots & \mathcal{R}(q_{d-2}^{(r+s)}) & 1 \\
\mathcal{I}(q_0^{(r+s)}) & \mathcal{I}(q_1^{(r+s)}) & \cdots & \mathcal{I}(q_{d-2}^{(r+s)}) & 0
\end{pmatrix} \in \mathbb{R}^{d \times d}.$$

Then we have

$$S_\beta(\{rx\}) = U(R(r) - \beta I_d)T_r(x)$$

for every $x \in \mathbb{Z}^d$, where $r = (r_0, \ldots, r_{d-1})$ and $I_d$ is the d-dimensional identity matrix.

We omit the technical proof that, obviously, makes use of the conjugacy in Proposition 2.4 and refer the reader to [21]. One reason for the technical difficulties come from the fact that although the integral beta-tile associated with $T_r(x)$ is given by $S_\beta(\{rx\}) = U(R(r) - \beta I_d)T_r(x)$, its “center” is $\Xi_\beta(\{rx\}) = U(\tau_r(x) - \beta x) = U(R(r) - \beta I_d)x + U(0, \ldots, 0, \{rx\})$. Thus Corollary 7.10 implies that the collection $\{T_r(x) : x \in \mathbb{Z}^d\}$ induces a tiling of $\mathbb{R}^2$. On the right hand side of Figure 15 a patch of this tiling is depicted. In view of Theorem 7.17 the beta-tiles associated with $\beta_1$ also form a tiling which can be obtained from the SRS tiling just by an affine transformation.

**Example 7.18.** Let $\beta_1$ be the Pisot unit given by the dominant root of $X^3 - X^2 - X - 1$. According to Proposition 2.4 the associated SRS parameter is $r = (1/\beta_1, \beta_1 - 1)$. Using the algorithm based on Theorem 6.4 one can easily show that $r \in D_2^{(0)}$. Thus Corollary 7.10 implies that the collection $\{T_r(x) : x \in \mathbb{Z}^d\}$ induces a tiling of $\mathbb{R}^2$. On the right hand side of Figure 15 a patch of this tiling is depicted. In view of Theorem 7.17 the beta-tiles associated with $\beta_1$ also form a tiling which can be obtained from the SRS tiling just by an affine transformation.
Figure 15. Two patches of tilings induced by SRS tiles: the left figure shows the tiling associated with the parameter $r = (1/\beta_1, \beta_1 - 1)$ where $\beta_1$ is the Pisot unit given by $\beta_1^3 = \beta_1^2 + \beta_1 + 1$. It is an affine image of the tiling induced by the (integral) beta-tiles associated with the Pisot unit $\beta_1$. The central tile is the classical Rauzy fractal. The right patch corresponds to the parameter $r = (2/\beta_2, \beta_2 - 2)$ where $\beta_2$ is the (non-unit) Pisot number given by $\beta_2^3 = 2\beta_2^2 + 2\beta_2 + 2$. It can also be regarded as (an affine transformation of) the tiling induced by the integral beta-tiles associated with $\beta_2$. 
Similarly, let $\beta_2$ be the (non-unit) Pisot root of $X^3 - 2X^2 - 2X - 2$. Proposition 2.4 yields the associated SRS parameter $r = (2/\beta_2, \beta_2 - 2)$. Again, one can check that $r \in \mathcal{D}_2^{(0)}$, and the resulting tiling is depicted on the right hand side of Figure 15. As $\beta_2$ is not a unit, the structure of this tiling turns out to be more involved.

**Proposition 7.19** (compare [3, 73]). If $\beta$ is a Pisot unit ($\beta^{-1} \in \mathbb{Z}[\beta]$), then

(i) $\mathcal{R}_\beta(x) = \mathcal{S}_\beta(x)$ for every $x \in \mathbb{Z}[\beta] \cap [0, 1)$,

(ii) we have only finitely many tiles up to translation,

(iii) the boundary of each tile has zero Lebesgue measure,

(iv) each tile is the closure of its interior,

(v) $\{\mathcal{S}_\beta(x) : x \in \mathbb{Z}[\beta] \cap [0, 1)\}$ forms a tiling of $\mathbb{R}^d$, if

(vi) $\{\mathcal{S}_\beta(x) : x \in \mathbb{Z}[\beta] \cap [0, 1)\}$ forms a tiling iff (W) holds:

for every $x \in \mathbb{Z}[\beta] \cap [0, 1)$ and every $\epsilon > 0$, there exists some $y \in [0, \epsilon)$ with finite beta-expansion such that $x + y$ has finite beta-expansion.

**Proof.** Since $T_\beta^{-1}(\mathbb{Z}[\beta]) \subset \mathbb{Z}[1/\beta] = \mathbb{Z}[\beta]$ holds for a Pisot unit $\beta$, Assertion (i) is an immediate consequence of the definition. Assertion (ii) is contained in [3, Lemma 5], Assertion (iii) is proved in [22, Theorem 5.3.12], and Assertion (iv) is contained in [73, Theorem 4.1] (both of these results are stated in terms of substitutions rather than beta-expansions). The tiling properties are proved in [3]; property (W) has been further studied e.g. in [14].

In the following we turn our attention to tiles associated with expanding polynomials. Here Proposition 2.10 suggests a relation between certain SRS tiles and the self-affine tiles associated with expanding monic polynomials defined as follows.

**Definition 7.20** (Self-affine tile, cf. [43]). Let $A(X) = X^d + a_{d-1}X^{d-1} + \cdots + a_0 \in \mathbb{Z}[X]$ be an expanding polynomial and $B$ the transposed companion matrix with characteristic polynomial $A$.

$$\mathcal{F} := \left\{ t \in \mathbb{R}^d : t = \sum_{i=0}^{\infty} B^{-i}(c_i, 0, \ldots, 0)^t, c_i \in \mathcal{N} \right\}$$

($\mathcal{N} = \{0, \ldots, |a_0| - 1\}$) is called the self-affine tile associated with $A$.

For this class of tiles the following properties hold.

**Proposition 7.21** ([43, 54, 81]).

(i) $\mathcal{F}$ is compact and self-affine.

(ii) $\mathcal{F}$ is the closure of its interior.
(iii) \( \{ \mathbf{x} + \mathcal{F} : \mathbf{x} \in \mathbb{Z}^d \} \) induces a (multiple) tiling of \( \mathbb{R}^d \). If \( A \) is irreducible \( \{ \mathbf{x} + \mathcal{F} : \mathbf{x} \in \mathbb{Z}^d \} \) forms a tiling of \( \mathbb{R}^d \).

**Proof.** Assertion (i) is an immediate consequence of the definition of \( \mathcal{F} \); see for instance [43]. In particular, note that \( \mathcal{F} = \bigcup_{c \in \mathcal{N}} B^{-1}(\mathcal{F} + (c, 0, \ldots, 0)^t) \) where \( B = VR(\mathbf{r})^{-1}V^{-1} \) with

\[
(7.3) \quad \mathbf{r} = \left( \frac{1}{a_0}, \frac{a_{d-1}}{a_0}, \ldots, \frac{a_1}{a_0} \right) \quad \text{and} \quad V = \begin{pmatrix} 1 & a_{d-1} & \cdots & a_1 \\ 0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & a_{d-1} \\ 0 & \cdots & 0 & 1 \end{pmatrix}.
\]

To prove Assertion (ii) one first shows that \( \mathcal{F} + \mathbb{Z}^d \) forms a covering of \( \mathbb{R}^d \). From this fact a Baire type argument yields that \( \text{int}(\mathcal{F}) \neq \emptyset \). Using this fact the self-affinity of \( \mathcal{F} \) yields (ii), see [81, Theorem 2.1]. In assertion (iii) the multiple tiling property is fairly easy to prove, the tiling property is hard to establish and was shown in [54] in a more general context. \( \square \)

There is a close relation between the tile \( \mathcal{F} \) and the central SRS-tile studied above.

**Theorem 7.22.** Let \( A(X) = X^d + a_{d-1}X^{d-1} + \cdots + a_0 \in \mathbb{Z}[X] \) be an expanding polynomial. For all \( \mathbf{x} \in \mathbb{Z}^d \) we have

\[
\mathcal{F} = V\mathcal{T}_\mathbf{r}(\mathbf{0}), \quad \mathbf{x} + \mathcal{F} = V\mathcal{T}_\mathbf{r}(V^{-1}(\mathbf{x}))
\]

where \( V \) is given in (7.3).

The result follows immediately from [21, Corollary 5.14].

**Example 7.23.** Continuing Example 2.12, let \( X^2 + 2X + 2 \) be given. The self-affine tile associated with this polynomial is Knuth’s famous twin dragon. In view of Proposition 2.10, the associated SRS parameter is \( \mathbf{r} = (\frac{1}{2}, 1) \). Using Theorem 6.4 we see that \( \mathbf{r} \in \mathcal{D}^{(0)}_2 \), and Corollary 7.10 can be invoked to show that the associated SRS tiles induce a tiling (see the left side of Figure 16). According to Theorem 7.22 this tiling is an affine transformation of the tiling \( \mathcal{F} + \mathbb{Z}^d \).

Starting with the non-monic polynomial \( 2X^2 + 3X + 3 \) we get \( \mathbf{r} = (\frac{2}{3}, 1) \) and the tiling depicted on the right side of Figure 16. We mention that also in the case of non-monic polynomials we have a tiling theory. These so-called Brunotte tiles are defined and discussed in [21, Section 5].

We conclude this section with a continuation of Example 2.11.

**Example 7.24** (The \( \frac{3}{2} \)-number system, continued). As shown in Example 2.11 the \( \frac{3}{2} \)-number system defined in [10] is conjugate to the SRS \( \tau_{-2/3} \). It has been shown in [21, Section 5.4] that the tiling (see Theorem 7.12) induced by the associated SRS tiles

\[
(7.4) \quad \{ \mathcal{T}_{-2/3}(x) : x \in \mathbb{Z} \}
\]
Figure 16. Two patches of tiles induced by SRS tiles: the left figure shows the tiling associated with the parameter $r = (1/2, 1)$. It is an affine image of the tiling induced by the CNS defined by $X^2 + 2X + 2$. The central tile is Knuth’s twin dragon. The right patch corresponds to the parameter $r = (2/3, 1)$. It can also be regarded as the Brunotte tiling associated with the non-monic expanding polynomial $2X^2 + 3X + 3$.

consists of (possibly degenerate) intervals with infinitely many different lengths. Essentially, this is due to the fact that for each $k \in \mathbb{N}$ we can find $N_k \in \mathbb{Z}$ such that $\#\tau_{-2/3}^{-k}(N_k) = 2$ (see [21, Lemma 5.18]). This can be used to show that the length $\ell_k$ of the interval $\mathcal{T}_{-2/3}(N_k)$ satisfies $\ell_k \in [(\frac{2}{3})^k, 3(\frac{2}{3})^k]$, which immediately yields the existence of intervals of infinitely many different lengths in (7.4).

It was observed in [75, Example 2.1] that the length $\ell$ of the interval $\mathcal{T}_{-2/3}(0)$ which is equal to $\ell = 1.6227 \cdots$ is related to a solution of some case of the Josephus problem presented in [58].

§ 8. Variants of shift radix systems

In the recent years some variants of SRS have been studied. Akiyama and Scheicher [15] investigated “symmetric” SRS. They differ from the ordinary ones just by replacing $-\lfloor rz \rfloor$ by $-\lfloor rz + \frac{1}{2} \rfloor$, i.e., the symmetric SRS $\hat{\tau}_r : \mathbb{Z}^d \to \mathbb{Z}^d$ is defined by

$$\hat{\tau}_r(z) = \left(z_1, \ldots, z_{d-1}, -\left[rz + \frac{1}{2}\right]\right) \quad (z = (z_0, \ldots, z_{d-1})^t).$$

It turns out that the characterization of the (accordingly defined) finiteness property is easier in this case and complete results have been achieved for dimension two (see [15]) and three (see [39]). As mentioned above, for SRS it is conjectured that SRS tiles always induce weak tilings. Interestingly, this is not true for tiles associated with symmetric SRS. Kalle and Steiner [42] found a parameter $r$ (related to a Pisot unit) where the associated symmetric SRS tiles form a double
tiling (in this paper this is studied in the world of symmetric beta-expansions; these are known to be a special case of symmetric SRS, see [15]). Further generalizations of SRS are studied by Surer [77]. Analogs for finite fields have been introduced by Scheicher [67]. Brunotte et al. [31] define SRS for Gaussian integers. In this case the characterization problem for the finiteness property is non-trivial already in dimension one.
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