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Abstract

Power systems are enormous dynamical systems and incredibly complex with a huge number of devices, generators and consumers connected to them. Power systems around the world are currently undergoing modernization to accommodate a larger share of renewable energy and to incorporate new technologies that enable better and faster monitoring and control. The importance of assessing the impact of new renewable generation such as solar and wind power on power system operation has widely been discussed and acknowledged. It has often been suggested that power systems are becoming more vulnerable due to new energy policies and higher demands, driving the systems to operate closer to their limits. In this dissertation, wind power is in focus because it is the fastest growing source of renewable energy in the world, and the largest contributor of new renewable energy.

To provide a steady supply of electricity to its customers, power systems are constantly monitored and regulated by balancing generation and consumption. In the case of severe faults such as a sudden loss of a major transmission line or a generator, undamped oscillations between generators can cause asynchrony between generators and the system, causing generators to disconnect, and potentially causing destabilization of the entire system and widespread blackouts. Blackouts have occurred numerous times in the last couple of decades, and are devastating to modern society. Protection strategies against cascading failures are imperative to avoid large scale blackouts. Quickly extracting relevant information of the system state from measurements and taking appropriate action in such cases are extremely important measures to ensure safe operation. The introduction of large-scale renewables inevitably creates more variable power system operating conditions. Since the dynamics depend on the current loading and the stress on transmission lines, it becomes even more vital to monitor the dynamics to ensure stable operation.

This dissertation focuses on data-driven analysis of power systems and wind power systems by utilizing a recently developed mathematical framework called Koopman Mode Analysis (KMA). KMA is based on spectral analysis of the so-called Koopman operator which governs the evolution of observables of nonlinear dynamical systems. KMA is related to the so-called Dynamic Mode Decomposition (DMD)—a promising technique for the analysis of complex multivariate data which was proposed a few years ago to analyze complex fluid flows. Since the advent of DMD, a great deal of interest has been directed towards this technique, and many new extensions and variants of DMD have been proposed. The purpose of these techniques is essentially to extract dynamic characteristics such as oscillatory structures or modes from complex, nonlinear systems, by utilizing only measurements, without a-priori knowledge of the system. This can be viewed as a model-
reduction technique, which aims at capturing the essential dynamic characteristics of a possibly unknown or ill-defined system, and enables analysis, prediction and control of the target system. Connections between DMD and the Koopman operator have been highlighted, and thus DMD has been called Koopman Mode Decomposition (KMD).

This dissertation demonstrates and proposes several new applications of KMD related to the analysis of wind power and power systems. In the first two chapters following the introduction, a thorough review of the Koopman operator and KMD is provided, including descriptions of the most common numerical techniques, and theorems connecting two different algorithms. Connections between Koopman and Perron-Frobenius operators are also discussed and numerically demonstrated with a simple system. Then, three KMD-algorithms are evaluated with several data sets and under the influence of various levels of noise. These results clarify the applicability and suitability of the algorithms to different types of data, and become invaluable to potential practitioners of KMD.

Following that, the bulk of this dissertation then discusses wind power fluctuations in Japan. Wind power fluctuations are analyzed on spatial scales ranging from hundreds of kilometers to hundreds of meters, and on timescales ranging from seconds to weeks. First, a statistical evaluation of short-term wind power fluctuations is conducted which shows that significant power output fluctuations from wind turbines are to a large extent not suppressed in the wind farm output, giving rise to large output fluctuations. The results imply that care should be taken about short-term correlations when installing large-scale wind power in a region. Then, a weather simulator which has not previously been used in wind power analysis is utilized, and an evaluation against real measurements from a wind farm in Japan is conducted. Following that, large-scale smoothing effects of wind power are investigated by incorporating data from weather simulations. The smoothing effects are determined by the correlation between wind farm outputs at various timescales. A better understanding of the smoothing characteristics, e.g. understanding the size of the wind farm distribution area required to achieve a certain degree of smoothing in the aggregated wind power, would contribute to smarter planning and better utilization of equipment and natural energy resources, and greater reliability. To quantify the smoothing effects of wind power in Japan, a new index via KMD is proposed. The results from applying the proposed index highlight the importance of deliberately selecting sites for large-scale wind power production to more effectively smooth the aggregated power. Finally, it is demonstrated how very short-term wind speed fluctuations can be predicted a few seconds in the future by KMD.

This dissertation then looks at applications of KMD related to power system analysis and security. In particular, by applying KMD to power system dynamics, connections between so-called Koopman modes and spectral graph theory are discovered. This indicates that graph properties can be inferred from dynamics on networks via the spectrum of the Koopman operator. Also, a practical data-driven method utilizing KMD is outlined to partition a power system into disjoint parts, which is a vital component of a controlled islanding strategy aimed to save power systems from large-scale blackouts. This investigation indicates that data-driven methods such as KMD can be regarded as promising tools for effective monitoring and control of future, more variable, power systems.
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Notations

\[ \frac{dx}{dt} \text{ (or } \frac{d\mathbf{x}}{dt} \text{)} \] Time-derivative of variable \( x \) (or variables contained in a vector \( \mathbf{x} \))

\[ [x]_i \text{ (or } [A]_{ij} \text{)} \] \( i \)-th (or \( i, j \)-th) element of a vector \( x \) (or a matrix \( A \))

\[ ||x|| \] Euclidean norm of \( x \)

\[ A^\dagger \] Moore-Penrose pseudo-inverse of the matrix \( A \)

\[ \text{diag}(e_1, \ldots, e_n) \] \( n \times n \) diagonal matrix with elements \( (e_1, \ldots, e_n) \)

\[ I_n \] \( n \times n \) identity matrix: \( [I_n]_{ij} = 1 \) iff \( i = j \), and otherwise \( [I_n]_{ij} = 0 \)

\( \top \) Transpose operation of vectors or matrices

\( z^* \) Complex-conjugate transpose of \( z \in \mathbb{C}^m \)

\( \text{Re}(z) \) Real part of complex value \( z = a + ib \) such that \( \text{Re}(z) = a \)

\( \text{Im}(z) \) Imaginary part of complex value \( z = a + ib \) such that \( \text{Im}(z) = b \)

\( z = |z| \angle \phi \) Angle notation of \( z \) with modulus \( |z| \) and argument \( \phi := \text{Im} \left[ \ln z \right] \)

\( \mathcal{N} \) (or \( \mathcal{K} \)) Set \( \{1, \ldots, N\} \) (or \( \{1, \ldots, K\} \))

\( \mathbb{N} \) Set of natural numbers \( \{1, 2, \ldots, \infty\} \)

\( \mathbb{Z} \) Set of integers \( \{-\infty, \ldots, -1, 0, 1, \ldots, \infty\} \)

\( \langle \cdot \rangle \) Mean of the elements of a vector \( \langle \mathbf{x} \rangle := ([x]_1 + \ldots + [x]_m)/m \) or sample mean of a random variable \( \langle x \rangle := (x_1 + \ldots + x_N)/N \)

\( \sigma(x) \) Standard deviation of samples of a random variable \( x \)

\( \langle \mathbf{x}, \mathbf{y} \rangle \) Inner product of vectors: \( \mathbf{x}^\top \mathbf{y} \)

\( \text{floor}(x) \) The integer part of a value \( x \): e.g. \( \text{floor}(3/2) = 1 \)
Acronyms

**KMA**  Koopman Mode Analysis
**KMD**  Koopman Mode Decomposition
**KM**   Koopman Mode
**KE**   Koopman Eigenvalue
**PF**   Perron-Frobenius
**DMD**  Dynamic Mode Decomposition
**EDMD** Extended Dynamic Mode Decomposition
**NWP**  Numerical Weather Prediction (or Predictor)
**CReSS** Cloud Resolving Storm Simulator
**CFD**  Computational Fluid Dynamics
**WP**   Wind Power
**WT**   Wind Turbine
**WF**   Wind Farm
**DFIG** Doubly Fed Induction Generator
**PMSG** Permanent Magnet Synchronous Generator
**MPPT** Maximum Power Point Tracking
**TSR**  Tip Speed Ratio
**PSAT** Power System Analysis Toolbox
**IB**   Infinite Bus
**PMU**  Phasor Measurement Unit
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAE</td>
<td>Differential Algebraic Equations</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>CDF</td>
<td>Cumulative Density Function</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square of Errors</td>
</tr>
<tr>
<td>STDE</td>
<td>Standard Deviation of Errors</td>
</tr>
<tr>
<td>SDE</td>
<td>Stochastic Differential Equation</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Many systems and phenomena we come in contact with in our daily lives can be described within the framework of dynamical systems theory. Such systems are formulated by a set \( \text{(system)} \) of differential equations that govern their time-evolution and interactions between different variables \( \text{(dynamics)} \). Early important theoretical contributions to the study of dynamical systems were made by Henri Poincaré at the end of the 19th century. Birkhoff, Lyapunov, Andronov and Arnold are recognized as some of the most influential contributors in the 20th century [1]. Common examples of dynamical systems are atmospheric systems, power systems, and mechanical systems (e.g. pendulum and celestial dynamics).

There are many different approaches to the analysis of such systems, and the most suitable choice depends on the phenomena of interest (e.g. long-term or transient behavior) and the nature of the target system (e.g. stochastic or deterministic, discrete or continuous, linear or nonlinear). Through characterization and understanding of complex dynamical systems, we are continuously becoming better at predicting their future states, controlling their behavior, and consequently engineering smarter and more robust systems. In particular, an inherent feature of many real-world examples of dynamical systems is very complex behavior (fluctuations, turbulence), and an extreme sensitivity to initial conditions. This is commonly known as chaos [2,3], and probably the most famous examples of it are weather systems, which are notoriously difficult to predict. Despite that, even chaotic dynamical systems exhibit coherent structures and patterns [4,5], which are important to our understanding and characterization of them. This dissertation will to a large extent focus on characterizing coherence (correlation in some sense) of wind power fluctuations and power system oscillations. For example, this dissertation looks at Wind Farm (WF) outputs which are to some extent correlated over long distances, and whose aggregated characteristics affect power system operation [6]. It also looks at power systems (in this case not exhibiting any chaotic behavior), which when excited by a large disturbance can exhibit oscillations between groups of generators that can be detrimental to their operation if not adequately damped [7].

For many real-world systems, there is only a limited knowledge of the governing equations—leaving us to heuristic models with various accuracies, and data analyses com-
pletely dependent on numerical methods and data quality. In the last couple of decades, we have seen a huge interest in the latter approach, as new, sophisticated algorithms are continuously being developed together with the ever increasing computational capabilities, allowing for fast, data-driven analysis. Moreover, we might only have access to some observations of the system, e.g. voltages in a power system, and not state variables. State variables are a minimum set of variables, which form differential equations, and completely characterize the dynamics that we observe in the system. In the absence of knowledge of the state variables and the equations governing them, we have to completely rely on data-driven analysis of measurement data.

As a relatively recent approach to the study of dynamical systems, the so-called transfer operator-theoretic view has gained substantial traction. Transfer operators are linear mathematical operators characterizing the evolution of a system. It has been shown that their action can be estimated purely from data [8–10], hence they are appealing tools in data-driven-analysis of complex dynamical systems. In particular, the so-called Perron-Frobenius (PF) operator [11] governs the evolution of densities, and the Koopman operator [11,12] which is the left-adjoint of the PF operator, governs the evolution of observable functions of the system. It has been argued that analyses conducted with either of these operators are theoretically equivalent because of their connection—merely representing different points of view [13]. However, their equivalent suitability in practice seems to remain unclear, and might depend on the situation and system under consideration. In particular, the so-called Koopman Mode Analysis (KMA) or Koopman Mode Decomposition (KMD) (these acronyms are sometimes used interchangeably) was introduced by Mezić in [14] as the spectral decomposition of the Koopman operator. The interest towards the Koopman-operator-framework has since then grown substantially, has been accompanied by a number of efficient algorithms linked to it (e.g [15–18]), and has resulted in many demonstrations of applications. The algorithms extract dynamic features (e.g. spatio-temporal oscillatory structures also called modes) from data without any use of models, which characterize the evolution of the observables and provide finite-dimensional approximations of the action of the operator.

The recent advances in KMA and applications in power systems [19–22] and fluid dynamics [15,23,24] serve as motivation for this work towards characterization of aggregated wind power and new power system applications. This dissertation focuses on wind power fluctuations in Japan and power system dynamics by incorporating ideas from the Koopman-operator-framework. One of the main purposes of this study is to explore and introduce a new approach to the study of wind power fluctuations. This is a new and promising application of KMA, which has previously been shown to extract coherent dynamic features from complex fluid flows. Large-scale wind power in Japan is investigated by incorporating weather simulations of various temporal and spatial resolutions. The dissertation also discusses the numerical applicability to the study of problems where only a few measurement locations are available or utilized, by evaluating several related algorithms. It also provides a review of the current state-of-the-art procedure of numerical KMA. This study thus serves as a guideline for future studies applying KMD-related methods to wind power, and systems with only a few measurements. Large-scale wind
power fluctuations in Japan has not been extensively studied, despite Japan’s great po-
tential for wind power [25]. However, potential impacts and characteristics of large-scale
aggregated wind power have been studied for decades and are still an active area of re-
search, and correlations over long distances have been demonstrated [26]. Characterizing
the coherence of these fluctuations becomes important to assess the impact of large-scale
integration of wind power into power systems [6,27,28].

1.1 Koopman operator theory and KMA

KMA is related to the so-called Dynamic Mode Decomposition (DMD) [16]—a promising
technique for the analysis of complex multivariate data which was proposed a few years
ago to analyze complex fluid flows. Since the advent of DMD, a great deal of interest
has been directed towards this technique, and many new extensions and variants of DMD
have been proposed: see e.g. [17,18]. The purpose of these techniques is essentially to
extract dynamic characteristics such as oscillatory structures or modes from complex,
nonlinear systems, by utilizing only measurements, without a-priori knowledge of the
system. This can be viewed as a model-reduction technique, which aims to capture the
essential dynamic characteristics of a possibly unknown or ill-defined system, and enables
analysis, prediction, and control of the target system. Connections between DMD and the
Koopman operator have been highlighted [15], and consequently DMD has been called
Koopman Mode Decomposition (KMD) [23].

1.2 Power systems

Power systems are enormous dynamical systems and incredibly complex with a huge
number of devices, generators and consumers connected to them [7,29]. In order to
provide a steady supply of electricity to its customers, power systems are constantly
closely monitored and regulated by balancing generation and consumption. In the case of
severe faults such as a sudden loss of a major transmission line or generator, undamped
oscillations between generators can cause asynchrony between generators and the system,
causing generators to disconnect, and potentially causing destabilization of the entire
system and widespread blackouts. In such an example of cascading failure, a stable
operating point is lost, which causes a voltage collapse (blackout) as a result. Blackouts
have occurred numerous times in the last couple of decades [30] and are devastating
to modern society. Protection strategies against cascading failures are imperative to
avoid large scale blackouts. Quickly extracting relevant information of the system’s state
from measurements and taking appropriate action in such cases are extremely important
measures to ensure safe operation [31].

Power systems are currently undergoing modernization to accommodate a larger share
of renewable energy and to incorporate new technologies that enable better and faster
monitoring and control. The impact of new renewable generation and, in particular, wind
Figure 1.1: (a) Total installed wind power capacity worldwide. (b) Total installed offshore wind power capacity worldwide. The data are from [35].

power, on power system operation has widely been discussed [32,33]. It has often been suggested that power systems are becoming more vulnerable due to higher demands and new energy policies, driving the systems to operate closer to its limits [7,34]. Thus, improved power system monitoring and control, as well as a better understanding of the impact of the recently mainstream renewable generation such as solar and wind power, are required to ensure a continued safe operation of power systems.

1.3 Wind power

As one of the up-and-coming renewable energy sources expected to replace some of the environmentally unfriendly energy sources used today, wind power is on the rise all over the world [36]. Figure 1.1 shows histograms of the total installed wind power capacity over the last 15 years, and the total installed offshore wind power capacity in the last 5 years [35]. The figure shows that only a small fraction of the total installed capacity is installed offshore. Wind power is the fastest growing source of renewable energy [37,38], and the largest contributor of new renewable energy (not including hydro), while solar power, which also is quickly increasing its total capacity worldwide, is ranked number two [39]. One of the biggest advantages of wind power is that the wind always blows (to some extent), giving it a higher capacity factor (defined as the ratio between the actual produced energy and its maximum possible energy production) than solar power [39]. On the other hand, solar power obviously only works during daytime and is not very attractive to regions where there are long periods without sunlight in the winter, when electricity is needed the most. Wind power only supports a relatively small part of the total power demand in most countries, but in countries such as Denmark with 42% of supplied demand, Germany with 60% (in four states), Spain with 18%, and Uruguay with 15%, wind power has proven itself to be a viable and reliable alternative to conventional
generation [39]. Denmark is targeting 100% generation from wind energy by 2035 [40].

Wind energy is still considered a greatly unexploited resource, and large on- and off-shore wind parks are currently planned or being constructed around the world [36,39,41, 42]. In Japan, the share of wind power is expected to increase in the coming years as well [43]. It is thus important to evaluate potential sites to place WFs by looking at the weather and wind conditions. The weather conditions around the islands of Japan are quite severe with seasonal typhoons and winter/summer monsoons, creating challenging conditions for WF operation, and causing variable output [44].

From a system engineering point of view, a significant wind power penetration raises several questions regarding operational and dynamical implications [45–47]. Several issues have been discussed in literature; apart from power and frequency fluctuations, the frequency response of the system changes when replacing synchronous generation with Wind Turbines (WT) asynchronously connected to the grid via converters [40,48]. However, it has been argued recently that wind plants (or farms) can provide so-called synthetic inertia as effective as conventional generation [33]. Sufficient reactive power support is needed to ensure voltage stability [49], and new WT technology has shown to be up to par with conventional generation [50]. Furthermore, the well-known dynamic behavior of synchronous generators in power systems may change due to the introduction of wind generation [46]. This follows as a consequence to the necessary changes to the operation of power systems with large-scale renewable generation [33], which have to become more adaptable to accommodate the more variable generation. The transmission capability between different areas is a key factor in allowing this introduction [6].

The biggest challenge to a large-scale introduction of wind power in today’s systems has been variability on the scale of 1–6 hours, which impacts the frequency control that aims to balance the load and consumption [6]. For example, solar power has been argued to be less spatially variable than wind power [51,52]; however, [53] reports on similar variability in aggregated solar and wind power. It can thus be suspected that the variability of both these renewables is highly dependent on the particular region considered. In particular, [51] reports an overall reduced variability by combining solar and wind power—indicating that solar and wind power are complementary. The dynamics of the power system depend on the loading and the stress on critical transmission lines [32], which may be affected in a highly variable system. Thus, system upgrades may be necessary [32], and the system state needs to be monitored carefully to ensure stability.

1.4 Data-driven analysis of wind power and power system dynamics

Here, in order to contextualize this research concerning KMD applications to wind power and power systems, some future challenges to power system operation posed by a potential large-scale introduction of alternative renewable energy sources such as solar and wind are discussed. The fundamental difference between these energy sources and conventional
ones is that they are impossible to control and cannot be stored. However, wind and solar power can indeed be used to charge batteries, to power pumped hydro storages and so on [54], but so far these energy storage capabilities are minuscule compared to the total energy of the system [55].

The most fundamental requirement in power system operation is to maintain the balance between generation and consumption. Such an operational condition is called steady state. At steady state, the frequency maintains constant at the desired system frequency (50 or 60 Hz), and voltages are kept constant at nominal levels. As soon as the power consumption increases or decreases, the system frequency and voltages deviate from their nominal values. It can easily be imagined that turning on the light or brewing coffee only causes an insignificant load imbalance in any large power system. However, larger perturbations caused by, e.g., loss of generation due to unexpected faults, or loss of important transmission lines, have the potential to cause significant oscillations. Likewise, the introduction of large-scale solar and wind power creates more variable conditions [6], requiring careful monitoring to ensure safe operation. System oscillations need to be well-damped, and are in practice damped via appropriately tuned power electronics and synchronous generators [7]. Power systems are constantly subjected to various disturbances, and less damped oscillations can be identified by data analysis, and are important to monitor to ensure a stable operation [56]. Simplified power system models are used for understanding the fundamental behavior of power systems and for the operation and control of them. The basic equations describing the power system dynamics can be written as follows [7]:

$$\frac{dx}{dt} = f(x, y),$$
$$0 = g(x, y),$$

(1.1)
where $f$ denotes the differential equations describing the dynamics of the system, $g$ the algebraic equations governing the power balance at each bus, and $x$ and $y$, the state and algebraic variables, respectively. In particular, $g$ comprises the following type of equations at each bus $i$:

$$0 = P_{\text{in},i}(x, y) - P_{\text{load},i}, \quad (1.2)$$

where $P_{\text{in},i}$ denotes the sum of power flows flowing into bus $i$, and $P_{\text{load},i}$ (simplistically represented by constants) the power consumed at bus $i$. Figure 1.2 provides a schematic view of a fictive power system, where the loads are illustrated by residential buildings and a factory. Transformers (interconnecting subsystems of different voltage levels) have been placed between the loads and the transmission system to clearly distinguish the transmission system where the major part of the power is produced and transmitted, from the subtransmission and distribution systems to which consumers and minor generation are connected. The most basic differential equation of (1.1) is the one describing the dynamics of angular frequencies $\omega_j$ of generators by their deviations from the system frequency:

$$M_j \frac{d\omega_j}{dt} = P_{m,j} - P_{e,j}(x, y), \quad (1.3)$$

where $P_{m,j}$ is the mechanical input to the generator, $P_{e,j}$ the electrical power injected to the system, $\omega_j$ the rotational frequency deviation of the generator, $M_j$ an inertia constant, and $j$ the index of a generator. At steady state operation, (1.2) holds for all $i$, mechanical and electric power will balance in (1.3) for all generators $j$, and thus $d\omega_j/dt = 0$, i.e. the rate of frequency change is zero (operation at the system’s frequency). However, an imbalance at any of the buses $i$ in (1.2) would require small changes to the generators’ operating states to maintain the power balance at each bus. A large disruption to the power balance, e.g. caused by a fault, would result in transient responses of the generators which try to drive the system back to a steady state, followed by changes in $P_{m,j}$ to restore the balance. Such perturbations can cause significant oscillations between the generators in the system. Knowledge of the power system’s resilience to faults, and understanding of its dynamics (e.g. oscillatory behavior) following faults, can be obtained from analysis of the system of equations (1.1). A power system should be capable of withstanding any single large fault, called the N–1 criterion [57].

Measurements from power systems following faults or from normal operation conditions, e.g. supposedly provided by the so-called Phasor Measurement Units (PMU) [58] (see Fig. 1.2), can be used to extract the essential dynamic features in the power system dynamics, useful for monitoring and control (e.g. [19, 20, 59, 60]). PMUs provide synchronized high frequency measurements ideal for wide-area monitoring and control. The advantage of data-driven monitoring and control is mainly two-fold. First, a model such as (1.1) is likely a very rough estimation of the actual power system dynamics and cannot possibly capture all dynamic features that the system might exhibit without being infinitely detailed. Second, in realistic power systems, the number of equations in (1.1) becomes large, leading to a significant computational burden. Furthermore, a power system incorporating significant amounts of renewables becomes more variable [33], resulting in different dynamic characteristics during different operating conditions.
To reduce the overall power variability in a power system with significant amounts of renewables and to secure a reliable and steady supply of energy at all times, it is important to distribute the renewables well across the system. Recently, it was argued that a well distributed portfolio of alternative renewables (such as wind and solar power) together with hydro power could entirely support power systems as large as the Nordic system (Sweden, Norway, Denmark, and Finland) [61]. If we consider the hypothetical power system in Fig. 1.2, it can easily be imagined that it would be an operationally difficult task if the renewables in ‘Area 1’ and ‘Area 2’ were completely correlated. A sudden large increase or decrease in the generation would be challenging to the frequency regulation. If wind suddenly stops blowing, all power not delivered by the WFs need to be compensated by other generation. Without a large energy storage capacity, operation with high-level penetration of renewables would be impossible. Fortunately, depending on the distance between the WFs in the two areas, the WF outputs exhibit more or less correlation at different time-scales. If separated enough, they might be uncorrelated, which is a desirable property for power system operators.

Due to the highly intermittent and uncontrollable nature of renewable energy resources, and difficulties in predicting them, they create additional challenges for power system operation and planning. If these challenges are not well understood or dealt with adequately, unexpected changes in the production can potentially lead to instability if the power system is operating close to its limits.

1.5 Dissertation objectives and overview

This dissertation covers several topics on data-driven analysis of power systems and wind power systems via KMD, and addresses the following three main tasks:

- Analysis of smoothing effects (reduction of variability) of aggregated large-scale wind power production in Japan by utilizing highly-resolved weather predictions (Chapter 7).

- Short-term prediction of wind speeds (Chapter 8).

- Analysis of power system dynamics following disturbances using KMD, and proposal of an application related to power system protection (Chapter 9).

Also, this dissertation makes the following contributions to the study of dynamical systems via KMD:

- A unified interpretation of KMD-techniques is proposed which clarifies their relation and provides clues to the techniques’ numerical performance.

- Evaluation of KMD-techniques with various experimental data with support from the new interpretation. This is invaluable to potential practitioners of KMD.
• Several practical applications of KMD in power systems engineering are explored and demonstrated.

Chapter 2 reviews Koopman operator theory and KMD. KMD is based on spectral analysis of the Koopman operator that governs the evolution of observables of nonlinear dynamical systems. The operator is infinite dimensional but linear, and corresponds to the left-adjoint of the PF operator. KMD is related to the spectral decomposition of this operator in terms of eigenvalues, modes, and eigenfunctions. The numerical methods to approximate KMD all perform a spectral decomposition (the discrete spectrum) from data into a finite number of eigenvalues and modes, and are often called DMD. The chapter reviews the state-of-the-art of KMD by outlining and comparing different KMD and DMD algorithms and by clarifying their relation.

Chapter 3 evaluates the numerical performance of three KMD/DMD algorithms by various types of experimental data. For example, it is shown how the sampling frequency and temporal length of the data acquisition window affect the performances. The results are interpreted with support from a new unified interpretation of the algorithms. It is shown that the so-called vector Prony analysis [62] works well for a small spatial dimension, where standard DMD is not suitable.

Chapter 4 explains the fundamentals of wind power generation and modeling. It outlines and explains the basic modeling of WTs and WFs that are utilized in the rest of the dissertation. It also provides an example of simulation of an offshore WF incorporating weather simulation data.

Chapter 5 evaluates short-term wind power fluctuations from WTs with real data from a WF located in Ibaraki Prefecture, Japan. By incorporating a dynamic model which is shown to reproduce much of the output fluctuations, the nature and origin of the fluctuations are clarified by a statistical evaluation. Furthermore, it is clarified to what extent the aggregated WT fluctuations are mitigated on a WF-scale.

Chapter 6 deals with larger scale wind power fluctuations, that are analyzed by utilizing a weather prediction model called Cloud Resolving Storm Simulator (CReSS) [63], which is also described here. Both coarser 2-km simulations encompassing the whole of Japan and extremely detailed 200-m resolution simulations of a smaller domain are evaluated. The predictions are compared against real measurements. It is shown that wind power variability—here in terms of increments [27,64]—can be assessed on the time-scale of several hours. Improvements in the prediction of wind power increments are demonstrated for hourly averaged power, which suggests CReSS's ability to predict wind power ramps on an hourly scale. The measured and predicted wind spectra are found similar in both the long- and short-term. The results for the detailed simulations indicate that CReSS captures the so-called spectral coherence of wind on the scale of one to a few kilometers.

Chapter 7 investigates smoothing effects of wind power in Japan by incorporating wind speed predictions from CReSS. Wind power has increased rapidly worldwide in recent years. As a consequence, it becomes important for power system and WF operators to grasp the amount of smoothing achieved in the aggregated power, and to grasp at what temporal and spatial scales smoothing is achieved. A new smoothing index for
wind power based on KMD is proposed, which can be regarded as a generalization of a previously proposed index based on power spectral densities. WFs around six regions in northern Honshu, Japan, are considered as a test case for the evaluation. By applying the index to simulated wind power, it is shown how the smoothing improves by distributing WFs over different regions. The results indicate that by distributing WFs over only one to three regions, smoothing results vary considerably depending on the choice of regions. However, as the number of considered regions increases, the smoothing improves, and the particular choice of regions matters less for smoothing effects at the investigated timescales. These results highlight the importance of deliberately selecting sites for large-scale wind power production to more effectively smooth the aggregated power.

Chapter 8 discusses KMD with applications to short-term wind speed prediction and optimal power extraction of WTs. The most fundamental and important task of a WT is to extract as much power as possible and feed the power into the power grid. To do so, MPPT (Maximum Power Point Tracking) \[65\] techniques have been developed to control the turbine’s rotor speed as close to its optimal value as possible. The optimal rotor speed depends on the ratio between the speed at the tip of the turbine’s blades and the incoming wind, called Tip Speed Ratio (TSR) \[66\]. However, the wind speed changes quickly, and a turbine cannot change its speed as fast as the wind due to its inertia. This will render the turbine unable to follow the fast changes, and consequently unable to perform at its optimal TSR. In this chapter, it is demonstrated how KMD can be used to predict the wind speed a few seconds in the future which has applications in MPPT control, and how KMD relates to commonly used prediction methods.

Chapter 9 discusses applications of KMD related to power system security. KMD is applied to data from test systems and the capability of partitioning a power network—i.e. to determine the points of separation in a so-called controlled islanding strategy in power system emergency control—is demonstrated. A practical data-driven algorithm incorporating KMD is proposed for network partitioning. Comparisons are made with two techniques previously applied to the network partitioning problem: spectral graph theory \[67\], which is based on the eigenstructure of the graph Laplacian \[68,69\], and slow-coherency \[70\], which identifies coherent groups of generators for a specified number of linear low-frequency modes. The partitioning results share common features with results obtained both with graph theory and slow-coherency-based techniques. The suggested partitioning method is evaluated with two test systems, and similarities between Koopman modes and Laplacian eigenvectors are shown numerically and elaborated theoretically.

Chapter 10 summarizes and concludes this dissertation, which explores several different aspects of data-driven analysis and control of wind power and power systems via KMD. Through a number of applications, a comprehensive theoretical background, and an evaluation of KMD-techniques, the applicability of KMD to various problems and types of data was clarified. It is hoped that this will stimulate further research efforts using KMD to improve the monitoring and security of power systems, and increase our understanding of the characteristics of aggregated wind power. This chapter also discusses several direct extensions of this work related to wind power and power system applications.
Chapter 2

On the Koopman operator and the Koopman mode decomposition

The Koopman operator [12] is closely related to the so-called transfer operator, often called Perron-Frobenius (PF) operator [11], which has been used to characterize the behavior and evolution of dynamical systems [9–11]. Until recently, the PF operator approach has been dominant in comparison to the dual view provided by the Koopman operator. The Koopman operator is the left adjoint of the PF operator, hence closely related, mathematically speaking. Consequently, they can be regarded as two different but equivalent viewpoints of the evolution of dynamical systems [13]. In particular, the Koopman operator governs the evolution of observable functions of the dynamical system. This is different to the standard description of evolution of dynamical systems according to a map acting on the state variables, or a flow describing the time-evolution from an initial state. An example of an observable function is the voltage at a bus in a power system, which is a nonlinear function of a number of variables such as the voltages of adjacent buses and state variables of generators that determine the power flow in the system. One can also construct appropriate observables as functions of measurements. This has shown to be an effective approach for estimating properties of the Koopman operator, and which will be discussed in this chapter. Despite the system being nonlinear and finite dimensional, the Koopman operators are linear but infinite dimensional. Linearity is an extremely attractive property since it allows for direct use of all the well-known and efficient tools developed in linear algebra, operator theory, and scientific computing.

In the last few years, a great deal of work has been done towards data-derived approximations of the Koopman operator, and a substantial amount of new theory and mathematical tools have been presented. However, obtaining an explicit representation of the operator, which in general is infinite-dimensional, is not always feasible or even desired. In the data-driven setting, a finite-dimensional approximation of the action of the operator is defined and estimated on the subspace spanned by observables (measurements or functions of measurements). Many publications have shown that these finite-dimensional approximations are often capable of capturing dominant features of the Koopman operator, sometimes relying only on very simple and efficient mathematical tools. The recent
intensified academic interest in Koopman operator theory, numerical approximation, and applications can be attributed to the seminal paper [14] by Mezić, which derived the so-called Koopman Mode Decomposition (KMD), i.e. a spectral decomposition of the operator in terms of eigenvalues, eigenfunctions, and eigenvectors (modes) (definitions of these are given in the forthcoming sections). A few years after that in [15], a method called Dynamic Mode Decomposition (DMD) was discovered as a numerical method to approximate the KMD. Related numerical methods proposed afterwards have since then most often adopted the name DMD. The early review paper [13] has been instrumental in the KMD-development by collecting and describing the early applications of KMD, and by providing a solid theoretical background for other researchers to build on. The Koopman-operator-approach to the analysis and control of dynamical systems has shown to be a timely and appealing framework in the current world of ever increasing computational capability to store and process “big data”. Applications of DMD have ranged from fluid mechanics [15,24], thermal dynamics in buildings [71], power systems [19–21], neural activity [72], and molecular kinetics [73], to name a few.

One might wonder why one should focus on the Koopman operator instead of the PF operator, which governs the evolution of densities (probabilities), instead of observable functions of the system—in particular since these two approaches are arguably theoretically equivalent. There are several reasons for this. First, it has been believed that approximating the PF operator would require many short simulations of a system with different initial conditions, while an estimation of the Koopman operator or KMD only relies one longer run [13]. An example of such a simple method to approximate the PF operator is Ulam’s method [74,75], which is described in Section 2.3.1. Second, the evolution of dynamical systems in terms observable functions governed by the Koopman operator is close to the standard mathematical setting in analysis and control of linear systems. Hence, all the well-established tools in control of linear systems have the potential of being transferred to the Koopman framework. Third, a series of numerically efficient algorithms have been linked to the Koopman operator in recent years. Interestingly, it has been shown recently in [75] that a slight modification to the state-of-the-art procedure of DMD indeed produces approximations of the eigenfunctions and eigenvalues of the PF operator.

This dissertation investigates KMD/DMD applied to data from power systems and wind power systems, and in contrast to applications such as fluid dynamics which often involve huge spatio-temporal data sets, often only a quite limited number of time-series or measurement locations is available. In this setting, the right choice of DMD-method is shown to be crucial. An evaluation of the numerical performance of a few related DMD algorithms are provided in the next chapter. This chapter, on the other hand, provides the theoretical background of the Koopman operator and KMD, and discusses the ideas underlying all numerical KMD approximations following [13]. The theory is augmented with descriptions of several different variants of DMD, including Extended DMD (EDMD). Additionally, the PF operator and its connection to the Koopman operator are briefly discussed. Finally, we provide two examples exemplifying the strengths and challenges in numerical KMD, and show how Koopman and PF can both be calculated from data following [75].
The remainder of the chapter is organized as follows. Section 2.1 explains the ideas of
the Koopman operator and introduces KMD. Section 2.2 outlines the ideas underlying the
numerical approximation of KMD and provide descriptions of standard DMD-algorithms.
The PF operator and its relation to the Koopman operator are described in Section 2.3.
In Section 2.4, we illustrate the core ideas of the Koopman approach by applying the
KMD algorithms to a linear system and a simple nonlinear system inspired by [17, 76].
The connection between the Koopman and the PF operators is also discussed. Finally,
conclusions are given in Section 2.5.

2.1 Introduction to the Koopman operator and
the Koopman mode decomposition

This section will introduce the Koopman operator and the KMD. Now, consider a discrete-
time dynamical system evolving on a finite-dimensional state space $X$: for $x \in X$,
\begin{equation}
    x_{k+1} = T(x_k),
\end{equation}
where $T : X \to X$ is a nonlinear map governing the evolution of $x$ at each discrete
time $k \in \mathbb{Z}$, to its next state $x_{k+1}$. The so-called observable $f$ is now introduced as a
scalar-valued function defined on the state space $X$, namely
\begin{equation}
    f : X \to \mathbb{C}.
\end{equation}
The observable $f$ is a mathematical formulation of a measurement of the system dynamics
as a function of its state: i.e. $f(x)$, and can e.g. be viewed as an output function in control
systems theory. Now, we denote the space of observables by $\mathcal{F}$. For an observable $f \in \mathcal{F}$,
the Koopman operator $U$ for the discrete-time system (2.1) maps $f$ into a new function,
by composing it with the map $T$ as follows:
\begin{equation}
    Uf := f \circ T.
\end{equation}
That is, the Koopman operator $U$ governs the evolution of the observable $f$ along the
state’s dynamics $x_k \to x_{k+1}$:
\begin{equation}
    (Uf)(x_k) = (f \circ T)(x_k) = f(T(x_k)) = f(x_{k+1}).
\end{equation}
Although the dynamical system (2.1) can be nonlinear and evolves in the finite-dimensional
space $X$, the Koopman operators are linear but infinite-dimensional.

KMD is the analysis of the time evolution of observables under iteration of the non-
linear system (2.1) through the linear operator $U$. Since $U$ is linear, eigenvalues $\lambda_j \in \mathbb{C}$
and eigenfunctions $\phi_j \in \mathcal{F}$ can be defined as follows:
\begin{equation}
    U\phi_j = \lambda_j \phi_j, \quad j = 1, 2, \ldots
\end{equation}
where the functions $\phi_j$ are referred to as Koopman eigenfunctions, and $\lambda_j$ as the associated Koopman Eigenvalues (KEs). Now consider a vector-valued observable $f = [f_1, \ldots, f_m]^\top : \mathbb{X} \to \mathbb{C}^m$ for $f_j \in \mathcal{F}$. If each of the $m$ components of $f$ lies within the span of Koopman eigenfunctions $\phi_j$, as in [15], we may expand $f$ in terms of the eigenfunctions as

$$f = \sum_{j=1}^{\infty} \phi_j V_j,$$

where $V_j$ are vector-valued coefficients in the expansion. The time evolution $f(x_k)$ from $f(x_0)$ is then exactly given in terms of $\{\lambda_j, \phi_j, V_j\}$ by

$$f(x_k) = (U^k f)(x_0) = \sum_{j=1}^{\infty} \lambda_j^k \phi_j(x_0)V_j,$$  (2.2)

where

$$U^k f := [U^k f_1, \ldots, U^k f_m]^\top.$$

The vector $V_j$ is called the $j$-th Koopman Mode (KM) with respect to the observable $f$. Thus, the spectral decomposition (2.2) of the Koopman operator in terms of eigenvalues, eigenfunctions, and KMs is called the KMD [23].

### 2.2 KMD algorithms

Here we review the mathematical formulation of KMD based on [13], and the two original algorithms of KMD: Arnoldi-like KMD [15], and standard/exact Dynamic Mode Decomposition (DMD) [16,17,77] (the “exact” DMD is an extension the original algorithm). An overview of a recently proposed extension of DMD, called EDMD [18], is also provided. In particular, we show that the underlying idea of these algorithms is the way the Koopman operator $U$ is approximated by a matrix on a finite-dimensional subspace constructed directly from data.

#### 2.2.1 Mathematical formulation

The objective of all KMD algorithms is to find a finite-dimensional approximation of the action of the Koopman operator directly from data. The description that follows in this subsection is based on [13]. Now consider a fixed vector-valued observable $f = [f_1, \ldots, f_m]^\top \in \mathcal{F}^m := \mathcal{F} \times \cdots \times \mathcal{F}$ and associated finite-time data (snapshots) as

$$\{y_k = f(x_k); \ k = 0, \ldots, N - 1, N < \infty\}.$$  (2.3)

Then, the following function space (called the Krylov subspace in [13]) $\mathcal{K}_N$ is sufficient for analysis of the finite-time data:

$$\mathcal{K}_N := \text{span}\{U^k f; \ k = 0, \ldots, N - 1\}.$$  (2.4)
In the following, we will assume that \( \{U_k f; k = 0, \ldots, N - 1\} \) is a linearly independent set so that these functions form a basis for \( K_N \). Here, let \( P_N : \mathcal{F}^m \to K_N \) be a projection from the space of vector-valued observables onto \( K_N \). Thus, the following operator

\[
P_N U : K_N \to K_N,
\]

is finite-dimensional and has a matrix representation, \( C_N : \mathbb{C}^N \to \mathbb{C}^N \), in terms of the \( \{U_k f\}\)-basis. Let \( (\lambda, V_\lambda) \) be a pair of eigenvalue and associated eigenvector of \( C_N \), where \( V_\lambda = [V_{\lambda,0}, \ldots, V_{\lambda,N-1}]^\top \in \mathbb{C}^N \), then \( \lambda \) is an eigenvalue of \( P_N U \) and \( \Phi_\lambda := \sum_{j=0}^{N-1} V_{\lambda,j}(U^j f) \) the associated eigenfunction [13]. By constructing a finite-dimensional subspace \( K_N \) by the vector-valued observable \( f \), the problem of finding eigenvalues and modes of the Koopman operator has been reformulated into the problem of finding the matrix \( C_N \) and calculating its eigenvalues and eigenvectors. The matrix \( C_N \) can be considered as a finite-dimensional approximation of the action of the Koopman operator on the subspace \( K_N \). All KMD algorithms are procedures for computing approximations of the action of the Koopman operator directly from data (e.g. via the matrix \( C_N \)).

### 2.2.2 The Arnodi-like algorithm

Now, we look at how the so-called Arnoldi-like algorithm [15] constructs \( C_N \) from data. We define a subspace or matrix of input data as follows:

\[
K_{N-1} := [y_0, \ldots, y_{N-2}],
\]

constructed by snapshots \( y_k \in \mathbb{R}^m \), where \( K_{N-1} \in \mathbb{R}^{m \times (N-1)} \). The dimension \( m \) is called the spatial dimension here and denotes the number of measurement locations. A vector of constants, \( c = [c_1, \ldots, c_{N-1}]^\top \in \mathbb{R}^{N-1} \), is then defined in the following formula:

\[
y_{N-1} = K_{N-1} c + r, \quad r \perp \text{span}\{K_{N-1}\},
\]

where \( r \in \mathbb{R}^m \) is a residual vector. If \( y_{N-1} \) is in the span of columns of \( K_{N-1} \), there exist constants \( c_i \) such that \( r \) vanishes. Otherwise, \( c \) is determined such that the \( \mathbb{C}^m \)-norm of \( r \) is minimized, which coincides with the choice of the projection operator \( P_{N-1} \) such that \( P_{N-1} U^{N-1} f(x_0) \) is the least-squares approximation to \( U^{N-1} f(x_0) \) [13]. It should be noted that for data with low spatial dimension, namely \( m \ll N \), the rank of \( K_{N-1} \) is at most \( m \), which inevitably results in a rank-deficiency when computing \( c \). This implies no uniqueness of \( c \), and that the derived decomposition and dynamic quantities (frequencies, modes, etc.) and their physical interpretation should be carefully cross-checked against other methods. One of the solutions is \( c = K_{N-1}^\dagger y_{N-1} \) [78], where \( \dagger \) stands for the Moore-Penrose pseudo-inverse. This computation outputs the vector \( c \) which is the optimal choice in a least squares sense. Then, denote the companion matrix [15] by \( C_{N-1} \),

\[
C_{N-1} := \begin{bmatrix}
0 & 0 & \ldots & 0 & c_0 \\
1 & 0 & & 0 & c_1 \\
0 & 1 & & 0 & c_2 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & 1 & c_{N-1}
\end{bmatrix},
\]
and locate its \( N - 1 \) eigenvalues, also called empirical Ritz values, \( \tilde{\lambda}_1, \ldots, \tilde{\lambda}_{N-1} \). Finally, we construct the so-called Vandermonde matrix [15] with \( \tilde{\lambda}_j \),

\[
T := \begin{bmatrix}
1 & \tilde{\lambda}_1 & \tilde{\lambda}_1^2 & \cdots & \tilde{\lambda}_1^{N-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \tilde{\lambda}_{N-1} & \tilde{\lambda}_{N-1}^2 & \cdots & \tilde{\lambda}_{N-1}^{N-2}
\end{bmatrix}.
\]

The empirical Ritz vectors \( \tilde{V}_j \) are the columns of \( V^T := K_{N-1}^{N-1} \). The data \( y_k \) can then be decomposed as

\[
\begin{align*}
y_k &= \sum_{i=1}^{N} \tilde{\lambda}_i^k \tilde{V}_i, \quad k = 0, \ldots, N - 2, \\
y_{N-1} &= \sum_{i=1}^{N} \tilde{\lambda}_i^N \tilde{V}_i + r.
\end{align*}
\]

Here, although not mathematically rigorous, we have

\[
\bar{U}_K \bar{K}_{N-1} = [ y_1, \ldots, y_{N-1} ]
\]

\[
= K_{N-1} C_{N-1} + r[0, \ldots, 0, 1],
\]

which can more simply be written as:

\[
[ y_1, \ldots, y_{N-1} ] = K_{N-1} C_{N-1} + r[0, \ldots, 0, 1],
\]

or with the following definitions:

\[
X := K_{N-1} = [ y_0, \ldots, y_{N-2} ], \quad Y := [ y_1, \ldots, y_{N-1} ],
\]

we have

\[
Y = XC_{N-1} + r[0, \ldots, 0, 1].
\]

This implies that if \( \bar{r} \) is small, then \( C_{N-1} \) is thought of as an approximation of the action of the Koopman operator on the associated finite-dimensional space \( K_N \).

### 2.2.3 Dynamic mode decomposition

Here, we look at probably the most widely used KMD-algorithm: DMD. In [16] the author considers the matrices of snapshots in (2.11), and conducts the Singular Value Decomposition (SVD) [79] of \( X = K_{N-1} \), given by

\[
X = U \Sigma V^*,
\]

where \( * \) denotes the complex conjugate transpose, \( U \) is an \( m \times m \) matrix with orthonormal columns, \( \Sigma := \text{diag}(\sigma_1, \ldots, \sigma_m) \) an \( m \)-th order diagonal matrix with \( r \) non-zero singular values \( \sigma \), and \( V \) an \( (N - 1) \times m \) matrix with orthonormal columns. Note that \( r := \)
rank(X) ≤ m. We have $U = VX\Sigma^{-1}$ from the SVD if $r = m$. Furthermore, from (2.9) and (2.10) we have that

$$U^*UU = U^*UXV\Sigma^{-1} = U^*YV\Sigma^{-1},$$

where we have made use of $UX = Y$. The right-hand side of (2.13) can be computed directly from data and is hence thought of as an approximation of the action of the Koopman operator in the space projected with $U$, that is, in $m$-dimensional space. However, for data $\{y_k\}_{k=1}^N$ with low spatial dimension ($m \ll N$), the approximation might not be enough to extract the dynamical characteristics (frequencies, growth rates, and modes), in comparison with the Arnoldi-like KMD.

Following [17,77], we approximate the evolution of the nonlinear system (2.1) in terms of our snapshots as follows:

$$Y = \bar{A}X,$$

(2.14)

where $\bar{A} : \mathbb{C}^m \rightarrow \mathbb{C}^m$. The so-called exact DMD [17] is then the solution $\bar{A} = YY^\dagger$, where the pseudo-inverse is given by $X^\dagger = V\Sigma^{-1}U^*$. Eigenanalysis of $\bar{A}$ yields the sought decomposition, and its time-evolution is given by:

$$y_k = \sum_{i=1}^m (\lambda_i')^k (\hat{\phi}_i y_0) \phi_i = \sum_{i=1}^m (\lambda_i')^k \varphi_i(y_0) \phi_i,$$

(2.15)

where $\lambda_i' \in \mathbb{C}$ are eigenvalues of $\bar{A}$, and $\phi_i \in \mathbb{C}^m$ the so-called DMD modes defined as follows: $\hat{\phi}_i = \lambda_i' \phi_i$. $\hat{\phi}_i$ are the adjoint modes defined as follows: if $\Phi = [\phi_1, \ldots, \phi_m]$, then $\Phi = \Phi^{-1} = [\hat{\phi}_1, \ldots, \hat{\phi}_m]^\top$. The eigenfunctions $\varphi_i(y) := \hat{\phi}_i y$ can be thought of as approximations of the Koopman eigenfunctions ($\phi_j$, see (2.2)) associated with eigenvalue $\lambda'_i$. For large $m$, a more computationally effective, reduced-order DMD is described in [17], which calculates the matrix $\bar{A}$, defined as the right-hand side of (2.13), i.e. $\bar{A} = U^*AU = U^*YV\Sigma^{-1}$, and whose eigenvectors are related to $\bar{A}$’s via a linear transformation [17]. More precisely, the iteration of data in the reduced DMD is given by

$$\tilde{y}_{k+1} = \bar{A}\tilde{y}_k,$$

(2.16)

where $\tilde{y}_k \approx U_r^*y_k$ is the relation between projected snapshots $\tilde{y}_k$ and the original snapshots. The following matrices: $U_r \in \mathbb{C}^{m \times r}$, $V_r \in \mathbb{C}^{(N-1) \times r}$ corresponding to the $r$ first columns of $U$ and $V$, and $\Sigma_r = \text{diag}(\sigma_1, \ldots, \sigma_r) \in \mathbb{C}^{r \times r}$ have been utilized in (2.13) for the computation of $\bar{A}$, where $r$ corresponds to the most dominant (large) singular values. The choice of $r$ has been suggested [77] to be determined via the optimal hard threshold method in [80]. This procedure can also be viewed as a filtering of the input data according to: $\tilde{X} = U_r \Sigma_r V_r^\top$, with $\tilde{X}$ denoting the filtered input data. Since this dissertation deals with considerably small $m$, the exact DMD is used, if not explicitly stated otherwise.

### 2.2.4 Equivalence between Arnoldi-KMD and DMD

In the following, two theorems on the equivalence between Arnoldi-KMD and DMD are provided. Note that the SVD is a so-called “economy-sized” SVD, which can e.g. be
computed with the command \([U, \Sigma, V] = \text{svd}(X, 'econ')\) in MATLAB, where \(X\) is the data matrix.

**Definition 2.2.1** Two data matrices of snapshots are defined as: \(X = [y_1, \ldots, y_N] \in \mathbb{R}^{m \times N}\), and \(Y = [y_2, \ldots, y_{N+1}] \in \mathbb{R}^{m \times N}\). Then, we assume the following: \(A\) is given by \(A = YX^\dagger\), such that we exactly have \(Y = AX\) by (2.14); and \(Y = XC\) by (2.10) exactly holds. There are two pseudoinverses of \(X\): right \(X^\dagger\), and left \(X_\perp^\dagger\). \(X^\dagger\) is non-singular if \(m \leq N\), and there are \(m\) independent rows. \(X^\dagger_\perp\) is non-singular if \(N \leq m\), and there are \(N\) independent columns. Multiplying \(X\) with \((X^\dagger_\perp, X^\dagger)\) from the left and right side, respectively, gives the identity matrix \(I_n\) of dimension \(n\) as follows: \(XX^\dagger = I_m\), and \(X^\dagger X = I_N\).

**Theorem 2.2.1** The eigenvalues of \(A\) and \(C\) are identical if \(m = N\) and \(X\) is of full rank.

**Proof 2.2.1** From the definition, we have \(AX = XC\), which can be rewritten as \(A = XCX^\dagger_\perp\). Eigenvalues \(\lambda_i\) and eigenvectors \(v_i\) of \(A\) are given by: \(Av_i = XCX^\dagger_\perp v_i = \lambda_i v_i\), and hence \(CX^\dagger_\perp v_i = \lambda_i X^\dagger_\perp v_i\). \(X\) and \(X^\dagger_\perp\), and \(\lambda\) are equal if and only if \(m = N\), and \(X\) is of full rank. The eigenvectors of \(C\) associated with \(\lambda\) are thus given by \(X^\dagger_\perp v_i = X^\dagger v_i\), and the eigenvalues of \(C\) and \(A\) are identical. \(\blacksquare\)

While the above theorem concerns a rather special case, a more general theorem is proven below, for the case that the spatial dimension \(m\) exceeds the number of snapshots \(N\) in the matrices \(X\) and \(Y\).

**Theorem 2.2.2** The eigenvalues of \(C\) are eigenvalues of \(A\) if \(m > N\) and \(\text{rank}(X) = N\). The remaining \(m - N\) eigenvalues of \(A\) are zero.

**Proof 2.2.2** Because \(m > N\), we have that \(\text{rank}(C) = N < m\), and we cannot assume that the residual \(r\) vanishes. Thus, in contrast to above, we now have

\[
AX = XC + R, \tag{2.17}
\]

where \(R = r[0, \ldots, 1]\) is a matrix containing the residual vector \(r\) in its last column. Further, \(A \in \mathbb{R}^{m \times m}\) is of rank \(N\), same as the rank of the reduced matrix \(\hat{A} = U^*AU\). Multiplying (2.17) with \(X^\dagger\) we get

\[
V \Sigma^{-1} U^* A X = C + V \Sigma^{-1} U^* R,
\]

where \(U^* R = 0\) (\(N \times N\) matrix of zeros) due to \(r \perp X\). Then, by multiplication from left with \(U^* Y\) we get

\[
\hat{A} U^* Y = U^* Y C,
\]

where we have utilized that \(\hat{A} = U^* Y V \Sigma^{-1}\) and \(Y = AX\), and thus we have

\[
\hat{A} U^* Y v_i = U^* Y C v_i = \lambda_i U^* Y v_i,
\]

where \(C v_i = \lambda_i v_i\), implying that the eigenvalues \(\lambda_i\) \((i = 1, \ldots, N)\) are common between \(C\) and the reduced DMD-matrix \(\hat{A}\). Since \(\hat{A} = U^* AU = U^* Y V \Sigma^{-1}\) holds, but \(A \neq U A U^*\) in this case since \(\text{rank}(U) = N\) leading to \(U U^* \neq U^* U = I_N\), the \(N\) non-zero eigenvalues of \(A\) are associated with the singular values \(\sigma_i\) \((i = 1, \ldots, N)\), and are retained in \(\hat{A}\). \(\blacksquare\)
These theorems theoretically clarify connections between Arnoldi-KMD and DMD, and provide insight and support to the results of applying these methods to various data. Thus, they are valuable to potential practitioners of KMD/DMD.

2.2.5 Hankel-like matrices and Prony KMD

Consider the following two matrices constructed by a scalar time series \( y_i \in \mathbb{R} \) \((i = 0, \ldots, 2N - 1)\):

\[
H_x = \begin{bmatrix}
y_0 & y_1 & \cdots & y_{N-1} \\
y_1 & y_2 & \cdots & y_N \\
\vdots & \vdots & \ddots & \vdots \\
y_{N-1} & y_N & \cdots & y_{2N-2}
\end{bmatrix}, \quad H_y = \begin{bmatrix}
y_1 & y_2 & \cdots & y_N \\
y_2 & y_3 & \cdots & y_{N+1} \\
\vdots & \vdots & \ddots & \vdots \\
y_N & y_{N+1} & \cdots & y_{2N-1}
\end{bmatrix}.
\]

The matrices \( H_x, H_y \in \mathbb{R}^{N \times N} \) are so-called Hankel matrices. We can think of the columns of \( H_x, H_y \) as vector valued snapshots \( y_k \in \mathbb{R}^N \) constructed by time-shifted measurements. By the introduction of time-shifted measurements, we have constructed a larger subspace \( \mathcal{K}_N \) on which the Koopman operator is projected. In fact, if \( y_i \) are measurements of the impulse response of the linear system, DMD applied to (2.18), i.e. solving \( H_y = AH_x \), is the so-called Eigensystem Realization Algorithm (ERA), a well-known technique in system identification [17].

Related to the Hankel matrix, the so-called vector Prony analysis (or KMD) based on [62] is discussed in the following. Instead of a scalar-time series, suppose now that the \( 2N \) vector-valued snapshots \( y_k \in \mathbb{R}^m \) are available as

\[
\{ y_k = f(x_k); k = 0, \ldots, 2N - 1, N < \infty \}.
\]

Then, we define two so-called vector Hankel matrices as follows:

\[
A_x := \begin{bmatrix}
y_0 & y_1 & \cdots & y_{N-1} \\
y_1 & y_2 & \cdots & y_N \\
\vdots & \vdots & \ddots & \vdots \\
y_{N-1} & y_N & \cdots & y_{2N-2}
\end{bmatrix}, \quad A_y := \begin{bmatrix}
y_1 & y_2 & \cdots & y_N \\
y_2 & y_3 & \cdots & y_{N+1} \\
\vdots & \vdots & \ddots & \vdots \\
y_N & y_{N+1} & \cdots & y_{2N-1}
\end{bmatrix}.
\]

In the same manner as for Arnoldi-like KMD: see (2.7), a vector of constants \( p \in \mathbb{R}^N \) is defined in the following formula:

\[
b = A_x p + r,
\]

where

\[
b := [y_N^T, \ldots, y_{2N-1}^T]^T \in \mathbb{R}^{mN}, \quad r \perp \text{span}\{A_x\}.
\]

The vector \( r \in \mathbb{R}^{mN} \) is still a residual. One solution is \( p = A_x^\dagger b \). If \( A_x \) is of full column rank, \( p \) can be uniquely solved as \( p = (A_x^\dagger A_x)^{-1}A_x^\dagger b \). The constants of \( p \) are then used in the same way as \( c \) in Arnoldi-like algorithm in order to derive the companion matrix.
and associated Vandermonde matrix. Note that the iteration of the input data can be written as

$$A_y = A_x C_N' + r[0, \ldots, 0, 1].$$  \hfill (2.21)

Also, the following decomposition of data holds:

$$y_k = \sum_{i=1}^{N} \hat{\lambda}_i^k \hat{V}_i, \quad k = 0, \ldots, N - 1,$$  \hfill (2.22)

where $\hat{\lambda}_i \in \mathbb{C}$ is called the $j$-th Prony value and $\hat{V}_i$ the associated Prony vector.

As with the Arnoldi-like algorithm, let us look at the geometric interpretation of vector Prony analysis. To do this, define the function space $K'_N$ generated by the operation of time-shifting as

$$K'_N := \text{span} \left\{ \left[ \begin{array}{c} U^k f \\ U^{k+1} f \\ \vdots \\ U^{k+N-1} f \end{array} \right] ; k = 0, \ldots, N - 1 \right\}.$$

Then, by letting $P'_N : F^m \rightarrow K'_N$ be a projection from the original space $F^m$ onto $K'_N$, the following operator

$$P'_N U : K'_N \rightarrow K'_N,$$

is finite-dimensional and has a matrix representation with the same dimension of $C_N$ in the $\{([U^k f]^\top, \ldots, [U^{k+N-1} f]^\top)^\top \}$-basis, which we have denoted by $C'_N : \mathbb{C}^N \rightarrow \mathbb{C}^N$. Needless to say, it has been implicitly assumed that the $N$ new functions (“fictive” vector-valued observables) are linearly independent; which would be more beneficial for constructing $K_N$ than with a single $U^k f$. Hence, we are able to state that in vector Prony analysis, $p$ is chosen to minimize the $\mathbb{C}^{m-N}$-norm of $r$, corresponding to choosing the projection operator $P'_N$ so that $P'_N U^N f$ is the least-squares approximation to $U^N f$ at $x_0 \in \mathbb{X}$. In this way, $A_x$ in (2.20) can be denoted as $K'_N \in \mathbb{R}^{(m \times N)}$:

$$b = K'_N p + r, \quad r \perp \text{span}\{K'_N\}.$$

In comparison with $K_N \in \mathbb{R}^{m \times N}$, the rank-deficiency of $K'_N$ when determining $p$ can be avoided even in the case of data with low spatial dimension ($m \ll N$). Thus, a unique solution of $p$, in other words, an unique decomposition of $\{y_k\}_{k=0}^{2N-1}$ can be derived. The possibility of avoiding the rank-deficiency is a result of the use of time-shifting which enable us to utilize more data for computing $C'_N$. The matrix $C'_N$ is thought of as an approximation of the action of the Koopman operator on the finite-dimensional subspace $K'_N$.

In summary, it can be stated that the difference between the Arnoldi-like algorithm and vector Prony analysis for KMD is the choice of finite-dimensional function spaces on which the original Koopman operator is projected. Both the derived matrices are thought of as the least-squares approximations of the corresponding action of the Koopman operator.
2.2.6 Extended DMD

The so-called extended DMD (EDMD) [18] was proposed to overcome a limitation of standard DMD, namely that DMD only relies on raw “linear” measurements \( y_k \), which might not be enough to fully characterize the dynamics of the underlying nonlinear system. Following [18], input data consisting of pairs of snapshots \((x_k, y_k)\) are introduced, which are stacked into two matrices similar to what we had previously in (2.11),

\[
X' := [x_0, \ldots, x_{N-1}], \quad Y' := [y_0, \ldots, y_{N-1}].
\] (2.23)

The key idea of EDMD is to introduce a new vector-valued observable function:

\[
\Psi(z) = [\psi_1(z), \ldots, \psi_K(z)],
\] (2.24)

where the functions \( \psi_i(\cdot) \) are called dictionary elements, and represent some appropriately chosen functions of the measurements. Then, one can consider the action of the Koopman operator in this richer subspace constructed with \( \Psi(z) \). The idea is that if the functions \( \psi_i(\cdot) \) are appropriately chosen, then the evolution in this augmented subspace becomes linear or close to linear, and thus becomes described well by a finite dimensional approximation of the Koopman operator. Obviously, if the measurements \( y_k \) already are “rich” enough to capture the dynamics, there is no need to introduce (2.24), and it can be shown that EDMD then reduces to standard DMD [18]. Suggested choices for the dictionary elements \( \psi_i \) are monomials, polynomials, radial basis functions, or spectral elements [18].

Now, similar to (2.14) and (2.10) in the conventional DMD-algorithms, we construct an approximation of the Koopman operator \( K \) by:

\[
K := G^\dagger Q,
\] (2.25)

where the matrices \( G \in \mathbb{C}^{K \times K} \) and \( Q \in \mathbb{C}^{K \times K} \) are constructed as follows by utilizing (2.24):

\[
G = \frac{1}{N} \sum_{i=0}^{N-1} \Psi(x_i)^* \Psi(x_i),
\] (2.26)

\[
Q = \frac{1}{N} \sum_{i=0}^{N-1} \Psi(x_i)^* \Psi(y_i).
\]

The eigenvalues and eigenvectors of \( K \in \mathbb{C}^{K \times K} \) are denoted by \( \mu'_i \) and \( \xi_i \), respectively, where we as usual have \( K \xi_i = \mu'_i \xi_i \). Two matrices of eigenvectors of \( K \) are defined by \( \Xi = [\xi_1, \ldots, \xi_K] \), and \( W^* = \Xi^{-1} = [w_1, \ldots, w_K]^* \), where \( w_i \) are the left eigenvectors of \( K \), associated with the eigenvalue \( \mu'_i \). The eigenfunctions \( \varphi'(x) \) of \( K \) are approximated as \( \varphi'_i(x) = \Psi(x) \xi_i \).

Now, we explicitly express our observables as follows: \( x = f(x) = [f_1(x), \ldots, f_m(x)]^\top \), where \( f_i : \mathbb{X} \to \mathbb{R} \) are scalar-valued functions. Then, if all \( f_i \) lies within the span of our constructed observable functions (dictionary elements) \( \psi_i \), we can express our scalar
observables as linear combinations of $\psi_i$:  

$$f_i(x) = \sum_{i=1}^{K} \psi_i(x) b_{i,l} = \psi(x)b_i,$$  

(2.27)

where $b_i \in \mathbb{R}^K$ is a vector of coefficients. Then, a matrix of coefficients $B := [b_1, \ldots, b_K] \in \mathbb{C}^{K \times K}$ can be constructed which relates the snapshots $x$ to (2.24) as follows:

$$x = (\Psi(x)B)^\top.$$

(2.28)

By defining, $X_\Psi := [\Psi(x_0)^\top, \ldots, \Psi(x_{N-1})^\top]^\top$, one can approximate $B$ as follows:

$$B = X_\Psi^\dagger X_\Psi^\top.$$

(2.29)

Then, following [18], we can define approximations of the KMs $v_j$ as the columns of the following matrix:

$$V = [v'_1, \ldots, v'_K] = (W^*B)^\top.$$

(2.30)

Now, similar to the previously discussed KMD/DMD algorithms, the spectral decomposition of the original data is expressed in terms of $\mu'_i$, $\varphi'_j$, and $v'_j$:

$$x_k = \sum_{j=1}^{K} (\mu'_j)^k v'_j \varphi'_j(x).$$

(2.31)

This method can be computationally demanding for large amounts of data. However, a faster version of this method, utilizing the so-called kernel trick, is described in [81].

### 2.3 The Perron-Frobenius (PF) operator

This section introduces the PF operator following [11,75]. As previously mentioned, the Koopman operator $U$ is the left adjoint of the PF operator $P$. To define the action of $P$, we need to introduce the so-called measure space given by the tuple $(X, A, \mu)$, associated with the nonlinear system (2.1), where $A$ is a so-called Borel $\sigma$-algebra of subsets of $X$, and $\mu$ a measure which assigns some value to $A$. Further, we introduce $f$ and $g$ as functions defined on $X$. The relation between $P$ and $U$ is by definition [11] given by:

$$\langle Pf, g \rangle = \langle f, Ug \rangle,$$

(2.32)

where $\langle \cdot, \cdot \rangle$ denotes the inner product. Numerical methods connecting these operators have not extensively been discussed or demonstrated until recently [75]. By their definition and relation, it should not matter which one of them that is used to study dynamical systems [13,75], and thus one can expect that the numerical methods used to approximate either one of them are viable.
To characterize the distribution, or density of states in $X$ iterated by $x_{k+1} = T(x_k)$ ($x \in X$) from (2.1), we introduce two functions (densities of states) as $f_0, f_1 \in L^1(X, \mathcal{A}, \mu)$, or more simply written as $f_0, f_1 \in L^1(X)$. If $T$ is nonsingular with respect to $\mu$, then we can write the evolution from an initial density $f_0$ to $f_1$ by action of the map $T$ as follows:

$$
\int_B f_1 d\mu = \int_{T^{-1}(B)} f_0 d\mu,
$$

(2.33)

where $B \in \mathcal{A}$, e.g., an interval or “box” of state space $X$. In particular, the so-called PF operator $P : L^1(X) \to L^1(X)$, is the name of the operator governing the evolution by application to $f_0$ as follows $f_1 = Pf_0$. With this definition, we can rewrite (2.33) as follows:

$$
\int_B Pf_0 d\mu = \int_{T^{-1}(B)} f_0 d\mu, \quad B \in \mathcal{A},
$$

(2.34)

which is the standard definition of the PF operator [11]. In the next subsection, a simple method is outlined which has been used to approximate $P$ as a finite-dimensional matrix.

### 2.3.1 Perron-Frobenius via Ulam’s method and EDMD

Ulam’s method [74,75] is based on the idea of partitioning the state space $X$ into a finite number of measurable boxes $B_i \subset \mathcal{A}$. First, the indicator function is introduced as follows

$$
I_{B_i}(x) = \begin{cases} 
1, & \text{if } x \in B_i, \\
0, & \text{otherwise.}
\end{cases}
$$

(2.35)

Then, it can be shown that we can approximate the entries $p_{ij} = [P]_{ij}$ of a matrix $P$ which approximates the action of the PF operator, as follows:

$$
p_{ij} = \frac{1}{n} \sum_{k=1}^{n} I_{B_j}(T(x_{i}^{(k)})).
$$

(2.36)

$P$ describes the probability of the mapping from a box $B_i$ to another one $B_j$ by $T$. The calculation (2.36) is very simple: take $k = 1, \ldots, n$ points in each box $B_i$, then count how many times $T(x_{i}^{(k)})$ ends up in $B_j$. Another method of approximating $P$ was noted in [75] by means of EDMD. It can be shown that eigenfunctions of the PF operator can be estimated by computing the left eigenvectors of the following matrix:

$$
P = Q^*G^1,
$$

(2.37)

where $Q$ and $G$ are given by (2.25). The connection between the matrices $K$ and $P$ and the Koopman and PF operators can easily be seen via simple matrix manipulation by

---

1For $f : X \to \mathbb{R}$, the so-called $L^p$-space is formally defined as the space where $\int |f(x)|^p \mu(dx) < \infty$ [11].
plugging them into \( \langle P \mathbf{x}, \mathbf{y} \rangle = \langle \mathbf{x}, \mathbf{K} \mathbf{y} \rangle \) according to (2.32) as follows:

\[
\langle (Q^*G) \mathbf{x}, \mathbf{y} \rangle = \langle \mathbf{x}, (G^tQ) \mathbf{y} \rangle,
\]

\[
(Q^*G \mathbf{x})^t \mathbf{y} = \mathbf{x}^t (G^tQ) \mathbf{y},
\]

\[
x^t (G^tQ) \mathbf{y} = x^t (G^tQ) \mathbf{y},
\]

where \((G^t)^t = G^t\) by definition since \(G\) is a symmetric matrix (see (2.25)), and \(\mathbf{x}, \mathbf{y}\) are arbitrary vectors of appropriate lengths. Finally, the transpose of the approximation of the PF operator via Ulam’s method: \(P^t\) can also be shown to provide an approximation of \(\mathbf{K}\) [75]. This will be experimentally verified in the next section, and numerically establishes the connection between Koopman and PF operators.

## 2.4 Two illustrative examples

### 2.4.1 A linear system

Here, we will consider the discrete-time linear dynamical system given by

\[
x_{k+1} = \mathbf{D} \mathbf{x}_k,
\]

where \(\mathbf{x} = [x_1, x_2]^t\), and the matrix \(\mathbf{D}\) is defined as follows:

\[
\mathbf{D} = \begin{bmatrix} 0.9 & -0.35 \\ 0.35 & 0.97 \end{bmatrix}.
\]

The two eigenvalues of \(\mathbf{D}\) are \(\lambda_1 \approx 0.935 + 0.348\) and \(\lambda_2 \approx 0.935 - 0.348\), and \(|\lambda_1| \approx 0.998\). Thus, we can understand that the dynamics are oscillatory and lightly damped. Now, we first define the initial condition as \(\mathbf{x}_0 = [2, -2]^t\). Then (2.38) is iterated, giving the following input data (showed rounded off to two digits following decimal point):

\[
\mathbf{X} = \begin{bmatrix} 2 & 2.5 & 2.68 & 2.53 & 2.06 \\ -2 & 1.24 & -0.33 & 0.62 & 1.49 \end{bmatrix}, \quad \mathbf{Y} = \begin{bmatrix} 2.5 & 2.08 & 2.53 & 2.06 & 1.33 \\ 1.24 & -0.33 & 0.62 & 1.49 & 2.16 \end{bmatrix}.
\]

The dynamics are shown in Fig. 2.1 for the first five iterations. DMD, Arnoldi-KMD, and vector Prony KMD are applied to the data (2.40). The real and imaginary parts of the identified eigenvalues are shown in Fig. 2.2 and plotted against the norm of their modes \(\|\mathbf{v}\|\), with \(\mathbf{v}\) represented by \(\mathbf{V}, \hat{\mathbf{V}}, \text{ and } \overline{\mathbf{V}} := (\hat{\phi}_0 \mathbf{y}) \phi\) from Arnoldi KMD, Prony KMD, and DMD, respectively. Despite the fact that Arnoldi-KMD and Prony identify a larger number of eigenvalues than two: in this case \(N - 1 = 5\) for Arnoldi and \(N/2 = 3\) for Prony, the norm of the modes not associated with \(\lambda_1\) or \(\lambda_2\) are zero, thus not contributing to the decompositions. From Fig. 2.2 we see that all algorithms produce the same spectral decomposition. Via DMD, we can calculate the eigenfunction corresponding to \(\lambda_1\), given by \(\phi_1(\mathbf{y}) = \hat{\phi}_1 \mathbf{y}\), which is equal to the eigenfunction of (2.38) associated with \(\lambda_1\) (defined
as $\varphi_1(y) = v_{l,1}y$, where $v_{l,1}$ is the left eigenvector of $D$ associated with $\lambda_1$). This is because $\bar{A} = YY^\top = D$ from (2.14). Now, Ulam’s method is also applied to the dynamics to approximate $P^\top$ (an approximation of the action of the Koopman operator), by dividing the 2D state space into 100 equally sized squares of unit area with exactly $n$ number of initial conditions in each square: i.e. we consider a $(-5, 5) \times (-5, 5)$ domain of the state space. The squares are not closed, i.e. they do not contain the boundaries between them. However, in the calculations here, no point starts or ends up at any boundary. An eigendecomposition of $P^\top$ provides an approximation of $\lambda_1$ as $\tilde{\lambda}_1 = 0.928 + i0.342$, i.e. close to $\lambda_1$. The absolute values of the eigenfunctions from EDMD, the linear system ((2.38) and (2.39)), and $P^\top$, associated with $\lambda_1$, are shown in Fig. 2.3, normalized by their largest values $\max_i |\varphi_1(x_i)|$. From the figure we clearly see that EDMD well approximates the original eigenfunction, while Ulam’s method only gives a rough estimate, despite utilizing $n = 50$ initial conditions in each one of the 100 squares. This means that 5000 snapshots (or initial conditions $x_0$) are utilized to construct $P$, compared to 6 for DMD and Arnoldi-KMD. A finer partition of the state space leads to $P$ becoming singular, and thus we are only able to achieve a rough estimation of the eigenfunction. In this example, EDMD was computed with 100 randomly chosen initial conditions, and the dictionary elements $\psi_i$ were chosen as Hermite polynomials of up to fourth order according to [18].

2.4.2 A nonlinear system

Let us here discuss a toy example of a nonlinear dynamical system similar to [17,76]. The discrete-time nonlinear system is defined as follows:

$$
\begin{bmatrix}
  x_1 \\
  x_2
\end{bmatrix}_{k+1} = \begin{bmatrix}
  a & 0 \\
  a[x_1]_k & 2a^2
\end{bmatrix} \begin{bmatrix}
  x_1 \\
  x_2
\end{bmatrix}_k,
$$

(2.41)
where $a$ is a scalar parameter. Following [17, 76], with the change of variables: $\mathbf{y} = [y_1, y_2, y_3]^\top := [x_1, x_2, x_1^2]^\top$ we get the following linear dynamical system:

$$
\begin{bmatrix}
y_1 \\
y_2 \\
y_3
\end{bmatrix}
_{k+1} =
\begin{bmatrix}
a & 0 & 0 \\
0 & 2a^2 & a \\
0 & 0 & a^2
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2 \\
y_3
\end{bmatrix}_k,
$$

in terms of our new vector valued observable $\mathbf{y}$, since we have that

$$
\begin{align*}
y_1_{k+1} &= a[x_1]_k = a[y_1]_k, \\
y_2_{k+1} &= a[x_1^2]_k + 2a^2[x_2]_k = a[y_3]_k + 2a^2[y_2]_k, \\
y_3_{k+1} &= (x_1)_{k+1}^2 = a^2(x_1)_k^2 = a^2[y_3]_k.
\end{align*}
$$

This is a simple example of how a nonlinear system can be transformed into a linear system by an appropriate choice of vector valued observable. The eigenvalues of the
system matrix in (2.42) are \( \lambda_1 = a, \lambda_2 = 2a^2, \) and \( \lambda_3 = a^2. \) By applying DMD/KMD to data using the observable \( y = [x_1, x_2, x_1^2]^\top, \) the linear dynamical system (2.42) is hence captured and results as accurate as in the previous section are obtained. Further, the right and left eigenvectors of system matrix in (2.42) are contained in the following two matrices:

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & -1/a \\
0 & 0 & 1
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 1/a \\
0 & 0 & 1
\end{bmatrix}
\]

where \( V_{\text{right}}V_{\text{left}} = I_3, \) and \( V_{\text{right}} := [v_{r,1}, v_{r,2}, v_{r,3}] \) and \( V_{\text{left}} := [v_{l,1}^\top, v_{l,2}^\top, v_{l,3}^\top]^\top, \) where \( v_{r,i} \) and \( v_{l,i} \) denote the \( i \)-th right and left eigenvectors, respectively. Defining \( \varphi_i(x) = v_{l,i}y \) as the Koopman eigenfunctions, we have

\[
\begin{align*}
\varphi_1(x) &:= v_{l,1}y = x_1, \\
\varphi_2(x) &:= v_{l,2}y = x_2 + x_1^2/a, \\
\varphi_3(x) &:= v_{l,3}y = x_1^2.
\end{align*}
\]

Then, we can explicitly express the evolution of the nonlinear system (2.41) in terms of our observable \( y \) by KMD as follows:

\[
y_k = g(x_k) = (U^k g)(x_0) = \sum_{j=1}^{3} \lambda_j^k \varphi_j(x_0) v_{r,j} = \begin{bmatrix}
\lambda_1^k \cdot x_{1,0} \\
\lambda_2^k \cdot (x_{2,0} + \frac{x_{1,0}^2}{a}) - \lambda_3^k \cdot \frac{x_{1,0}^2}{a} \\
\lambda_3^k \cdot \frac{x_{1,0}^2}{a}
\end{bmatrix}, \quad (2.44)
\]

where the KMs are linear, the eigenfunctions \( \varphi_i(x) \) are nonlinear functions of \( x, \) and \( \cdot \) denotes scalar multiplication. In this simple example, the evolution (2.44) depends only on the initial state \( x_0 := [x_{1,0}, x_{2,0}]^\top \) and the parameter \( a \) (the eigenvalues \( \lambda_i \) are in this example also functions of \( a \)).

In the following, we look at a numerical example which demonstrates the potential benefits of using a nonlinear observable and time-shifted measurements. We define the scalar observable \( f(x) \) as follows:

\[
f(x) = x_1 + x_2 + x_1^2, \quad (2.45)
\]

and define the snapshots \( z_k \) containing three time-shifted measurements as:

\[
z_k := [f(x_k), f(x_{k+1}), f(x_{k+2})]^\top = [z_{1,k}, z_{2,k}, z_{3,k}]^\top. \quad (2.46)
\]

With \( a = -0.7 \) and \( x_0 := [0.5, 0.5]^\top, \) the dynamics of (2.41) and the time-series of the scalar observable \( f(x) \) are shown in Figs. 2.4 (a) and (b), respectively. Figure 2.4 (c) shows the dynamics of the time-shifted measurements \( z_1 \) and \( z_2 \) of the vector-valued observable (2.46). Clearly, the dynamics in Fig. 2.4 (c) resembles Fig. 2.4 (a). By application of any of the DMD/KMD methods to the data \( \{z_k\}_{k=0}^{M} \) we find the eigenvalues \( \lambda_{1,2,3} \) of the original nonlinear system. Furthermore, we also realize that there exists a map \( M_{zy} \) such that

\[
y_k = M_{zy} z_k,
\]
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holds exactly, which takes us from the space of time-delayed measurements to \( \mathbf{y} \) (and therefore also to \( \mathbf{x} \)), because all components of \( \mathbf{y} \) are included in our scalar observable \( \mathbf{z} \).

This was as an illustrative example of how the evolution of a simple nonlinear dynamical system can be described completely by a finite dimensional spectral decomposition (KMD) by an appropriate choice of observable functions.

### 2.5 Conclusions

This chapter introduced the Koopman operator, the Koopman Mode Decomposition (KMD), and discussed several numerical algorithms for the approximation of KMD, commonly called Dynamic Mode Decomposition (DMD). The effectiveness of several methods
was demonstrated by two simple examples. Two proofs were also provided which unified two commonly utilized KMD-algorithms under certain assumptions. Utilizing time-shifted measurements, an inherent feature of the so-called vector Prony decomposition, has the potential to substantially enlarge the subspace spanned by sampled data, on which the decomposition is defined, consequently enabling a better posed least squares problem. Further, connections between the Koopman and Frobenius operators were both discussed and numerically demonstrated. From this chapter, we understand that an appropriate choice of KMD-algorithm, and appropriately chosen observables are crucial to the application of KMD to a certain problem or set of data. Related to this, in the next chapter, a numerical evaluation of three similar KMD-algorithms is conducted.
Chapter 3

Comparison and numerical evaluation of KMD-techniques

3.1 Introduction

Chapter 2 introduced Koopman operator theory and explained the theoretical ideas underlying KMD algorithms. In addition, several algorithms were described, often called DMD, which can be viewed as numerical approximations of the theoretical KMD. Since the so-called standard DMD was proposed and demonstrated in [16], several new DMD-algorithms and extensions have been proposed: see e.g. [17, 18, 62, 77, 78, 82]. All these algorithms essentially have the same purpose: to extract the dominant features in the observed dynamics in terms of a spectral decomposition of the Koopman operator, which can be viewed as a type of reduced-order model. They indeed produce the exact same decomposition under certain conditions, which was theoretically and numerically demonstrated in Chapter 2, and will also be demonstrated in this chapter by numerical experiments. However, applying these methods directly to data from a nonlinear system, for a case where the number of measurement locations, called the spatial dimension here, is smaller than the number of temporal snapshots, the algorithms differ by definition since the number of modes is not equal. One could, however, imagine a case where some modes are zero, and the rest of the modes are equal, thus resulting in the same decomposition, despite the total number of modes being different. This is exactly the case when companion-matrix based KMD is applied to data from a linear system: see Section 2.4. In practice, noise is always present in some form, and the performance of the algorithms when applied to data contaminated by noise is crucial for practical applications to real measurements.

The purpose of this chapter is to study applications of KMD to data of low spatial dimension. In particular, the three closely related algorithms outlined in Chapter 2: Arnoldi-like KMD (called Arnoldi KMD from now), standard DMD, and Prony KMD are evaluated here. These are all based on “raw” measurements without use of any additional observable function such as in EDMD. Note, however, that Prony KMD utilizes so-called time-shifting or time-delayed measurements, with the effect of expanding the
subspace on which the Koopman operator is defined. A numerical evaluation is con-
ducted by application of these algorithms to three fundamentally different sets of data: 
data produced by a linear dynamical system, weakly nonlinear power system oscillations, 
and lastly highly nonlinear wind speed data. Depending on the data, we introduce noise; 
vary the ratio between the number of temporal snapshots and the spatial dimension by 
adjusting the temporal length, sampling frequency, and by constructing snapshots con-
taining time-shifted measurements. Furthermore, their performance is evaluated by their 
ability to predict future values. The numerical investigation conducted here sheds some 
light on the applicability of these techniques to various types of data with low spatial 
dimension—useful for potential practitioners of them.

The remainder of the chapter is organized as follows. Section 3.2 explains and outlines 
the methodology adopted here to perform the numerical evaluation. Section 3.3 describes 
the considered data and test systems. Section 3.4 presents and discusses the experimental 
results. Finally, conclusions are given in Section 3.5.

3.2 Methodology

This section explains the methodology adopted in the comparison of the three considered 
KMD-algorithms. For example, how eigenvalues, modes and modal frequencies (given by 
the eigenvalues) are compared.

3.2.1 Sorting and selecting modes

The input data consist of a set of snapshots \( y_k \in \mathbb{R}^m \) as previously:

\[
\{y_0, \ldots, y_{2N-1}\}. 
\]

By application of the DMD/KMD algorithms to (3.1), Arnoldi KMD outputs \( 2N - 1 \) 
modes and vector Prony \( N \) modes, while DMD outputs \( m \) modes. It is possible that 
only a few, dominant modes are enough to describe the dynamics well (depending on the 
data and the “success of the decomposition”), while the other ones are redundant in our 
analysis. For consistency in the comparison of modes and modal frequencies generated 
by the algorithms, we follow two rules:

(i) Arnoldi KMD modes and Prony modes are ranked based on \( |\lambda_i|^N_{\text{max}} \|v_i\| \), where \( N_{\text{max}} \) 
is \( 2N - 1 \) for Arnoldi and \( N - 1 \) for Prony, and \( \lambda_i \) and \( v_i \) represent the eigenvalues 
and modes generated by the respective algorithm.

(ii) The \( m \) or \( N \) highest ranked modes are chosen, whichever is lower, and are called 
dominant modes. Most often we have \( m < N \) or \( m \ll N \). When \( N < m \), only the 
\( N \) highest DMD modes ranked by \( |\lambda_i'| \) are considered.
3.2.2 Comparing eigenvalues

Linear dynamics measured in noise will be considered. The eigenvalues of the matrix governing the dynamics are thus exactly known. The performance of the algorithms can then be evaluated by measuring the distance $d_\lambda$ between a known eigenvalue $\lambda_1$ and an estimated eigenvalue $\tilde{\lambda}_1$ from the algorithms simply by computing the euclidean distance as follows:

$$d_\lambda := \sqrt{\text{Re}((\lambda_1 - \tilde{\lambda}_1)^2) + \text{Im}((\lambda_1 - \tilde{\lambda}_1)^2)},$$

(3.2)

where $\text{Re}(z)$ takes the real part and $\text{Im}(z)$ the imaginary part of a complex value $z$.

3.2.3 Comparison of modal frequency

The ability of the algorithms to capture the modal frequencies (assuming that the target dynamics are linear or exhibit a fixed frequency $f_i$) is quantified by:

$$\Delta f_i = (f_i - f_z)/f_i,$$

(3.3)

where $f_i$ is a frequency identified from eigenanalysis of the linearized system equations in the case of power system data, and $f_z$ the frequency closest to $f_i$ among the dominant modes for each KMD algorithm. For example, for a mode $\mathbf{v}_z$ associated with the eigenvalue $\lambda_z$ the modal frequency is calculated as follows: $f_z = \text{Im}(\ln(\lambda_z))/(2\pi T_s)$, where $T_s$ is the sampling period.

3.2.4 Comparison via time-shifted snapshots

As previously, we construct a Hankel-like matrix from a scalar time-series $y_i$ ($i = 1, \ldots, N$):

$$H(y_i) = \begin{bmatrix} y_1 & y_2 & \cdots & y_{N-m+1} \\ y_2 & y_3 & \cdots & y_{N-m+2} \\ \vdots & \vdots & \ddots & \vdots \\ y_m & y_{m+1} & \cdots & y_N \end{bmatrix} := [\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_{N-m+1}].$$

(3.4)

We can view $\tilde{y}_i$ as “fictive” snapshots, generally defined by

$$\tilde{y}_i := [y_i, y_{i+d}, \ldots, y_{i+(m-1)d}]^\top,$$

(3.5)

where $d$ is a time-shift ($d = 1$ in (3.4)), $m$ the desired spatial dimension, and $N_s = N - m + 1$ denote the number of snapshots. The parameters of (3.5) are adjusted in this evaluation to achieve different values of $m$ and $N_s$. By applying the DMD algorithms to (3.4), each component of the modes $\mathbf{v} \in \mathbb{C}^m$ ($m > 1$) describes how an oscillation varies in magnitude and phase with time. The time-shifted snapshots provide a way of expanding the subspace $K$ on which the Koopman operator is projected (see (2.4) and (2.5)), if the snapshots $\tilde{y}_i$ are linearly independent.
3.2.5 Comparison via future prediction

As a last comparison, we will look at the accuracy of future predictions a few samples ahead. This serves as an indication of the algorithm’s ability to capture the underlying dynamics. For a scalar time-series \( y_i \) \((i = 1, \ldots, 2N-1)\), the considered algorithms iterate the data \( n \) steps forward in time as follows:

\[
\begin{align*}
\hat{y}_{i+n} &:= \bar{A}^n y_i, \\
\hat{Y}_{i+n} &:= Y C_{2N-1}^n, \\
\hat{A}_{y+n} &:= A_y C_N^n.
\end{align*}
\] (3.6)

Refer to (2.10), (2.14), and (2.21) for their definitions. The predicted values are to be found in the vector or matrices on the left hand side in (3.6).

3.3 Description of test systems and data

This section describes the test systems used to generate data for the evaluation. Data from weather simulations of Japan are used as an additional comparison.

3.3.1 Linear system and noise

We consider a discrete-time, linear, dynamical system \( \mathbf{x}_{k+1} = D \mathbf{x}_k \), where \( D \) is same as in (2.39). Here, we consider noisy measurements where each snapshot \( y_k \in \mathbb{R}^2 \) is the state vector \( \mathbf{x}_k \in \mathbb{R}^2 \) corrupted by noise as follows:

\[
y_k = \mathbf{x}_k + \gamma_k,
\] (3.7)

where \( \gamma_k \in \mathbb{R}^2 \) is a vector of independent and identically distributed (i.i.d.) Gaussian noise, added with a specified Signal to Noise Ratio (SNR).

3.3.2 Power system example

A slightly modified version of Kundur’s two area test system [7], shown in Fig. 3.1 is used, which comprises seven buses, and three generators, each denoted by \( G_i \). The nominal system and angular frequencies are \( f_{\text{sys}} = 60 \text{ Hz} \) and \( \omega_s = 2\pi f_{\text{sys}} \text{ rad/s} \). The system has one constant impedance load (see e.g. [7] for a definition of this). The dynamics are described by the differential algebraic equations (DAE) in (1.1). The state variables \( \mathbf{x} \) are generator internal bus angles \( \delta \) and deviations from nominal frequency \( \omega_i \). Initial steady state values for \( \omega_i \) are \( \omega_0 = [\omega_{1,0}, \omega_{2,0}, \omega_{3,0}]^\top = [0, 0, 0]^\top \). The dynamics of each generator \( i \) are given by the following differential equations:

\[
\begin{align*}
\frac{d\delta_i}{dt} &= \omega_i, \\
M_i \frac{d\omega_i}{dt} &= P_{m,i} - P_{e,i} - D_i \omega_i,
\end{align*}
\] (3.8)
where $D_i = D$ is damping, assumed same for all generators, $P_m$ and $P_e$ are the mechanical (assumed constant) and electrical power, and $M_i$ an inertia constant. The electrical power produced by the $i$-th generator $P_{e, i}$ is given by

$$P_{e, i} = \frac{E_i V_i}{x'_{t, i} x'} \sin (\delta_i - \theta_i),$$

where $V_i \angle \theta_i$ is the bus voltage, and $E_i \angle \delta_i$ the generator’s voltage connected to $V_i \angle \theta_i$ via a so-called transient reactance $x'_{t, i}$: see Fig. 3.1 for a schematic depiction of the test system.

### 3.3.3 Weather prediction data

In contrast to the power system, which generates dynamics well-described by so-called small-signal analysis (eigenanalysis of the linearized DAEs), we also use highly nonlinear wind speed predictions. The data are outputs from weather predictions of the Cloud Resolving Storm Simulator (CReSS) [63], discussed in detail in Chapter 6, solved for a domain encompassing the whole of Japan ($D_1$ in Fig. 6.2, Chapter 6). The spatial resolution (distance between nearest grid points) is 2 km, and the time-resolution is 1 h.

### 3.4 Results

This section presents and discusses the results of applying the three considered algorithms to noise-corrupted measurements from a linear system, power system dynamics, and wind speed predictions of Japan.
3.4.1 Noise-corrupted data from a linear system

Here, the algorithms are applied to noise-corrupted measurement such as in (3.7). The effects of noise in DMD have been discussed in several papers, see e.g. [16,17,78,83–86]. In [16,78] it is stated that standard DMD is better suited for noisy data than Arnoldi KMD. This is mainly due to two reasons. First, Arnoldi KMD involves fitting constants such that the last snapshot, say, \( y_N \in \mathbb{R}^m \), can be expressed as linear combinations of all previous snapshots, and thus noise has a large impact on \( y_N \) [78]. Second, in DMD, often a reduced matrix \( \tilde{A} \) (see (2.16)) is utilized when processing large data sets, and is constructed from the \( r \) dominant singular values and vectors from the SVD of matrix of input data \( X = [y_1, \ldots, y_{N-1}] \). This can be viewed as a type of filtering able to
Figure 3.3: Average distance $d_\lambda$ to the eigenvalue $\lambda_1$ based on 200 runs at every Signal to Noise Ratio (SNR) with noise applied to only the last snapshot, for (a) DMD; (b) Arnoldi KMD; (c) vector Prony KMD; (d) comparison between algorithms for $N_s = 50$.

remove noise [80]. However, in cases where the spatial dimension $m$ is not large compared to the dimensionality of the dynamical system, it becomes obvious that the reduced matrix approach is not feasible without also possibly removing relevant dynamic features. Consequently, non-reduced, or exact DMD, has to be utilized when $m$ is small.

In the following, the three considered algorithms are applied to noise-contaminated snapshots, and their performances are compared by calculating the distances between their closest eigenvalues and a known eigenvalue $\lambda_1$, according to (3.2). We apply Gaussian noise with SNR varied from 0 to 100 dB. At each noise-level, the results of 200 applications are averaged to smooth the variations of individual results, each run with a randomly chosen initial condition $x_0$. The noise is added to each $x_i$ (see (3.7)) with the function
Figure 3.4: Identified eigenvalues for different SNR and with $N_s = 50$ snapshots in (a) for noise added to all snapshots; (b) noise added to only the last snapshot.

awgn in MATLAB. Three different cases of the number of snapshots $N_s$ are considered: 10, 20, and 50, to investigate the potential influence on performance by increasing the amount of data. In particular, for the case that $m > N_s$, which is often the case in fluid experiments, [85] derived an analytical expression of the noise-induced bias to the DMD matrix $\hat{A}$, as a function of $N_s$ and the noise variance $\sigma^2$. Right now, we always have that $m \ll N_s$ and $m = 2$. The average distances $d_{\lambda}$ to the eigenvalue $\lambda_1$ based on 200 runs, denoted $\langle d_{\lambda} \rangle$, for all algorithms are shown in Fig. 3.2, and plotted vs. the SNR. All algorithms show improvements for both a greater number of snapshots, and with increased SNR. The best results, and also the largest improvements with more snapshots, are seen for vector Prony KMD, and the reason is discussed below.

To further investigate the influence of noise, another test case is considered. Now, noise is applied to only the last snapshot $y_{N_s}$. The results are shown in Fig. 3.3. Interestingly, the performance of Arnoldi KMD remains almost identical, indicating a strong dependence only on the last snapshot, which was discussed earlier. On the other hand, DMD and vector Prony KMD experience substantial improvements in performance. In Fig. 3.3(d) we see that DMD is ranked second best after Prony. Prony KMD utilizes the so-called vector Hankel matrix, and even though noise is partly introduced in the regression problem, its effects have been mitigated since the entire last column is not affected: see (2.19). This construction did not only work better with partially introduced noise as in this example, but also in the previous example. In other words, noise reduction effects are obtained by restructuring the problem with the Hankel matrix. It was already proven that the eigenvalues of Arnoldi KMD and DMD are exactly the same if $m \geq N_s - 1$, provided certain conditions hold. In fact, by utilizing the vector Hankel matrices (2.19) as input to Arnoldi KMD and DMD too, the exact same results as for Prony KMD are achieved. In this case, the number of rows $#\text{rows}$ and columns $#\text{col}$ of the matrices...
\begin{align*}
(2.19) \text{ are } m(N_s/2) \text{ and } N_s/2, \text{ i.e. } \# \text{rows} \geq \# \text{col}. \text{ Thus, first, this numerically confirms Theorems 2.2.1 and 2.2.2, and second, connects DMD, Arnoldi KMD and Prony KMD.}
\end{align*}

The averaged eigenvalues identified in the two discussed cases are shown in Fig. 3.4. In Fig. 3.4(a) we clearly see the influence of the so-called bias error for DMD [85], depending on the SNR. The largest discrepancies correspond to the highest noise levels (low SNR). In Fig. 3.4(b) it is evident that all algorithms identify the eigenvalue \( \lambda_1 \) accurately regardless of the noise added to the last snapshot.

### 3.4.2 Power system example

Here, an evaluation is conducted by utilizing data from simulation of the power system shown in Fig. 3.1. Two modes with frequencies \( f_1 = 1.2541 \) Hz and \( f_2 = 0.6566 \) Hz are found from eigenanalysis of the linearized DAEs (1.1) which govern the dynamics. The first one is a so-called local mode characterizing an oscillation between \( G_1 \) and \( G_2 \), and the second mode the inter-area mode between \( G_1, G_2 \) in Area 1 and \( G_3 \) in Area 2. Now we set \( \omega_{20} = 4 \times 10^{-3} \omega_s \) to perturb the system, giving the bus angle dynamics as shown in Fig. 3.5(a), which are used as test data for the evaluation. Later on, the data in Fig. 3.5(b) are used as well.
Figure 3.6: Deviation in frequency from linear modes $|\Delta f|$ for the data shown in Fig. 3.5(a) for (a) with window time-length successively increased from 2 to 20 s, and $f_s$ fixed at 12 Hz; and (b) with window time-length 8 s and $f_s$ varied between 2 and 60 Hz.

Now, we compare the performance of the algorithms in identifying the modal frequencies identified from the linearization. The results on $|\Delta f|$ are given in Fig. 3.6(a) for a window time-length increasing from 2 to 20 s. The sampling frequency $f_s$ is fixed at 12 Hz. The number of snapshots is denoted by $N_s = 2N$, and the number of measurement locations by $m = 7$. It can be seen that DMD performs unsatisfactory compared with Arnoldi KMD and Prony. In particular, $|\Delta f|$ for DMD seems to diverge as $N_s/m$ becomes large, although $|\Delta f_2|$ is initially large and shows an improvement around $N_s/m = 13$. Arnoldi KMD fluctuates more than Prony for $N_s/m < 25$, but as $N_s$ grows further, $|\Delta f|$ for Prony starts increasing and the result fluctuates. It can be speculated that the advantage of vector Prony here stems from the expanded subspace on which the modes are defined. However, when the number of snapshots $N_s$ increases, no new information is provided since the signals are basically repetitive and only contain two frequencies, and the increased amount of data seems to deteriorate the effectiveness of the algorithm.

Now, we look at $|\Delta f|$ as $f_s$ varies between 2 and 60 Hz, thereby increasing the ratio $N_s/m$. The temporal length of the data is set to 8 s, and the results are shown in Fig. 3.6(b). It is noted that the Prony algorithm performs better than the other ones when
Figure 3.7: Components of $v_{fi}$, each corresponding to a time-shifted measurement of the data in Fig. 3.5 (b). $f_i$ is either $f_1$ or $f_2$ from eigenanalysis of DAEs.

$f_s$ is low and hence the number of snapshots, and experiences a peak around $N_s/m \approx 23$ and levels out. DMD does not seem at all successful in identifying the frequencies except for sporadically at low $N_s/m$. Both Arnoldi and Prony identify the frequencies well even for larger $f_s$; $|\Delta f_1|$ for Prony and Arnoldi stops at 0.10 and 0.05, respectively.

Let $v_{fi}$ denote a vector (or mode) which is one of $\tilde{V}_i$, $\hat{V}_i$, or $c_i := \phi_i(\hat{\phi}_i y_0)$, see Section 2.2, oscillating with a frequency determined by associated eigenvalue $\lambda_i$, close to one of the identified $f_i$ from eigenanalysis. Time-shifted snapshots (3.5) are now constructed from the data in Fig. 3.5 (b), such that $m = 41$ and $N_s = 40$. Arnoldi KMD and DMD generate the exact same decomposition in this case. In Fig. 3.7, $|v_{fi}|$’s are shown against the time-shift corresponding to the time-shifts of components of $v_{fi}$. For $f_1$, the results of all algorithms become very close, and a steady decay of $|v_{f1,m}|$ as $m$ increases is evident, where $v_{f1,m}$ denotes the $m$-th component of $v_{f1}$, time-shifted 0.2 seconds from the previous component. For $f_2$, the results are still close but Arnoldi KMD/DMD modes fluctuate around the Prony mode which maintains a stable decrease with increased time-shift. These results show that the attenuations of the oscillations occur in a close to linear manner. However, the actual damping of oscillations occurs in an exponential manner if the power system dynamics are well described by small-signal analysis close to the equilibrium point. The results in Fig. 3.7 thus show that for the time-interval and data
considered, the exponential decrease can be approximated well by a linear trend line. This example clearly illustrates that all the considered techniques basically generate the same result when the subspace constructed by the snapshots is appropriately expanded.

**3.4.3 Future prediction of power system dynamics**

Now, the signal in Fig. 3.5 (b) is considered again. The same KMD/DMD algorithms will be applied and iterated nine times forward in time according to (3.6). An example of future predictions is shown in Fig. 3.8, together with associated prediction errors. Note that the “naive” predictor predicts a future value $\tau$ seconds later equal to what was last observed: $\hat{y}_{i+\tau} := y_i$. In the shown example, all algorithms predict the signal close to equally well, with the larger errors occurring in the beginning, due to larger and more nonlinear oscillations close to the time of the fault. Now, a more thorough evaluation of all algorithms is conducted for different values of spatial dimension $m$ and number of snapshots $N_s$. The results are shown in the upper row of Fig. 3.9. The color indicates the Root Mean Square Error (RMSE) as a percentage of the RMSE of the naive predictor. The results clearly indicate smaller errors for Arnoldi and Prony KMD, particularly for small spatial dimensions. Clear improvements in prediction when the spatial dimension exceeds 4 for DMD, and 3 for Arnoldi, are also noted. This is closely related to the dimensionality of the power system dynamics which involves six state variables, and two
Figure 3.9: Reductions in RMSE for predictions of $\omega_1$ (Fig. 3.5 (b)) compared to the naive predictor. Upper row without noise, and lower row with Gaussian noise, SNR = 40 dB.

complex conjugate pairs of eigenvalues are identified from linearization, as discussed in Section 3.4.2. We can thus expect that we would need a spatial dimension of around $m = 4$ to appropriately capture these dynamics. Now, we run the exact same experiment again with added noise. The noise is added with a SNR of 40 dB. The added noise has less effect on DMD and Arnoldi KMD, while the Prony KMD results have worsened. Previously, the benefit of expanding the subspace on which the Koopman operator is projected by using a Hankel-like matrix was discussed. These results show that when the subspace is already expanded enough, no additional benefit might be achieved by trying to stack more time-shifted measurements or vectors, and it might even deteriorate the performance of doing so, in particular if noise is present.

### 3.4.4 Future prediction of wind speeds

Here, we use wind speed predictions in Japan from CReSS [63], which can be considered as highly nonlinear and complex data. The performances of the algorithms are again evaluated by predicting future values of the time-series. Figure 3.10 shows wind speed fluctuations from one location in Japan, as deviations from the monthly mean, re-sampled with a sampling period of 12 h. The re-sampling substantially reduced autocorrelation of the time-series. Now, with the same methodology as in the previous section, we predict future values with different values on spatial dimension $m$ and number of snapshots $N_s$. Again, the prediction results are compared against the naive predictor. In the upper and lower rows of Fig 3.11, we show the results for one and two step-ahead predictions,
respectively. They correspond to 12- and 24-h ahead predictions. In the case of 12-h prediction, we achieve a maximum reduction in RMSE from the naive predictor of about 15–20% for DMD and Arnoldi, while Prony does not show any improvement. In the case of 24-h prediction by two iterations, where larger variations in the wind speed time-series are observed, larger improvements with KMD/DMD compared to naive predictions are obtained. This indicates that some dominant characteristics in the dynamics are captured. Improvements of up to 35% are achieved with DMD and Arnoldi KMD, and Prony achieves about 30% reduction at best. Again, we see that a larger spatial dimension is not always the best, as is achieved with Prony. This example further stressed the need for appropriate adjustments in spatial dimension, number of snapshots, choice of algorithm, and identification of number of dynamically relevant modes, when applying these types of algorithms to experimental data.

3.5 Conclusions

This chapter performed a numerical evaluation of three algorithms related to KMD, by applications to noisy data from a linear system, power system oscillations, and wind speed fluctuations. Their performance was evaluated by their accuracy in identification of eigenvalues, modal frequencies, modes, and by their ability to predict future values. The results were discussed with support from a new unified interpretation of the algorithms provided in Chapter 2. Utilizing time-shifted measurements, an inherent feature of the vector Prony KMD has the potential to substantially increase the subspace spanned by sampled data, on which the decomposition is defined, which allows for a more accurate decomposition. For example, in the case of data from linear dynamics with added noise, the spatial dimension was identified as a dominant factor in reducing noise. In fact, it was possible to make all algorithms produce the same result if the input data to them were
Figure 3.11: Reductions in RMSE from the naive predictor for predictions of the wind speeds in Fig. 3.10. Upper row: 12-h predictions. Lower row: 24-h predictions.

Table 3.1: A summary of numerical results by grading the performance of the three algorithms applied to different data sets. Performance is graded from ‘Excellent’ to ‘Poor’.

<table>
<thead>
<tr>
<th>Data type</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>Excellent</td>
</tr>
<tr>
<td>Linear + noise</td>
<td>Good</td>
</tr>
<tr>
<td>Weakly nonlinear (power system)</td>
<td>Good</td>
</tr>
<tr>
<td>Highly nonlinear (wind speed)</td>
<td>OK</td>
</tr>
</tbody>
</table>

constructed according to the Hankel matrix, due to a larger spatial dimension than the number of snapshots. This is a consequence of Theorem 2.2.2. Also, it was shown that vector Prony works well in frequency identification of modes when the ratio between the number of snapshots and spatial dimension is on the lower side, for almost linear systems (weakly nonlinear). For data with high sampling frequency or consisting of many snapshots, the algorithm seems to perform worse. DMD is not recommended for application to data directly when the ratio between temporal and spatial dimension is large. Advantages of standard DMD can be leveraged when there is a substantial amount of data, where DMD modes can be projected on a smaller subspace retaining the dominant dynamic characteristics, which also has the effect of reducing measurement noise. In Table 3.1, an attempt has been made to summarize the numerical results by grading the performance of the algorithms applied to the different data sets.
Chapter 4

Modeling of wind power systems

The purposes of this chapter are to explain the fundamental ideas of wind power generation and to provide basic models of Wind Turbines (WT) and Wind Farms (WF), which are used in the forthcoming chapters. Modern WTs are often so-called variable-speed type WTs, capable of adjusting their rotational speed independently of the wind speed [66]. This feature is very attractive since optimal power extraction depends on the ratio between the speeds of the WT and the incoming wind, called the Tip Speed Ratio (TSR) [66]. WTs achieve optimal power extraction below rated wind speed by keeping the TSR constant by controlling their rotational speed [66]. Above rated wind speed, output power can be limited to rated value by adjusting the so-called pitch angle [87] of the blades. Thus, it can be concluded that the two most important controls in modern WTs for the power generation are speed and pitch angle controls. Additionally, a large number of other controls are required: yaw-control to align the turbine with the wind direction, voltage control, and controls to reduce structural loads [87–90], to name a few. Furthermore, modern WTs are capable of ancillary services such as participation with inertia (often called synthetic inertia) to the system which helps reducing frequency drops in case of disturbances, and reactive power support [33,50]. There are mainly two types of variable-speed WTs, divided into two categories based on generator type: Doubly Fed Induction Generators (DFIG), and synchronous generators connected to the grid via AC/AC converters [91,92]. In recent years, variable-speed WTs rated at several megawatts have become standard. Currently, the largest commercial WTs are rated at around 8 MW, and WT ratings are expected to reach 15–20 MW by 2020 [93]. Thus, with sophisticated control capabilities and high power ratings modern WTs are capable of replacing conventional generation.

WTs are very complex systems incorporating a large number of electrical and mechanical subsystems, controls, and engage in complex interactions with turbulent wind fields. Thus, there are many aspects to the study of WTs and wind power generation. This dissertation mainly focuses on the power conversion and output of WTs. In this case, the simplest model of a WT is given by a nonlinear curve relating the wind speed magnitude to the power output, and is commonly known as a power curve [66]. An example of a power curve derived from a simple model will be shown in Fig. 4.3 (b), which has a cer-
tain cut-in wind speed where the WT starts producing power, and a cut-off wind speed where the WT is shut off to protect it from damage. The cut-off wind speed is a design parameter, and here it was set to 25 m/s (typical cut-off wind speed is 20–25 m/s [94]). This type of model is useful in rough estimations of the long-term output, since it represents the long-term average. In the short-term, on the scale of seconds, characterized by fast wind speed fluctuations, a simple power curve is, however, not sufficient due to the effect of the WT’s inertia and control systems in the power conversion [64]. To assess the short-term variability of WT and WF outputs, physical models including the mechanical system and standard controls are thus needed. In this dissertation, both power curves and more detailed dynamical models of WTs are utilized, depending on the time-scale of interest.

This chapter is organized as follows. The basic modeling of the mechanical systems of WTs is explained in Section 4.1. The models used to simulate the DFIG and Permanent Magnet Synchronous Generator (PMSG) WTs are outlined and explained in Sections 4.2 and 4.3, respectively. Modeling and initialization of simulation of a WF are explained in detail in Section 4.4, and simulation results are presented. The chapter is concluded in Section 4.5.

4.1 Wind power and wind turbine modeling

4.1.1 Wind power

The WT blades capture kinetic energy in the wind and convert it to mechanical torque, which rotates the blades around their axis causing the shaft to rotate. The shaft transfers the mechanical power to a generator inside the WT nacelle, and it then gets converted into electric power which is fed into the grid. According to the definition of kinetic energy,
we can express the wind’s kinetic energy $E_{\text{wind}}$ as follows:

$$E_{\text{wind}} = \frac{mv_w^2}{2},$$

where $v_w$ is the wind speed (m/s) and $m$ (kg) the mass. The mass $m$ depends on the volume $V$ (m$^3$) and the air density $\rho$ (kg/m$^3$) giving $m = V\rho$ (kg). The air density depends on the atmospheric pressure $p_a$ (kg/(m·s$^2$)) and is approximately expressed as follows (assuming ideal gas): $\rho = p_a/(RT)$ where $R$ (J/(K·mol)) is the gas constant and $T$ the temperature measured in Kelvin (K). Now, considering air moving through a cross-section thought of as the swept area $A_t = \pi r^2$ of a WT, where $r$ (m) is the radius of the WT, and forming a cylinder as depicted in Fig. 4.1, we can express the volume by $V = A_rL = A_rv_w t$, with $L$ and $t$ denoting the length and time-duration, respectively. With these definitions, the wind power is given as follows:

$$P_{\text{wind}} = \frac{E_{\text{wind}}}{t} = \frac{1}{2}\rho A_r v_w^3.$$

(4.1)

### 4.1.2 Mechanical model of wind turbines

A WT is only able to extract a certain percentage of the power available in the wind given by the previously derived (4.1). The exact amount is determined by the so-called power coefficient of the WT denoted by $c_p (= P_w/P_{\text{wind}})$ [87], which is a function of the TSR $\lambda$ and pitch angle $\beta$, and $P_w$ denotes the WT’s mechanical power. The power coefficient describes the aerodynamic efficiency of the WT, and its highest theoretical value is exactly $16/27$, which is the so-called Betz’s limit [87]. With $c_p$, we can express the mechanical power extracted from wind with a WT in accordance with [92] as follows:

$$P_w = \frac{1}{2}c_p(\lambda, \beta)\rho A_r v_w^3,$$

(4.2)

where the TSR $\lambda$ is calculated as $\lambda := (\omega_t r)/v_w$, where $\omega_t$ (rad/s) is the mechanical angular velocity of the turbine rotor. Power curves for different WTs are generally quite similar and $c_p$ can be approximated by fixing a set of constants in the following equation [92]:

$$c_p = c_1 \left( \frac{c_2}{\lambda_l} - c_3\beta - c_4\beta^2 - c_5 \right) \exp \left( -\frac{c_7}{\lambda_l} \right),$$

(4.3)

with $\lambda_l$ defined as

$$\frac{1}{\lambda_l} = \frac{1}{\lambda + c_8\beta} - \frac{c_9}{\beta^2 + 1}.$$

(4.4)

Figure 4.2 shows a plot of $c_p$ as a function of $\beta$ and $\lambda$ by setting the constants $c_i$ same as in [95]. In this case, the maximum power extraction is obtained for $\lambda \approx 7$ and $\beta = 0^\circ$. An optimal relation between $P_w$ and $\omega_t$, $P_w^*(\omega_t)$ is derived by tracking the maximum value of (4.2) for different wind/rotor speeds, called Maximum Power Point Tracking (MPPT):
Figure 4.2: Surface plot of the power coefficient $c_p$ as a function of the pitch angle $\beta$ and the tip speed ratio $\lambda$. It is easy to see that maximum power extraction is obtained for $\lambda \approx 7$ and $\beta = 0$.

see Fig. 4.3 (a). $P_w^*(\omega_t)$ is used to control the turbine at optimal power. The power curve $P_w(v_w)$ is now derived by solving

$$P_w(\lambda(v_w, \omega_t)) - P_w^*(\omega_t) = 0,$$

for a number of wind speeds $v_w$, and is shown in Fig. 4.3 (b).

4.1.3 Dynamics of mechanical system

Dynamics of the electro-mechanical system of WTs are often described by a two-mass model with one mass representing the turbine’s rotor and the other one the generator, e.g. in [96] given by

$$\frac{d\omega_t}{dt} = \frac{1}{2H_t}(T_t - T_g),$$

$$\frac{d\omega_g}{dt} = \frac{1}{2H_g}(T_g - T_e),$$

$$\frac{d\gamma}{dt} = \omega_b(\omega_t - \omega_g),$$

where $T_t = P_w/\omega_t$ is the turbine torque, $T_g = k_s \gamma + D \frac{d\gamma}{dt}$ the generator’s mechanical torque, $H_g$, $H_t$ inertia constants, $k_s$ shaft stiffness, $D$ a damping constant, $\gamma$ shaft twist angle, $\omega_b = 2\pi f_{sys}$, and $T_e$ the electrical torque. $f_{sys}$ (Hz) is the system frequency. The model
Figure 4.3: Examples of (a) optimal power vs. speed curve and (b) derived power curve.

(4.6) is often used for DFIG generators, and in particular when looking at protection following grid faults [92]. Otherwise, it is often sufficient to use a one-mass model [92]:

\[
\frac{d\omega_m}{dt} = \frac{1}{2H_m}(T_m - T_e),
\]

(4.7)

with \(T_m\) denoting the mechanical torque, \(T_e\) the electrical torque, and \(H_m\) the lumped inertia constant, given in [92] as \(H_m = H_t/\eta^2 + H_g\), where \(\eta\) is the gear-ratio.

### 4.2 Doubly-fed induction generator

The following model of a Doubly-Fed Induction Generator (DFIG) is based on [97] and is the same model used in [98]. The model incorporates speed control to keep the WT close to optimal power extraction, voltage control, and pitch angle control.

The real and reactive power outputs from the DFIG are in the so-called \(dq\) reference frame (\(d\) stands for direct and \(q\) for quadratic, see Section 4.A) given by

\[
P_e = v_{ds}i_{ds} + v_{qs}i_{qs} + v_{dt}i_{dt} + v_{qr}i_{qr},
\]

\[
Q_e = -\frac{x_m V_ri_{dr}}{x_s + x_m} - \frac{V_r^2}{x_m},
\]

(4.8)

where \((v_{ds}, v_{qs})\) and \((v_{dt}, v_{qr})\) are the direct and quadratic voltages of the stator and rotor, respectively, \((i_{ds}, i_{qs})\) and \((i_{dt}, i_{qr})\) the direct and quadratic currents of the stator.
and rotor, $x_s$ and $x_m$ the stator and magnetizing reactances in p.u., and $V_t$ the terminal bus voltage (see Fig. 4.4(a)). The electric torque is given by

$$T_e = x_m(i_{qr}i_{ds} - i_{dr}i_{qs}).$$  \hspace{1cm} (4.9)

With (4.7) governing the dynamics of the mechanical systems, the differential equations used to simulate the DFIG are in accordance with [97] the following:

$$\frac{dv_w}{dt} = \frac{(v_m - v_w)}{\tau},$$

$$\frac{d\omega_m}{dt} = \frac{1}{2H_m}(T_m - T_e),$$

$$\frac{di_{qr}}{dt} = \left(\frac{-(x_s + x_m)}{x_mV}P_w^*(\omega_m)/\omega_m - \frac{di_{qr}}{dt}\right) \frac{1}{T_e},$$

$$\frac{di_{dr}}{dt} = K_v(V_t - V_{ref}) - \frac{V_t}{x_m} - i_{dr},$$

$$\frac{d\beta}{dt} = (K_p\alpha(\omega_m - \omega_{ref}) - \beta) \frac{1}{T_p}. \hspace{1cm} (4.10)$$

The first equation filters the input wind speed $v_m$ through a low pass filter with time-constant $\tau$ set at 4 s [92] to give the "effective" wind speed $v_w$. This acts like the natural filtering of high frequency components over the rotor surface [92]. The quadratic rotor current $i_{qr}$ is used to control rotor speed according to an optimal power vs. speed curve as shown in Fig. 4.3(a), and $T_e$ is a small time constant. The direct rotor current $i_{dr}$ is used to control $V_t$ at reference value $V_{ref}$. The pitch angle $\beta$ is controlled with the proportional controller with gain $K_p$ depicted in Fig. 4.5 which incorporates a low-pass filter with a time constant $T_p$, and the function $\alpha(\Delta \omega) = \text{round}(\Delta \omega \times 10^p) \times 10^{-p}$, i.e. $\Delta \omega = \omega_m - \omega_{ref}$ rounded to $p$ decimals, where $\text{round}(\cdot)$ rounds a value to the closest integer.

### 4.3 Permanent magnet synchronous generator

Here, the other common variable speed type WT will be described: PMSG. It incorporates the same type of speed and pitch angle controls as the DFIG, and the same mechanical system. There are two advantages of the PMSG. First, usage of full scale AC/AC converters increases efficiency [93]. Second, if a multiple pole synchronous generator is used, it can be operated without a gearbox, called direct drive, and which reduces maintenance costs [99], and is more robust against power system faults [93]. Reduced maintenance is attractive for offshore wind power where maintenance is more expensive [93]. It will therefore be used in an example of a numerical simulation of a hypothetical offshore WF in the next section.

The electric output power of the generator in the $dq$ reference frame is given by

$$P_s = v_{ds}i_{ds} + v_{qs}i_{qs},$$

$$Q_s = v_{qs}i_{ds} - v_{ds}i_{qs}, \hspace{1cm} (4.11)$$
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Figure 4.4: (a) Doubly-Fed Induction Generator (DFIG) and (b) direct drive (gearless) WT with a PMSG connected to a power grid.

Figure 4.5: Illustration of the utilized pitch angle control, where $s$ is the Laplace transform variable. $\omega_{\text{ref}}$ is the rotor speed reference.

where the subscript $s$ denotes quantities on the synchronous generator side: see Fig. 4.4 (b). The electrical torque $T_e$ is given as

$$T_e = \dot{i}_{qs}\dot{i}_{ds}(x_q - x_d) + i_{qs}\Psi_p, \quad (4.12)$$

where $x_d$ and $x_q$ are the synchronous reactances in p.u. For control strategy purposes we let $T_e := P^*_w/\omega_m$ which yields

$$P^*_w = \omega_m i_{qs}(i_{ds}(x_q - x_d) + \Psi_p), \quad (4.13)$$

where $\omega_m$ is given in p.u. The following four equations with six unknown variables ($v_{ds}, v_{qs}, i_{ds}, i_{qs}, \omega_m, P_s$) describe the PMSG considered here [7,97,100]:

$$v_{ds} = -R_s\dot{i}_{ds} + \omega_m x_q\dot{i}_{qs},$$
$$v_{qs} = -R_q\dot{i}_{qs} - \omega_m (x_d\dot{i}_{ds} - \Psi_p),$$
$$P_s = v_{ds}\dot{i}_{ds} + v_{qs}\dot{i}_{qs},$$
$$P^*_w = \omega_m i_{qs}\Psi_p, \quad (4.14)$$
where $R_s$ is the stator resistance and $\Psi_p$ the permanent flux. Because the converter decouples reactive power exchange between the grid and the generator, we let $Q_s$ be arbitrary and is thus not included in the above system of equations. The last equation is a simplification of (4.13) where the term $i_{ds}(x_q - x_d)$ is assumed to be small compared to $\Psi_p$ and omitted for simplicity. The output power of the converter which is considered as ideal is given by

$$
\begin{align*}
P_c &= v_{dc}i_{dc} + v_{qc}i_{qc}, \\
Q_c &= v_{qc}i_{dc} - v_{dc}i_{qc},
\end{align*}
$$

with $v_{dc} = V_i \sin(-\theta_i)$ and $v_{qc} = V_i \cos(\theta_i)$, where $V_i$ and $\theta_i$ are the terminal voltage and voltage angle (see Fig. 4.4(b)) and the subscript c denotes converter side quantities. The differential equations for each WT are similarly to (4.10) given as [92,97]:

$$
\begin{align*}
\frac{dv_{w,i}}{dt} &= \frac{v_{in,i} - v_{w,i}}{\tau}, \\
\frac{\omega_{m,i}}{dt} &= \frac{P_{w,i}/\omega_{m,i} - T_{e,i}}{2H_m}, \\
\frac{di_{qs,i}}{dt} &= \frac{i_{qsr,i} - i_{qs,i}}{T_s}, \\
\frac{di_{dc,i}}{dt} &= \frac{K_v(V_{ref,i} - V_{t,i}) - i_{dc,i}}{T_v}, \\
\frac{d\beta_i}{dt} &= \frac{(K_p\alpha(\omega_m - \omega_{ref}) - \beta)}{T_p}.
\end{align*}
$$

The current $i_{qs}$ is controlled such that it follows the optimal power and rotor speed relation according to the last equation of (4.14), and $i_{dc}$ is used for voltage control where $V_{ref}$ denotes the reference voltage. $T_p, T_v, T_s$ are time constants and $K_p, K_v$ control gains. The “references” for generator currents $i_{qs}$ and $i_{dc}$ for each generator are

$$
\begin{align*}
i_{qsr,i} &= \frac{P_{w,i}}{\omega_{m,i}\Psi_p}, \\
i_{dcr,i} &= \frac{i_{dc,i}V_{t,i}\sin(\theta_{t,i}) + P_{s,i}}{V_{t,i}\cos(\theta_{t,i})},
\end{align*}
$$

where $i_{qsr,i}$ is derived from the last equation of (4.14), and $i_{dcr,i}$ is derived from (4.15).

### 4.4 Initialization and simulation of a wind farm

Here, a WF with the nameplate capacity 60 MW will be simulated using detailed weather simulation data of Japan’s north-western coast (Aomori Prefecture), provided by the Cloud Resolving Storm Simulator (CReSS) model [63,101]. At present, there are plans to construct multi-megawatt WFs near the west coast of northern Japan [102], which inspire this numerical case study. The WF simulated here comprises twenty 3 MW PMSGs, and is connected to the commercial grid represented by an Infinite Bus (IB). An IB is assumed to always maintain a constant voltage [7]. In the following, the procedure of initializing and simulating a WF is described, including a detailed description of the DAEs governing its dynamics.
4.4.1 Initialization of wind turbines

Wind speed data from CReSS at \( m \) locations are utilized, and thus it is desired to initialize simulations using initial wind speed measurements \( \mathbf{v}_{w0} := [v_{w1,0}, \ldots, v_{wm,0}]^\top \). Firstly, WTs are initialized with \( \mathbf{v}_{w0} \) as input, and secondly load flow calculations and dynamic simulations are run. On the other hand, if wind speeds are generated as described in [103] with power outputs predefined or from the load flow solution, then (4.14) can be solved since \( P_s \) and \( \omega_m \) (through the algebraic relationship between electric power and rotor speed) are known: see [104]. Here, simulation variables for each PMSG are initialized using an initial wind speed measurement \( v_{w0} := v_{wi,0} \) as input as follows:

1. Mechanical power \( P_w \) from (4.2) with \( v_w = v_{w0} \) is given by

\[
P_w(\lambda(\omega_m), \beta) = T_e \omega_m,
\]

where the electrical torque \( T_e \) is given by (4.12).

2. Equation (4.14) is augmented with one new variable and three new equations. We let \( \beta \) be the new initialization variable and \( P_s = P_w^* \). Then, using the Newton-Raphson (NR) method, (4.14) is solved together with

\[
0 = P_{w0}(\lambda(\omega_m), \beta) - T_e \omega_m,
0 = P_w^*(\omega_m) - P_w^*,
0 = K_p(\omega_m - \omega_{ref}) - \beta,
\]

where the second equation describes the optimal power-speed relationship, and the last one is the pitch control equation in (4.16) with the time-derivative of the pitch angle set to zero.

3. Using \( v_{w0} \), initial values can be derived for \( \omega_m \) and \( P_w^* \) using data as shown in Fig. 4.3(a). Further, the initial values of the NR iteration for remaining variables are set as \( (V_{q0}, i_{q0}, V_{d0}, i_{d0}) = (v_{w0} \Psi_p, P_{w0}^*/V_{q0}, \omega_{m0} x_{q} i_{q0}, 0) \). The initial pitch angle \( \beta_0 \) is set with the last equation of (4.17) if \( \omega_{m0} > 1 \) or otherwise set to zero. Thus, a solution for the total seven variables \( (v_{ds}, v_{qs}, i_{ds}, i_{qs}, \omega_m, P_w^*, \beta) \) can be obtained.

4. Solve the power flow equations (see the first two equations of (4.19)). Using (4.15) where \( Q_c \) is obtained from the power flow solution and \( P_c = P_s = P_w^* \), initial values of the remaining differential and algebraic variables can be determined.

4.4.2 Wind farm modeling

Let us now simulate a WF comprising twenty identical WTs: see Fig. 4.6, and modeled as PMSGs. Transmission line parameters are same as in [100] but transferred to a 100 MVA system rating and the voltage levels stated in Fig. 4.6 are same as in [105]. The system is simulated with the state variables \( \mathbf{x} = [\mathbf{v}_w, \mathbf{\omega}_m, \mathbf{i}_{qs}, \mathbf{i}_{dc}, \mathbf{\beta}]^\top \) and algebraic variables \( \mathbf{y} = [\mathbf{\theta}, \mathbf{V}, \mathbf{i}_{ds}, \mathbf{i}_{qc}, \mathbf{P}_w^+]^\top \). Note that e.g. \( \mathbf{\omega}_m = [\omega_{m1}, \ldots, \omega_{m20}]^\top \) and the other
variables are defined analogously. $V$ and $\theta$ comprise the $n$ voltage amplitudes and angles of buses (nodes) in the WF: see Fig. 4.6. The set of DAEs,

$$\frac{dx}{dt} = f(x, y), \quad 0 = g(x, y),$$

is solved with a trapezoidal solver [97] implemented in MATLAB. The differential equations $\dot{x} = f(x)$ are given by (4.16). In addition, the set of algebraic equations are the following:

$$0 = P + P_{GL},$$
$$0 = Q + Q_{GL},$$
$$0 = P_s - P_w^*,$$
$$0 = i_{qcr} - i_{qc},$$
$$0 = P_w^*(\omega_m) - P_w^*.$$

Here $P = [P_1, \ldots, P_n]^T$ and $Q = [Q_1, \ldots, Q_n]^T$ are the sums of power flows at buses given by $P_i = \sum_{j=1}^n V_i V_j Y_{ij} \cos(\phi_{ij} + \theta_j - \theta_i)$ and $Q_i = -\sum_{j=1}^n V_i V_j Y_{ij} \sin(\phi_{ij} + \theta_j - \theta_i)$, where $V_i \angle \theta_i$ is the voltage phasor at bus $i$ and $|Y_{ij}| \angle \phi_{ij}$ is the admittance of the transmission line connecting bus $i$ and $j$ and $P_{GL,i}$ (or $Q_{GL,i}$) is $-P_{G,i}$ (or $-Q_{G,i}$) if $i$ corresponds to a generator bus and $P_{L,i}$ (or $Q_{L,i}$) if load bus.

### 4.4.3 Simulation results

Now, weather prediction data from CReSS are utilized, and simulations are conducted. Twenty measurement points are selected and a 300 s window of data is used as input to the test system. WTs are spaced 0.6 km apart in each array and the distance between the two WT-arrays is 1 km as shown in Fig. 4.6. This configuration is similar to [105]. The wind speed data are taken from a simulated weather scenario where a cold weather storm hits the west coast of Japan, as illustrated in Fig. 4.7. Seen from left to right and starting from the first row, the first snapshot shows the wind profile at initial time and the last one at 2 hours later. The coloring of the figures vary from dark blue (lowest) to red (highest) and indicates the wind speed (see the color scales). It is clearly visible
Table 4.1: Parameters for the WT generator system used in wind farm simulation: similar to [92, 97].

<table>
<thead>
<tr>
<th>Wind turbine parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>3 MW</td>
</tr>
<tr>
<td>Nominal speed</td>
<td>15 rpm</td>
</tr>
<tr>
<td>Number of poles p</td>
<td>96</td>
</tr>
<tr>
<td>Rotor diameter $d = 2r$</td>
<td>96 m</td>
</tr>
<tr>
<td>Direct axis reactance $x_d$</td>
<td>1.21</td>
</tr>
<tr>
<td>Quadratic axis reactance $x_q$</td>
<td>0.606</td>
</tr>
<tr>
<td>Stator resistance $R_s$</td>
<td>0.02</td>
</tr>
<tr>
<td>Inertia constant $H_m$</td>
<td>1.6 s</td>
</tr>
<tr>
<td>Permanent flux $\Psi_p$</td>
<td>1.4 p.u.</td>
</tr>
<tr>
<td>Pitch controller gain $K_p$</td>
<td>95</td>
</tr>
<tr>
<td>Voltage controller gain $K_v$</td>
<td>10</td>
</tr>
<tr>
<td>Pitch controller time constant $T_p$</td>
<td>4 s</td>
</tr>
<tr>
<td>Voltage controller time constant $T_v$</td>
<td>0.01 s</td>
</tr>
<tr>
<td>$i_{qs}$ controller time constant $T_s$</td>
<td>0.01 s</td>
</tr>
<tr>
<td>Wind filter time constant $\tau$</td>
<td>4 s</td>
</tr>
</tbody>
</table>

how the storm approaches the coast and finally gives rise to strong winds along the whole coastline. Input data to our simulation were for a 5 minute window that starts at the time of the second snapshot. Locations of the WTs in the WF are given by the black dots. Note that the locations do not exactly match any ongoing project around this area. The wind speeds have longitude and latitude components $(v_{\text{long}}, v_{\text{lat}})$ and here the absolute values $\tilde{v}_w = \sqrt{v_{\text{long}}^2 + v_{\text{lat}}^2}$ are used as input. Wind speed predictions have been acquired with a sampling period of 2 s. The time step in simulations is set to $10^{-2}$ s and thus interpolation between wind speed samples is performed. The wind speed sequences used as input to the simulations are shown in Fig. 4.8(a) for the two arrays of turbines. The pitch angle control acts like a governor to limit extracted energy in the case of high wind speeds and is activated when $\omega_m$ exceeds 1 p.u. Thus, for initial wind speeds larger than $\approx 11.7$ m/s, pitch control is activated ($\beta > 0$), the WT is operated at super synchronous speed ($\omega_m > 1$), and the output power $P_w^*$ is kept at 1 p.u. In Fig. 4.8(b), the rotor speeds $\omega_m$ are given. It is easy to see how the rotor speeds follow the behavior of the wind speeds and are kept close to 1 p.u. ($= \omega_{\text{ref}}$) for high wind speeds due to the pitch angle controller. However, there will be small deviations from the reference speed (1 p.u.) because only proportional control is used here. Small oscillatory transients are visible in the rotor speed responses shortly after increasing above 1 p.u. and are caused by an excited mode with low frequency that appears for activated pitch control. Fig. 4.8(c) show the pitch angle
responses which as expected are only larger than zero for super synchronous speeds. In Figs. 4.8(d) and (e), active and reactive outputs of the converters are given. As expected and desired, active power outputs from WTs are limited and kept at 1 p.u. for super synchronous speeds.

### 4.5 Conclusions

This chapter described the fundamental modeling of wind turbines and wind farms, including basic controllers, and also outlined an initialization procedure starting from measurements of wind speeds. Simulations of a wind farm were explained, and run by incorporating wind speeds acquired from weather simulations. The contributions of this chapter is two-fold. First, a new initialization procedure of DAE-based simulation of a wind farm was proposed. Secondly, detailed weather predictions from CReSS were newly utilized in the wind power simulation and analysis. In the following chapters, we will refer to the modeling introduced and explained here.
Appendices

4.A The $dq$-transformation

The following explanation of the $dq$-transformation follows [7]. $d$ stands for direct, and $q$ for quadratic. The transformation is commonly used in the mathematical modeling of electrical machines since it eliminates time dependence of machine inductances obtained in the three-phase description. The description here is in terms of currents, but analogously applies to voltages as well. The so-called $d$- and $q$-axis currents from the three phase currents $i_a$, $i_b$, and $i_c$ are given as follows:

$$
\begin{align*}
  i_d &= k_d \left[ i_a \cos(\theta) + i_b \cos\left(\theta - \frac{2\pi}{3}\right) + i_c \cos\left(\theta + \frac{2\pi}{3}\right) \right], \\
  i_q &= -k_q \left[ i_a \sin(\theta) + i_b \sin\left(\theta - \frac{2\pi}{3}\right) + i_c \sin\left(\theta + \frac{2\pi}{3}\right) \right],
\end{align*}
$$

(4.20)

where $\theta$ is a time-varying phase-angle, $k_d$ and $k_q$ two constants often set at $2/3$, and $d$ and $q$ represent two axes rotating 90 degrees apart. The three-phase currents, all with amplitude $i_m$, are defined as follows:

$$
\begin{align*}
  i_a &= i_m \sin(\omega_s t) \\
  i_b &= i_m \sin\left(\omega_s t - \frac{2\pi}{3}\right), \\
  i_c &= i_m \sin\left(\omega_s t + \frac{2\pi}{3}\right),
\end{align*}
$$

(4.21)

i.e. oscillating with an angular frequency $\omega_s$ phase-shifted 120-degrees from each other, and $t$ denotes the time. Combining (4.20) and (4.21) yields after some manipulation:

$$
\begin{align*}
  i_d &= k_d \frac{3}{2} i_m \sin(\omega_s t - \theta), \\
  i_q &= -k_q \frac{3}{2} i_m \cos(\omega_s t - \theta).
\end{align*}
$$

(4.22)

This transformation can conveniently be computed by a transformation matrix as follows:

$$
\begin{bmatrix}
  i_d \\
  i_q \\
  i_0
\end{bmatrix} = \frac{2}{3} \begin{bmatrix}
  \cos(\theta) & \cos\left(\theta - \frac{2\pi}{3}\right) & \cos\left(\theta + \frac{2\pi}{3}\right) \\
  -\sin(\theta) & \sin\left(\theta - \frac{2\pi}{3}\right) & \sin\left(\theta + \frac{2\pi}{3}\right) \\
  \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix} \begin{bmatrix}
  i_a \\
  i_b \\
  i_c
\end{bmatrix},
$$

(4.23)

where $i_0$ is the zero-sequence current given by $i_0 = (i_a + i_b + i_c)/3$ and is equal to zero under so-called balanced conditions.
Figure 4.8: Simulation results for ‘Array 1’ (left side) and ‘Array 2’ (right side) of wind turbines. Fig. (a) show wind speeds for all measurement points, (b) give the turbines’ angular speeds, and (c) show the pitch angle responses. The active power output of the turbines are given in (d) and reactive power in (e).
Chapter 5

Assessment of short-term offshore wind power fluctuations in Japan

5.1 Introduction

This chapter investigates short-term wind speed and wind power fluctuations with measurements from an offshore Wind Farm (WF) in Ibaraki Prefecture, Japan. Rapid wind power fluctuations become a challenge to power system operation and control as the penetration level increases [6, 40]. Currently, Japan does not have a significant amount of installed wind power; with 3 GW in 2015 it covered only about 0.5% of the total electricity demand [106]. However, wind energy resources around Japan are excellent with a potential annual energy production of 2700 TWh [25], where offshore wind accounts for as much as 82%. Japan seems to share this view by regarding floating turbines for offshore wind as a promising technology for the future [106]. Due to new energy policies following the Fukushima accident, we can expect an increase in installed wind power capacity in Japan in the forthcoming years [43]. On the other hand, Japan has recently achieved a significant penetration of solar power [39], currently providing about 10% of the electricity demand. In fact, Japan is third in the world in terms of installed solar power capacity, and has doubled its renewable energy capacity in the last three years [39]. It has been shown that both solar and wind power are highly intermittent and exhibit non-Gaussian characteristics [107]. In [107, 108] it was shown that these non-Gaussian characteristics remain in the aggregated power, even for vastly distributed generation. This is caused by long-range correlations, which were, e.g., demonstrated for wind speeds in [26]. These characteristics have potential implications for power system stability [6, 40, 107]. In order to cope with large-scale renewable generation, storage capability is indispensable [109]. However, it was argued in [109] that Germany can manage as much as a 50% penetration of wind and solar power without additional storage, and that additional storages would be needed when the combined solar and wind power generation exceeds about 80% of the demand.
5.1.1 Purpose and contributions

The short-term variability—here referring to the time-scale of seconds—of wind power is important to evaluate since wind speed fluctuations have been shown to be amplified by the nonlinear conversion to wind power and fed into the grid, despite the aggregation of multiple Wind Turbines (WT) [64,107,108]. Large short-term wind power fluctuations impact the operation and stability of power systems and are thus of vital importance to characterize [6,40,107]. To capture the realistic wind power fluctuations on the time-scale of seconds, a physical model including mechanical systems and controls is needed [64]. For example, such as the ones previously outlined in Chapter 4, described by Differential-Algebraic Equations (DAE), and with a scalar time-series of wind speeds as an input. On the other hand, the authors of [64,110] proposed a model based on the so-called Langevin process, consisting of a deterministic drift towards a standard power curve, driven by Gaussian noise, formulated as a Stochastic Differential Equation (SDE). The stochastic part is motivated by the fact that the wind field is commonly reduced to scalar wind speeds \( v_w \) in models, thus ignoring the non-homogeneous wind field’s uneven impact on the blades [110].

The purpose of the work presented in this chapter is two-fold. First, this chapter aims to clarify short-term output characteristics of WTs and a WF (the aggregate output of seven WTs), for a WF located offshore in Japan. Their characteristics become important as the amount of wind power increases—in order to properly assess potential impacts on voltage and power quality [6]. Second, two types of WT models are constructed by utilizing measurements: a static power curve derived from an estimated curve of the turbine’s aerodynamic efficiency, and a more detailed dynamic model incorporating the data-derived WT-characteristics and a standard model of the electro-mechanical system, as explained in Chapter 4. With the detailed dynamic model, it is investigated to what extent observed WT-output fluctuations are captured by the model. If the fluctuations are of deterministic electromechanical origin, then controls to reduce fluctuations are possible.

The contributions of this study are as follows. First, clear non-Gaussian characteristics of WT and WF outputs are demonstrated. Then, the extent to which aggregated WT fluctuations are mitigated on a WF-scale it is demonstrated. It is shown that almost MW-scale variations are not uncommon in the WF output on the time-scale of seconds, despite the maximum distance between two WTs being 1.5 km. E.g., output changes of up to five standard deviations are not at all mitigated. This stands in sharp contrast to the notion of short-term wind speed and wind power fluctuations being uncorrelated and random, and stresses the importance to thoroughly assess the potential impact of short-term fluctuations of renewable generation in Japan. Second, by using a data-derived dynamic model, we quantify the amount of observed fluctuations captured by the model, using only a scalar time-series as input. In particular, a so-called \( R^2 \)-value [111] of about 0.9 is achieved, indicating an almost linear correlation between modeled and simulated output.
Figure 5.1: (a) Illustration of the placement of fifteen WTs along the coast of Ibaraki prefecture in Japan, as seen from above. The distances between WTs are generally 250 m except for three cases which are shown in the figure. Turbines are depicted by black dots and piers connecting them to land by thick vertical lines. Capital N in the upper left corner indicates the north. (b) Photo showing some of the WTs along the coast.

5.1.2 Outline

The remainder of this chapter is organized as follows. Section 5.2 describes the configuration of the target WF. Data from the same WF are also used in Chapters 6 and 8. Section 5.3 provides the mathematical methods used to characterize the short-term wind speed and wind power fluctuations. The results are presented and discussed in Section 5.4. Finally, conclusions are given in Section 5.5.

5.2 Description of target wind farm

The WF comprises fifteen 2-MW WTs close to shore and is depicted in Fig. 5.1 (a), as seen from above, where WTs are indicated by large black dots and the piers supporting them by thick vertical lines connecting the WTs to the coastline. The distance from
land to the WTs is about 20 m, i.e. they are in immediate proximity to shore. Figure 5.1(b) clearly shows this. This configuration naturally results in significantly different turbulence-characteristics of the incoming wind depending on the wind direction, due to drastically different terrain characteristics. On land, buildings are sparsely scattered, including one of comparable height to the WTs. Wake-effects are expected to be most prevalent for approximately north-western and south-eastern wind directions. For this configuration, small changes in the wind direction can greatly affect the WF output, which makes it challenging to accurately predict the WF output without detailed knowledge about the site and accurate, highly-resolved weather predictions, and this is investigated in Chapter 6. This together with the fact that the WF is one of only a few offshore WFs in Japan makes it a highly interesting case study. All WTs have the same specification, and are so-called downwind turbines [66], for which the wind passes the nacelle before the blades, in contrast to the more common, so-called upwind turbines [66], where the situation is opposite. Thus, for wind blowing from sea towards land, the WTs’ rotors are facing the shore.

5.3 Methods for statistical evaluation

In the statistical evaluation of short-term wind speed and power fluctuations, wind speeds or output powers $u(t)$ are decomposed as follows [64,110,112]:

$$u(t) = \bar{u}_T + u'(t), \quad (5.1)$$

where $\bar{u}_T = \langle u_T \rangle$ is the mean ($\langle \cdot \rangle$ denotes the mean operation) over some period $T$, and $u'(t)$ the fluctuations (deviations) from $\bar{u}$. According to the IEC standard [113], wind speed fluctuations are defined as deviations from the $T = 10$-min averages $\bar{u}_T$, and the same definition for output power is used for the sake of consistency in the comparison. The variance is calculated as $\sigma^2 = \langle u'^2 \rangle$, and standard deviation as $\sigma = \sqrt{\langle u'^2 \rangle}$. The turbulence intensity [66] of wind is defined as

$$TI := \frac{\sigma}{\bar{u}_T}, \quad (5.2)$$

and it changes every 10 min since both the mean $\bar{u}_T$ and $\sigma$ vary with time (slowly in comparison to $u'(t)$). With the above definitions, we can rewrite (5.1) as

$$u(t) = \bar{u}_T (1 + TI \cdot z'(t)), \quad (5.3)$$

where $z'(t) = u'(t)/\sigma$ are the fluctuations normalized by $\sigma$. This chapter will look at Probability Density Functions (PDF) of fluctuations $p(z'(t))$, where $p$ denotes the PDF, to qualitatively compare statistics of wind speed, and measured and modeled power outputs. Generally, the PDF of a random variable $X$ is denoted by $p_X$, and the associated so-called Cumulative Density Functions (CDF) is defined by $F_X(x) = \int_{-\infty}^{x} p_X(t) dt$. The probability $P(X \leq x)$, i.e. the probability that $X$ is less than a certain value $x$, corresponds to
PDFs $p_X$ are estimated with the function `ksdensity` in MATLAB, and the CDFs are calculated by integrating $p_X$ with the trapezoidal rule.

We also consider so-called increments of $u(t)$ [64] which are simply defined as

$$\text{du}(t, \tau) = u(t + \tau) - u(t), \quad (5.4)$$

where $\tau$ is a time-shift in seconds, which lets us look at wind speed and wind power variability at different time-scales determined by $\tau$. Wind speed increments are related to wind gustiness which affects load on WT structures [114]. Wind power increments are closely related to wind power ramps which are often analyzed on hourly time-scales, and important to predict to ensure safe power system operation [115]. Such an analysis is conducted in Chapter 6.

As measures for comparison and normality of fluctuations $u'(t)$, we look at skewness $Sk$ and flatness $F$ (or kurtosis), here estimated for the zero-mean fluctuations $u'(t)$ as

$$Sk(u') = \frac{\langle u'^3 \rangle}{\sigma^3}, \quad F(u') = \frac{\langle u'^4 \rangle}{\sigma^4}. \quad (5.5)$$

These are the third and fourth order normalized moments $\mu_n = \langle u'^n \rangle / \sigma^n$ ($n$ determining the order). Their theoretical values for normal distributions are: $Sk = 0$, and $F = 3$. The skewness quantifies asymmetry in the distribution: hence a symmetric normal distribution has a skewness of zero. The flatness quantifies the “thickness” of the tails of the PDF: a higher value indicates higher probability of more extreme values [116]. Now, assuming stationarity within 10-min intervals, (5.4) can be approximated as

$$\text{du}(t, \tau) = u(t + \tau) - u(t) \approx u'(t + \tau) - u'(t), \quad (5.5)$$

which is a very accurate approximation for our wind speed data. This is strictly true if $\bar{u}_T$ is the same for consecutive 10-min intervals. It is reasonable to assume that $\bar{u}_T$ generally does not change rapidly on such time-scales. Now, assuming $\langle u'(t)^2 \rangle \approx \langle u'(t + \tau)^2 \rangle$, which holds for long time-series, following [112], the second moment of increments is given by

$$\mu_2(\text{du}(t, \tau)) = \langle (u'(t + \tau) - u'(t))^2 \rangle = \langle 2u'(t)^2 - 2u'(t + \tau)u'(t) \rangle. \quad (5.6)$$

Note that the sample autocorrelation of $u'(t)$ is computed by

$$R_{u',u'}(\tau) = \frac{1}{\sigma^2} \langle u'(t + \tau)u'(t) \rangle = \langle z'(t + \tau)z'(t) \rangle. \quad (5.7)$$

Thus, with (5.7), we can rewrite (5.6) as follows:

$$\mu_2(\text{du}(t, \tau)) = 2\sigma^2 \left(1 - R_{u',u'}(\tau)\right). \quad (5.8)$$

Hence, we see that the second moment of increments depends on the autocorrelation. Similarly, higher order moments $\langle u'^n \rangle$ depend on higher order correlations $R_{u'^n,u'^m}(\tau)$ [112]. These higher order correlations are obviously manifested in the increment PDF since they
affect its shape. To quantify deviation from Gaussianity, [112] derived an explicit formula for \( p(du(\tau)) \), where

\[
\lambda^2(\tau) = \frac{\ln(F(du(\tau))/3)}{4},
\]

(5.9)
is identified as a parameter determining the shape of the distribution. We see from the definition that the shape factor \( \lambda^2 \) for normally distributed (increment) data would result in a value of zero. In this chapter \( \lambda^2(\tau) \) is utilized to quantitatively compare shapes of PDFs of power increments from different WT models.

To compare how close the outputs of different WT model are to the measured output \( P'_w \), the so-called \( R^2 \) measure [111] is used:

\[
R^2 = 1 - \frac{\sum_{i=1}^{N} \left(P'_{w,i} - P_{w,mod,i}\right)^2}{\sum_{i=1}^{N} \left(P'_{w,i} - \langle P'_w \rangle\right)^2},
\]

(5.10)

where \( P_{w,mod} \) is the output of a WT-model. \( R^2 \) becomes 1 for perfect agreement between measurements and model outputs, and \( R^2 = 0 \) for \( P_{w,mod} = \langle P'_w \rangle \). Thus, a model for which \( R^2 \) is larger than zero is better than the “mean-model” \( P_{w,mod} = \langle P'_w \rangle \).

### 5.4 Statistics of short-term wind speed and power

Here, we first derive WT models and then look at the statistics of short-term wind speed and output power fluctuations at the WF depicted in Fig. 5.1.

#### 5.4.1 Deriving models for comparison

A model of the WT can be estimated from measurements. To do so, from (4.3), we have

\[
c_p(\lambda) = c_1 \left( c_2 \left( \frac{1}{\lambda} - c_9 \right) - c_6 \right) \exp \left( -c_7 \left( \frac{1}{\lambda} - c_9 \right) \right),
\]

(5.11)

where \( c_i \) are constants to be determined from the measured data, and \( \beta \) in (4.3) has been disregarded here since it can be assumed zero below rated power for which situation \( c_p \) is modeled here. \( c_p \) can then be estimated from data as follows:

\[
c_p = \frac{P'_w}{\frac{1}{2} \rho A_r v^3_w}.
\]

(5.12)

The \( c_i \) parameters of \( c_p \) are estimated with the \texttt{lsqlcurvefit} function (nonlinear curve-fitting optimal in a least-square sense) in MATLAB by solving \( c_p = c_p(\lambda) \) (using (5.11) and (5.12)). Calculated values of \( c_p \) plotted against \( \lambda \) are shown in Fig. 5.2(a) together with the estimated \( c_p(\lambda) \) ‘Mod. Curve’ and a curve of the averaged data ‘Avg. Curve’.
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Figure 5.2: (a) Power coefficient \( c_p \). The red curve depicts the derived \( c_p \) from a curve-fit using (5.11) and (5.12). The green ‘Avg. Curve’ shows data averaged for small intervals of tip speed ratio \( \lambda \). (b) Output power vs. rotor speed for the measurements, and optimal output power vs. rotor speed for the model. (c) Measured data, and averaged and modeled power curves: ‘Avg. Curve’ and ‘Mod. Curve’. The modeled curve is derived using (4.5).

With the estimated \( c_p(\lambda) \), an optimal relation between \( P_w \) and \( \omega_t \), \( P_w^*(\omega_t) \) is derived by tracking \( \max(P_w) \) for different \( v_w \) and \( \omega_t \) (Maximum Power Point Tracking (MPPT)). \( P_w^*(\omega_t) \) is used to control the WT at optimal power, as described in Chapter 4. Measured, averaged, and modeled \( P_w \) vs. \( \omega_t \) are shown in Fig. 5.2 (b) in p.u. Note that we let \( P_w^*(\omega_t) \) deviate from MPPT for low and high \( \omega_t \) to keep an unique relation between \( P_w \) and \( \omega_t \) (otherwise, a vertical slope is obtained for \( P_w \gtrsim 0.6 \) p.u. as observed in Fig. 5.2 (b)).
Figure 5.3: Outline of measurements and models. The measurement data used in this chapter are wind speeds \( \tilde{v}_w \) measured with anemometers at the nacelles of WTs and output powers \( P'_w \). The wind speeds \( v_w(t) = \tilde{v}_w(t) + v_{bias} \) are used as input to three WT models.

Figure 5.4: Comparison between measured WT outputs and outputs using the averaged and modeled power curves shown in Fig. 5.2 (c).

It is now possible to solve (4.5) for a number of wind speeds \( \tilde{v}_w \) to derive a power curve ‘Mod. Curve’: see Fig. 5.2 (c). The outputs with the average power curve ‘Avg. Curve’, and ‘Mod. Curve’ will be evaluated together with a DAE model incorporating the derived \( c_p \). For the DAE model, the modeling except for \( c_p \), and known physical dimensions/parameters of the real WT, is according to the DFIG (type used in the WF), outlined in Chapter 4, with standard parameters from [92,97,98]. In summary, three models are derived to model the power conversion of the WT:

(i) Averaged power curve: green ‘Avg. Curve’ in Fig. 5.2.
(ii) Power curve derived using estimated \( c_p \): dashed red ‘Mod. Curve’ in Fig. 5.2.
(iii) Dynamic model using (4.10) with the two-mass mechanical model (4.6) instead of the one-mass model, and with the mechanical power \( P_w \) (see (4.2)) incorporating the modeled \( c_p \).
Figure 5.5: One hour example time-series of measured (a) wind speeds and (b) output powers. The interval marked in red is used in Fig. 5.6.

See Fig. 5.3 for an illustration of available measurements, approximations, and models. Note that a wind speed bias \( v_{\text{bias}} \) is added to the measurements before using them as input to the models. This bias represents an observed influence of the WT rotor on the measured wind speeds. For simplicity, we let \( v_{\text{bias}} = 1.1 \text{ m/s} \), although it is obviously an oversimplification. In Chapter 6, a linear function \( \tilde{v}_w = f(v'_w) \) is used instead of \( v_{\text{bias}} \).

Figure 5.4 shows the 10 min-averaged WT outputs for a duration of one day, together with outputs from the modeled and averaged power curves. It clearly shows that a power curve \( P_w(v_w) \) estimates the measured \( P'_w \) well in the long term, although differences are seen particularly for small and large outputs. In the following section, the insufficiency of using a simple power curve to estimate the short-term output is demonstrated, and a statistical evaluation of WT outputs is conducted.

5.4.2 Statistical evaluation and comparison

Here, we will first investigate and compare statistics of short-term wind speed and wind power fluctuations. After that, WT and WF power variability in terms of increments are compared. Finally, we quantify the effectiveness of the data-derived dynamic WT model.
in capturing realistic output fluctuations.

Examples of 1-Hz sampled wind speeds $\tilde{v}_w$ and $P'_w$ are shown in Fig. 5.5. The power output looks more "smooth" than $\tilde{v}_w$, which is due to filtering in the electromechanical conversion process, and because the WT-blades act as a low-pass filter for the wind. In Fig. 5.6 (a), about 2-min long trajectories of measured and simulated (using the dynamic model of a DFIG (4.10)) $P_w$ plotted against $v_w$ are shown. It is observed that $P_w(v_w)$ approximates the long-term, averaged output $P_w$ well, which was demonstrated for the 10-min data. However, it cannot capture the behavior well in the short-term, since both measurements and data from dynamic simulation ‘Dyn. Sim.’ exhibit large deviations from the power curve. This is due to controls and inertia of the WT [64,110], which the proposed dynamic model includes. For example, examining the time-series in Fig. 5.6 (b), we see that the measured WT output and the output from the dynamic simulation fluctuate in a similar manner, qualitatively different from the outputs estimated with the power curves ‘Mod./Avg. Curve’. Therefore, we understand that the dynamic model is necessary for evaluation of short-term power fluctuations. This behavior has also been described as a Langevin process in [64,110] consisting of a deterministic drift towards the power curve plus random fluctuations.
Table 5.1: Flatness and skewness of normalized fluctuations $z'$ and increments $du(t, \tau)/\sigma$ (with $\tau = 4$ s), $R^2$-values between measured and modeled outputs, and RMSE. Note that $v_w'$: measured wind speed; $p_{w,\text{meas}}'$: measured WT output; $p_{w,\text{avg}}'$: WT output with averaged power curve; $p_{w,\text{mod}}'$: WT output with modeled power curve; $p_{w,\text{dyn}}'$: WT output with dynamic simulation utilizing a DAE-model.

<table>
<thead>
<tr>
<th></th>
<th>$v_w'$</th>
<th>$p_{w,\text{meas}}'$</th>
<th>$p_{w,\text{avg}}'$</th>
<th>$p_{w,\text{mod}}'$</th>
<th>$p_{w,\text{dyn}}'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>3.54</td>
<td>3.64</td>
<td>3.84</td>
<td>3.75</td>
<td>3.13</td>
</tr>
<tr>
<td>$Sk$</td>
<td>0.01</td>
<td>0.27</td>
<td>0.59</td>
<td>0.58</td>
<td>0.37</td>
</tr>
<tr>
<td>$dv_w$</td>
<td>8.70</td>
<td>40.7</td>
<td>16.4</td>
<td>17.1</td>
<td>23</td>
</tr>
<tr>
<td>$Sk$</td>
<td>0.45</td>
<td>0.86</td>
<td>0.42</td>
<td>0.43</td>
<td>0.73</td>
</tr>
<tr>
<td>$P_{\text{avg,curve}}$</td>
<td>0.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{\text{mod,curve}}$</td>
<td>0.86</td>
<td></td>
<td></td>
<td></td>
<td>0.90</td>
</tr>
<tr>
<td>$P_{\text{dyn}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.054</td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.071</td>
<td>0.065</td>
<td>0.054</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To quantitatively compare the measurements with simulations, we will now look at statistical properties of wind speed and wind power fluctuations: $v_w'$ and $p_{w}'$. The data consist of WT measurements acquired over a period of 3.6 days. For the same period, we also look at the aggregated and normalized WF output of WTs 9–15: see Fig. 5.1(a). Normalized PDFs of $v_w'$ ‘Wind Speed’ and $p_{w}'$ ‘WT Output’ are shown in Fig. 5.7(a). Keep in mind that fluctuations are defined as deviations from the 10-min average. It is noted that the wind speed, WT output, simulated outputs, and the WF output ‘WF Output’ all become close to the Gaussian PDF for fluctuations smaller than about four standard deviations ($4\sigma$) in magnitude. The simulated outputs consist of outputs from dynamic simulation of the DAE model: ‘Dyn. Sim.’, and the two power curves shown in Fig. 5.2(c). These results indicate that the model (5.1) with $T = 10$ min corresponds well with $u'$ represented by Gaussian noise, and that the assumption of stationarity to some extent holds in each 10-min period. The flatness $F$ for all cases is given in Table 5.1, and the values are overall fairly close to Gaussian. Values on $Sk$ given in the table also become close to Gaussian. In particular, $Sk$ for wind speeds is very close to zero and indicates a symmetric distribution.

Now, PDFs of increments $du(t, \tau)$ are considered, and given in Fig. 5.7(b) in arbitrary unit (a.u.) for a time-shift $\tau = 4$ s. The PDFs are arbitrarily shifted in the $y$-direction for the sake of easy visual comparison. Compared to Fig. 5.7(a), all PDFs show long tails, indicating non-Gaussian characteristics. In particular, we see that the PDF of WT output increments exhibits the longest tails followed by dynamic simulation and total WF output. The non-Gaussian PDF characteristics are influenced by non-zero autocorrelations of various orders. Evidently, these characteristics are most prevalent in the power outputs due to the nonlinear electro-mechanical conversion of wind to electric power. Fast wind speed fluctuations of a few m/s can cause large variations in the WT output, amplifying the intermittency of the wind: see e.g. Fig. 5.5. We can also understand that low-
Figure 5.7: Probability Density Functions (PDF) of (a) normalized fluctuations \( u' / \sigma \); (b) increments \( du(t, \tau) / \sigma \) (\( \tau = 4 \) s). The Gaussian PDFs have standard deviation \( \sigma = 1 \) (same as the standard deviations of \( u' / \sigma \) and \( du(t, \tau) / \sigma \)). The PDFs are arbitrarily shifted in the \( y \)-direction in (b) for the sake of easy comparison.

pass-filtering-effects in the power conversion due to WT inertia and blades increase the autocorrelation, consequently affecting the increment PDFs. The values on flatness \( F \) of the increments are given in Table 5.1. It is observed that \( F \) of power increments \( dp \) clearly differ from fluctuations \( p' \), and become particularly non-Gaussian for the measured power \( dp_{w, \text{meas}} \), and \( dp_{w, \text{dyn}} \) from dynamic simulation. \( F \) also becomes larger for \( dp_{w, \text{avg}} \), \( dp_{w, \text{mod}} \), and \( dv_w \) compared with \( p' \) and \( v'_w \), but not as large. Looking at \( Sk \), it can be seen that \( dp_{w, \text{meas}} \) and \( dp_{w, \text{dyn}} \) seem to exhibit the most asymmetrical distributions.

The shape parameters \( \lambda^2 \) of \( du(t, \tau) \) are plotted in Fig. 5.8 for the same cases as in the previous paragraphs. It is observed that the results for the power curves become almost identical, and \( \lambda^2 \) for the measured WT output becomes largest (except for \( \tau = 1 \) s). The result for the dynamic simulation is closer to the measured power than the power
curves, in particular for $\tau = 2$ s, where the results are almost identical. Eventually, $\lambda^2$ of the increments of the dynamic simulation output converge to $\lambda^2$ of the power curve outputs at $\tau \approx 20$ s. This is an expected result since the modeled power curve and the dynamical model are based on the same data-derived power coefficient $c_p$, and the dynamic power conversion mainly affects the output characteristics on time-scales of tens of seconds [64,117]. This is also demonstrated in Fig. 6.3 (b) in the next chapter by a spectral analysis. Another interesting takeaway from Fig. 5.8 is that ‘Dyn. Sim.’ and ‘WF Output’ become close at around $\tau = 4$ s, which indicates that their output characteristics on the time-scale of several seconds are close. This is discussed further in the next paragraph, which looks at the probability of output increments.

Now, WT and WF increments are compared by looking at the probability of a certain increment $x$ given by $P(du/\sigma > x) = 1 - F(x)$, where $F(x)$ denotes the CDF of increments. Figure 5.9 shows $P(du/\sigma > x)$ for the measured and simulated WT outputs, and for WF outputs for $\tau = 1, 4$ and 8 s. These results clearly show that the probability of sudden changes in the outputs on the time-scale of seconds are very close for the WF and WT up to about 5–6 standard deviations. As an example, here, an increment of 7 standard deviations corresponds to a change in WF output of about 0.5 MW: quite a large variation. Such variations are potentially challenging to power system operation, as was discussed earlier. Interestingly, the results for ‘Dyn Sim.’ appear to be in between ‘WT Output’ and ‘WF Output’ for $\tau = 1$ and 4 s, but for $\tau = 8$ we see an extremely close resemblance between the output increment probabilities for ‘Dyn Sim.’ and ‘WF Output’. This result suggests that a part of what is not captured by the dynamic simulation may be caused by either wind fluctuations on the time-scale of seconds not captured by the scalar input to the model, or by the WT model itself. Further, that these fluctuations are mitigated in the aggregated power, and consequently close results between the dynamic simulation and WF output are obtained.

Now, to further evaluate the different WT-models, we compute $R^2$ values according to (5.10), and the results are given in Table 5.1. The results strengthen the conclusion that the dynamic model outperforms the power curves (which represent the “long-term”
Figure 5.9: Probabilities $P(du > x)$ of WT and WF normalized output increments $du(t, \tau)/\sigma$ larger than $x$. Additionally, Root Mean Square of Errors (RMSE) between measured and modeled outputs for the full 3.6-day period are given in Table 5.1. RMSE becomes smallest for $P_{\text{dyn}}$. This is due to the fact that the dynamic model captures more realistic fluctuations because of its dynamic mechanical and control system, as was exemplified e.g. in Fig. 5.6, and which is evident from Fig. 5.8.
5.5 Conclusions

Short-term wind speed and wind power characteristics were statistically evaluated at an offshore wind farm located in Ibaraki Prefecture, Japan. Three models of a wind turbine’s power conversion were derived from wind turbine measurements. Time-domain simulation and statistical analysis were conducted, and indicated that the power fluctuations were better represented by the more detailed differential algebraic model than with standard power curves. The results indicated that a large part of the fluctuations around the power curve are due to the deterministic electromechanical conversion or control system and are not solely described stochastically. Thus, we suggest here that developing a representative short-term model of the WT is essential for understanding and controlling fluctuations in the short-term power conversion. Furthermore, we showed that aggregated WT output fluctuations were not mitigated on a second scale for variations less than about 5–6 standard deviations. Since the balance of active power is closely linked to the system frequency: see e.g. (1.3), this implies that large WF output variations are fed into the power system which could possibly cause both frequency and voltage fluctuations. This relates to so-called wind power smoothing, where the reduction in variability in aggregated power is commonly known as the smoothing effect. Related to this, in Chapter 7, we investigate smoothing effects of large-scale wind power in Japan.
Chapter 6

Assessment of offshore wind power characteristics in Japan

6.1 Introduction

In this chapter, wind conditions and output power characteristics of a Wind Farm (WF) in Japan are evaluated with highly-resolved weather predictions from the so-called Cloud Resolving Storm Simulator (CReSS) [63]. In difference to Chapter 5, which focused on statistics of short-term wind speed and Wind Power (WP) fluctuations, this chapter focuses on evaluating wind and WP predictions from CReSS. Later on, in Chapter 7, the data are used to study smoothing effects of aggregated wind power in Japan. The CReSS data used are mainly hourly predictions, but also data from extremely detailed 200-m resolution simulations are considered. The WF is the same one described in Chapter 5 (Section 5.2). Predicted wind speeds, directions, and powers are compared with measurements from turbines in the WF. This investigation is motivated by the rapid growth of WP around the world, which makes it the fastest growing source of renewable energy [37,38], and the potential and expected growth of offshore WP in Japan [25,43].

The wind conditions around a potential WF site need to be carefully assessed before its construction stage and are in practice evaluated with at least a year’s worth of data from measurement towers (called met masts). Alternatively, so-called Doppler lidars have emerged as a promising technology for replacing traditional met masts [118,119]. A suitable WF-configuration can then be decided with the aid of commercially available softwares that enable analysis of the wind flow fields in the WF under different conditions [66]. The potential usages of CReSS are manifold in this context: first, CReSS provides users with wind speeds at desired heights, which becomes even more important as the WTs grow larger and the cost of the met masts increases. Second, instead of a single measurement, a large number of measurement points are available and can be decided by adjusting the spatial resolution. Thus, coverage of a large area can be achieved. In other words, CReSS could be used as a tool for preliminary evaluation of a potential site before deciding to perform in-situ measurements—thus potentially saving resources. Assessment
of WF sites becomes particularly expensive for offshore locations [120]. Further, CReSS can provide initial conditions to CFD models that simulate detailed wind conditions and WF wakes. Such coupling between mesoscale and microscale simulation is investigated in e.g. [121–123]. Finally, CReSS can be exploited purely for Numerical Weather Predictions (NWP) to provide power system operators with detailed wind and WP predictions.

6.1.1 Literature review

A great deal of work has been done in the field of wind and WP prediction, including WP forecasting using NWPs (physical weather models). Many such studies are discussed in [38, 124, 125]. A particularly challenging task for NWP-models is prediction of near-surface wind due the complex flows in the lower atmosphere and terrain effects [126]. In [126], NWPs were conducted with the Weather Research and Forecasting (WRF) model with boundary and initial conditions from different reanalyses (results of data assimilation schemes incorporating weather models and observations). It was shown that the choice of boundary and initial conditions had large influences on the prediction error. The authors of [127] also used the WRF model, and their results showed differences between different parameterizations, particularly for high wind speeds. The paper [128] also discussed the importance of deliberately selecting appropriate physical parameterization schemes in the WRF model. In [129], averaged wind speeds from nacelles of WTs were evaluated against met mast data, and it was concluded that averaged nacelle-measurements of WTs better represented the actual WF conditions. It was also found that averaged nacelle wind speeds were in better agreement with NWPs. In [130], a hybrid wind power forecasting system incorporating the WRF model and Kalman filtering was proposed and evaluated against wind speeds measured at the nacelles of WTs on Awaji Island, Japan. A substantial reduction in prediction error was demonstrated by using Kalman filtering in comparison to raw predictions. In conclusion, we can understand that the performance of an NWP with a particular set of physical schemes depends on many factors including the meteorological conditions [128, 131], and in particular the atmospheric stability [127], and hence that a quantitative comparison between NWP models can only be made for the same location with identical boundary and initial conditions.

NWPs have also been used to forecast WP ramp events [132]—i.e. sudden variation in WP over a short period of time—and it has been argued that NWPs are not suitable for ramp forecasting in the less than 6-hour scale [132, 133]. It was found that the ramp timing might be inaccurate with NWPs [134], but that a combination of different NWPs would improve the accuracy. The authors of [115] demonstrated how an ensemble of ramp forecasts could be utilized to accurately predict the WP ramps.

6.1.2 Purpose and contributions

The purpose of this investigation is two-fold. First, we experimentally investigate CReSS as a tool for detailed analysis and evaluation of WP and potential WF sites. This is
Table 6.1: Summary of data sets and their usages in the current comparison.

<table>
<thead>
<tr>
<th>#</th>
<th>Type</th>
<th>Time-resolution</th>
<th>Spatial resolution</th>
<th>Acquisition period</th>
<th>Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>WT-data</td>
<td>10 min</td>
<td>15 WTs</td>
<td>July 2014–July 2015</td>
<td>Wind/power comparison.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Power curve.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Wind comparison.</td>
</tr>
<tr>
<td>2</td>
<td>WT-data</td>
<td>1 s</td>
<td>15 WTs</td>
<td>Autumn 2015</td>
<td>Wind comparison.</td>
</tr>
<tr>
<td>3</td>
<td>CReSS</td>
<td>1 h</td>
<td>2 km</td>
<td>July 2014–July 2015</td>
<td>Wind/power evaluation/comparison.</td>
</tr>
<tr>
<td>4</td>
<td>CReSS</td>
<td>1 s</td>
<td>200 m</td>
<td>Autumn 2015</td>
<td>Wind comparison.</td>
</tr>
</tbody>
</table>

done by evaluating predictions from CReSS against WT-measurements, which has never been reported before. The measurements are from the offshore WF in Japan described in Section 5.2. Second, CReSS is evaluated as a tool for wind and WP prediction, and for assessing WP variability. Two different data sets from CReSS are used: see Table 6.1. The first one (#3) is comprised of 30-hour ahead predictions of 2-km spatial resolution and 1-h temporal resolution. As the second data (#4), extremely detailed weather simulations of a domain encompassing the real WF were conducted with CReSS, down to a 200-m spatial resolution and 1-s time resolution. In those simulations, weather conditions are predicted about 5–7 h in the future at three different dates where overlapping 1-Hz measurements at the WF are available.

Predictions from CReSS are evaluated against measured wind speeds, output powers, wind directions, and spectral coherence between wind speeds at different WT locations. In the evaluation of WF outputs, we look at both the WP variability and the WF’s annual energy production. It is then shown that both WP variability on an hourly scale and the WF’s energy production are captured by CReSS—thus confirming the effectiveness of CReSS for large-scale WP analysis. Also, measured and predicted spectra of wind speeds are evaluated and found particularly close for time-scales on the order of hours. The spectral coherence [135, 136] determines the smoothing characteristics of the WF’s output, and is thus an important measure when assessing the WF characteristics. For the detailed simulations, it is shown that the wind direction and spectral coherence between different locations become close to measurements—indicating the potential use of CReSS to analyze prospective WF locations at a detailed scale.

### 6.1.3 Outline

The remainder of this chapter is organized as follows. Section 6.2 describes the measurement data and their processing before evaluation. Section 6.3 introduces the CReSS weather model, explains the simulation setting, and describes the utilized outputs from the model. The mathematical methods used in the comparison are provided in Section 6.4. In Section 6.5 predicted wind and WP characteristics are evaluated, and the prediction errors are analyzed and discussed. Conclusions are given in Section 6.6.
6.2 On measurements and data processing

This section describes the obtained WF measurements and how they are processed before evaluation against predictions from CReSS. Two types of data from the WF are considered in this chapter (see Table 6.1):

1. One year 10-min averaged data for every WT, which were acquired between July 2014 and July 2015.

2. 1-Hz sampled data were acquired around three dates in August/September of 2015, where each set of WT-data consists of 3600 samples, resulting in a temporal length of 1 h. There are in total 44 data sets of such 1-Hz data, where each WT is monitored during three 1-h periods expect for one WT which is only monitored twice. Data around a specific date are not synchronously measured at the WTs, but pairwise overlaps between two WTs occur.

Both types of data include the following measurements: wind speeds $\tilde{v}_w$, electric powers $\tilde{P}_w$, rotor speeds $\tilde{\omega}_r$, and wind/nacelle directions $\tilde{\phi}/\tilde{\phi}_n$. The power extracted by a single WT is given by (4.2). By assuming that $c_p$ is constant on average for each 10-min period by controlling the tip speed ratio $\lambda$ around its optimal value (called Maximum-Power-Point-Tracking (MPPT)) [65]), 10-min mean wind speeds are estimated by

$$\bar{v}_w = \left( \frac{2 \tilde{P}_w}{\rho c_p A_r} \right)^{1/3},$$

(6.1)

from measurements of electric power outputs, for wind speeds above cut-in $v_{c-in}$ and below nominal (where the WT starts to produce rated power). Wind speeds and directions are measured by anemometers mounted at the nacelle of the WTs. Such measurements are inevitably influenced by the rotor and the rest of the WT structure [129]. According to our observations, wind speeds are generally measured lower at WTs in operation than at non-operating ones. Measurements at the nacelle and from met masts have a close to linear relation [137,138], and nacelle measurements can provide accurate estimations of the true wind speeds [139]. However, [140] found a nonlinear relation between nacelle and mast measurements. Here, considering $\bar{v}_w$ as a good approximation of the “effective” wind speed experienced by the WT, it is suggested based on [137–139] to adjust the wind speed measurements at each WT according to the following linear model:

$$\bar{v}_w := c_1 \tilde{v}_w + c_2,$$

(6.2)

where optimal $c_1$ and $c_2$ can be determined in a least-squares sense by a linear regression.

When conducting the comparison between 1-h averaged measurement data and prediction data, if not stated otherwise, the rules listed below are followed to ensure more reliable and similar conditions for the comparison:
1. Two different cases are considered separately: WTs in operation (on) and not in operation (off). A WT in operation is defined as when its blades are rotating (above or equal to the designed rotor speed at \( v_{\text{c-in}} \)) and power is being produced. A WT not in operation has its rotor standing still and does not produce power.

2. The absolute difference between nacelle and wind directions is less than 30° for every 10-min measurement.

3. When calculating the averaged WF speed/power/direction, we require that at least 12 of the 15 WTs are in operation.

Note that in most cases when a WT is not operating, it is due to low wind speed, hence the case of non-operating WTs is almost exclusively restricted to low wind speeds. The wind speed at the \( \tau \)-th hour is the mean of the speed at that time and the five preceding 10-min measurements: \( \bar{v}_\tau := (v_\tau, v_{\tau-10\text{min}}, \ldots, v_{\tau-50\text{min}}) \).

Wind directions are averaged in time, or spatially over WTs. For example, we average 10-min directions to 1-h averages, and then average that data over all WTs (spatially). The averaging procedure for wind directions is as follows. Denote the measured or predicted wind direction by \( \phi_i \) (rad), where \( i \) either represents a time-instance or the index of a WT. Then, according to [141], the mean angle (here, the mean incoming wind direction \( \phi_{\text{in}} \)) of \( N \) measurements \( \phi_i \) \((i = 1, \ldots, N)\) is calculated by

\[
\phi_{\text{in}} = \text{atan2} \left( \sum_{i=1}^{N} \sin(\phi_i), \sum_{i=1}^{N} \cos(\phi_i) \right) = \text{atan2} \left( \frac{\phi_{\text{num}}}{\phi_{\text{den}}} \right) := \text{atan2}(\phi_{\text{num}}, \phi_{\text{den}}),
\]

where \( \text{atan2} \) is an arctangent function with two input arguments—numerator \( \phi_{\text{num}} \) and denominator \( \phi_{\text{den}} \)—to keep track of the quadrants in order to output a result in the correct one. More specifically, \( \text{atan2} \) depends on the signs of \( \phi_{\text{num}} \) and \( \phi_{\text{den}} \): e.g. if \( \phi_{\text{num}} > 0 \), then \( \text{atan2}(\phi_{\text{num}}, \phi_{\text{den}}) = \arctan(\phi_{\text{num}}, \phi_{\text{den}}) \). It is used in various programming languages, and is computed with the function \( \text{atan2} \) in MATLAB.

The occurrence of mean wind speed directions, computed by averaging over all WTs using (6.3), for the 10-min data is shown in Fig. 6.1. The dominant direction (where the wind comes from) is wind from \([30°, 60°]\) clockwise from north, i.e. wind from ocean, and from \([180°, 210°]\), i.e. wind from land.

6.3 CReSS model and outputs

CReSS is based on a non-hydrostatic and compressible weather model and was originally intended for simulation of cloud and precipitation systems including extreme weather phenomena such as typhoons. The basic equations of CReSS comprise momentum equations including the earth’s rotation, thermodynamic equations, the continuity equation,
Figure 6.1: Occurrence (in percent) of mean wind directions at the WF. The mean direction is the mean of 10-min averaged directions over all WTs, calculated with (6.3). The diagonal axis indicates the occurrence frequency in percent. The dominant directions (where wind comes from) are clearly wind from \( [30^\circ, 60^\circ] \) clockwise from North, i.e. wind from ocean, and \( [180^\circ, 210^\circ] \), i.e. wind from land.

and mixing ratios of water vapor and hydrometers. The prognostic variables are three-dimensional components of wind velocity, Turbulent Kinetic Energy (TKE), perturbations (deviations from basic states) of atmospheric pressure and temperature, water vapor mixing ratio, and cloud physical variables [142]. Variables are defined on the so-called Arakawa-C grid [143] (same as the WRF model [144]) in the horizontal domain, and on the Lorentz grid in the vertical domain. A time-splitting method [145] is used in the time-integration, where terms related to acoustic waves are separately computed with a smaller time-step. Cloud physics are based on a bulk method of cold rain and is elaborately described in [142], and consider water vapor, rain, cloud, ice, snow, and graupel.

The 1.5 order TKE closure scheme is adopted in CReSS, and there is no parameterization of the planetary boundary layer. The terrain is modeled with a 1-km resolution from the Global 30 Arc-Second Elevation (GTOPO30) from the U.S. Geological Survey (USGS). GTOPO30 was also used in e.g. [126] together with the WRF model. CReSS utilizes terrain-following coordinates to account for the terrain.

Data from two types of CReSS simulations are utilized. The first type is daily predictions conducted with a spin-up period of 3–6 h, followed by a 30–33 h prediction period, resulting in a total run-time of 36 h. Here, the spin-up period is assumed to be 6 h for every run to be on the safe side, with up to 30-h predictions that follow. The next 36-h run starts 24 h after the former run, and consequently a continuum of daily predictions is achieved. The domain \( D_1 \) (see Fig. 6.2) of these simulations encompasses a 2300 km \( \times \)
2800 km area with min/max longitudes of 120.20°/149.50° and latitudes of 20.88°/46.48°. The horizontal resolution is 2 km and the output interval is 1 h. The boundary and initial conditions are obtained from the Global Spectral Model (GSM) provided by the Japanese Meteorological Agency (JMA).

The second type is detailed simulations of 200-m horizontal resolution and 1-s output interval. The simulations are nested within 1-km resolution simulations of western Japan of a domain $D_2$ with a size of about 1500 km $\times$ 1000 km with min/max longitudes of 130°/146.639° and min/max latitudes 31°/40.223°. The domain $D_3$ of the nested 200-m simulations is about 200 km $\times$ 200 km with min/max latitudes of 34.96°/36.80° and longitudes of 139.62°/141.86°. The boundary and initial conditions of the 1-km resolution simulations are provided by the regional reanalysis (MANAL) conducted by JMA and have 5-km horizontal resolution. The results are used for initial and boundary conditions of the 200-m resolution simulations.

Only wind speeds from CReSS are considered here. Examples of wind conditions around the WF obtained from CReSS are shown in Section 6.5, where the WT-positions are indicated by red dots, and the coloring indicates the horizontal wind speed magnitude. The wind speed magnitude is computed by

$$\hat{v}_w(t) = \sqrt{\hat{v}_x^2(t) + \hat{v}_y^2(t)},$$

where the subscripts denote components of the three-dimensional wind speed vector. Moreover, the wind speed predicted at a height $z_1$, denoted by $v_{z_1}$, is scaled to the height of a turbine $z_2 \approx 60$ m by...
the following formula [120, 146, 147]:

\[ v_{z_2} = v_{z_1} \frac{\ln \left( \frac{z_2}{z_0} \right)}{\ln \left( \frac{z_1}{z_0} \right)}, \]  

(6.4)

where \( z_0 = 2 \times 10^{-4} \) m is the roughness length for open sea. For the 2-km simulations, wind speeds predicted at a height of 50 m are utilized, whereas the wind speed is predicted at WT-height in the detailed 200-m simulations.

6.4 Methods

This section first presents the standard statistical metrics which are used to evaluate predictions in Section 6.5. Following that, Power Spectral Density (PSD) of wind speed and wind power fluctuations are discussed, and some results on the estimated PSDs of measured and predicted wind speeds and WPs are presented.

6.4.1 Statistics for comparison

When comparing predictions against measurement, the prediction errors can be divided into two types: amplitude and phase errors [146]. Amplitude errors occur when the feature—for example a sudden increase or drop in wind speed—is captured, but the magnitude differs. Phase errors refer to the prediction errors occurring when the feature is captured but time-shifted. Phase errors and their contribution to the prediction errors can be quantified by considering auto-correlations [146]. The prediction error is given by

\[ \Delta \hat{y} := \hat{y} - \bar{y}, \]  

(6.5)

where \( \hat{y} \) and \( \bar{y} \) are the predicted quantity by CReSS and the measured quantity at the WF, respectively, and \( y \) is thus either wind speed \( v_w \) or power \( P_w \). Prediction errors are evaluated by the Root Mean Square of Errors (RMSE) defined as

\[ r_\Delta := \sqrt{\langle (\Delta \hat{y})^2 \rangle}, \]  

(6.6)

where \( r_\Delta \) is given in [146] as follows:

\[ r_\Delta^2 = \Sigma_{bias}^2 + \sigma_\Delta^2 = \Sigma_{bias}^2 + (\Delta \sigma)^2 + \xi^2, \]  

(6.7)

where the so-called error bias is defined as \( \Sigma_{bias} := \langle \Delta \hat{y} \rangle \), and \( \sigma_\Delta := \sigma(\Delta \hat{y}) \) is the Standard Deviation of Errors (STDE), where \( \sigma(\cdot) \) denotes the standard deviation operation. Moreover, the standard deviation error \( \Delta \sigma \) and the so-called dispersion \( \xi \) are in [146] defined as follows:

\[ \Delta \sigma := \sigma(\hat{y}) - \sigma(\bar{y}), \quad \xi := \sqrt{2\sigma(\hat{y})\sigma(\bar{y})(1-r_c)}, \]  

(6.8)
where $r_c$ is the cross-correlation coefficient between $\hat{y}$ and $\tilde{y}$. The amplitude errors are quantified via the error bias and the standard deviation error $\Delta \sigma$. The dispersion $\xi$ indicates the influence of phase errors to the RMSE.

In the case of wind direction, we denote the predicted and measured directions in radians by $\hat{\phi}$ and $\tilde{\phi}$, respectively, and calculate the shortest angular difference between measured and predicted direction at a time instance by

$$
\Delta \hat{\phi} := \text{atan2} \left( \sin(\hat{\phi} - \tilde{\phi}), \cos(\hat{\phi} - \tilde{\phi}) \right),
$$

(6.9)

where it follows the notation in (6.3). Here, a positive value of $\Delta \hat{\phi}$ means that the predicted direction (angle) is larger than the measured direction in a clockwise sense. Since the direction is a circular variable, the standard deviation of wind direction prediction errors is computed in accordance with [141] as follows. Define a vector $\mathbf{r} := 1/N \cdot [\phi_{\text{num}}, \phi_{\text{den}}]^\top$, with notation from (6.3), and its norm is given by $R := \| \mathbf{r} \|$, where $\| \cdot \|$ denotes the euclidean norm. Then, the angular deviation is calculated by $\sigma_{\phi} := \sqrt{2 (1 - R)}$.

To compare and evaluate variability of predicted and measured WF outputs ($\hat{P}_w$ and $\tilde{P}_w$), we compute WP increments $dP_w(t, \tau)$ by (5.4), defined as

$$
dP_w(t, \tau) := P_w(t + \tau) - P_w(t),
$$

(6.10)

where $\tau$ is now the time-shift in hours. Increments are called ramps if they exceed a certain threshold [115, 148]. Hourly variability of WP on a large scale was investigated with increments in [27], where the standard deviation of increments was found to be the best indication of reduced variability of aggregated WP (WP smoothing). A good agreement between predictions and measurements would justify the usage of CReSS for studying the smoothing of large-scale aggregated WP. Such a study is conducted in Chapter 7.

### 6.4.2 Power spectral density and spectral coherence

To quantify correlation in the frequency domain between two different time-series of wind speeds or powers, the so-called spectral coherence via PSD has been used [66, 135, 149]. Let $S(f)$ denote the PSD of a signal with variance $\sigma^2$. The integration of $S(f)$ over frequency $f$ is then by definition equivalent to the variance of the signal:

$$
\int_0^\infty S(f) df = \sigma^2.
$$

(6.11)

The PSD of WP has been shown to follow the so-called Kolmogorov spectrum [150, 151] according to $S(f) \sim f^{-5/3}$, and the spectrum of wind speed is similar [64]. The so-called Kaimal spectrum [152, 153]—described in e.g. [92] for generation of synthetic wind speeds—falls off with a similar rate as Kolmogorov’s. The PSDs are estimated with the function `pwelch` in MATLAB.

Figure 6.3 (a) shows PSDs of measured 10-min averaged power output (one WT), 1-h wind speeds averaged over all WTs, and predicted (simulated) wind speeds from CReSS.
Figure 6.3 (b) shows PSDs of 1-Hz measured wind speed and power and 1-Hz wind speed from CReSS. It is evident from these examples that the PSDs of wind speed and power scale according to Kolmogorov’s spectrum. The largest deviations from the scaling-theory are observed for 1-Hz measured electric power. These results show that the conversion from wind to electric power primarily affects the spectrum in the short-term regime. It is also evident that the spectra of the 1-h wind speed predictions and 1-h averaged wind speeds are in excellent agreement: see Fig. 6.3 (a). For the 1-Hz data on wind speeds, the CReSS spectrum scales similarly but its magnitude differs. The cause of this is the absence of turbulent fluctuations observed in the real measured data, which is a result of inherent spatial and temporal smoothing effects in the CReSS model. A new method for generating synthetic wind speeds is proposed in [153], which also reviews commonly used methods, and could be used to add fluctuations to the CReSS data to obtain a more realistic spectrum.

Here, spectral coherence—i.e. the magnitude of spectral overlap between wind at different locations—is employed to compare the coherence between wind speeds at two WTs with real and simulated data. It is defined in [135,136] as follows:

\[
\Gamma_{ij}(f) = \frac{|S_{ij}(f)|}{\sqrt{S_{ii}(f)S_{jj}(f)}},
\]

where \(S_{ii}\) is the PSD of wind speed at a location \(i\), and \(S_{ij}\) the cross spectral density between wind speeds at locations \(i\) and \(j\). In [135], an exponential approximation of (6.12) is introduced as follows:

\[
\Gamma_{ij}(f) := \exp(-Cd_{ij}^k f),
\]

where \(d_{ij}\) is the distance between \(i\) and \(j\), \(C\) is a decay coefficient, and \(k\) a constant. This approximation showed good agreement with real measurements in Japan [135].

### 6.5 Evaluation of predicted wind and wind power characteristics

This section first compares measured and predicted wind characteristics at the WF in terms wind speed and direction. Then, WP prediction errors, power increments and errors of power increments, and the WF’s annual energy production, are all investigated. Finally, spectral coherence of wind speeds between different WT-locations in the WF with the extremely detailed CReSS simulations (1 s, 200 m) are compared with 1-Hz measurements. Figure 6.4 shows example time-series of measured (1-h averaged, and averaged over at least 12 WTs) and predicted wind speeds, power outputs, and directions.

#### 6.5.1 Wind speed

For this comparison, the data sets 1 and 3 in Table 6.1 are used. First, the two constants in the formula (6.2) for the adjustment of measured wind speed \(\tilde{v}_w\) are determined. To
this end, a reasonable assumption on $c_p$ is needed—typically 0.46–0.48 with respect to electric power [87], or about 0.40 [154]—and here $c_p$ is fixed at 0.42. Small variations of this constant would not considerably affect the results presented here, which is briefly discussed in the next paragraph. Then, the data are sorted such that only measurements from WTs in operation are included, the maximal difference between nacelle and wind directions is kept within $2^\circ$ (the results will not vary much if this tolerance is relaxed but will result in a huge amount of data not providing much additional information), and including only wind coming from the ocean with $\tilde{v}_w$ satisfying $4 \text{ m/s} \leq \tilde{v}_w \leq 11 \text{ m/s}$. These conditions are enforced to ensure similar operating conditions and to avoid data from WTs operating in the flat region of the power curve, which would make (6.1) an invalid method of estimating the “effective” 10-min wind speed. In fact, about 85% of the measured and utilized wind speeds are less than or equal to 11 m/s. Adjusted wind speeds according to (6.2) are plotted against calculated wind speeds $\tilde{v}_w$ in Fig. 6.5, and their relation is well approximated by a linear function. The constants in the model (6.2) become $c_1 = 1.12$ and $c_2 = 0.48$.

The PDFs of measured and predicted wind speeds are shown in Fig. 6.6 (a) for WTs in operation ‘ON’ with $c_p = 0.42$ and not in operation ‘OFF’; and in (b) for different values of $c_p$. The distribution of wind speeds is commonly modeled by the so-called Weibull
Figure 6.4: Example time-series of measured and predicted wind speeds, powers, and directions. Measurements are depicted by red diamond marks and predictions by blue squares.

Figure 6.5: Measured wind speeds $\tilde{v}_w$ adjusted according to the linear model (6.2) and plotted against wind speeds calculated with (6.1).
distribution [155]. PDFs of wind speeds from CReSS are close to Weibull PDFs, while the measurements are not. The cause of this can be attributed to the two “data categories” that are adopted: WTs on and WTs off. In the case of WTs on, we measure wind speeds of at least $v_{c-in}$ since this is required for power production. In the case of WTs off, mostly low speeds are measured because the most common cause of WTs off is due to low wind speed. Hence, a complete description of the wind speed distribution at the WF cannot be obtained in neither of these cases. In particular, wind speeds measured when the WTs are off are overestimated by CReSS. For cases when the WTs are on which are for “higher” wind speeds, CReSS predicts low wind speeds at many instances, and the peaks of the PDFs are close. Fig. 6.6 (b) shows that the PSD of wind speeds changes marginally when $c_p$ is varied.

The three conditions outlined in Section 6.2 are enforced when sorting the data. All the measured 10-min wind speeds are now adjusted according to (6.2) and averaged to hourly wind speeds. Then, the averaged 1-h wind speeds are averaged over the WTs (at least 12) in the WF. The PDFs and CDFs of wind prediction errors $\Delta \tilde{v}_w$ are shown in Figs. 6.7 (a)–(b) for the case of operating WTs, and for different averaging periods. Wind speeds averaged over several hours are computed by the moving average as follows:

$$u_n(d) := \langle [v_{n-d}, \ldots, v_n, \ldots, v_{n+d}] \rangle,$$

(6.14)

where $d$ (hours) is a time-shift, and e.g. $d = 1$ h and $d = 3$ h give the 3- and 7-h averages, respectively, as they are called here. The moving average will smooth the wind speed and is expected to decrease the contribution of phase-errors to the RMSE. In Fig. 6.7 (a), the peaks of all PDFs are slightly and negatively shifted from zero, and the
PDFs reveal a tendency of CReSS to predict lower wind speeds than observed. Longer tails on the positive axis reveal that CReSS occasionally overestimate the wind speed at the WF (cf. Fig. 6.6(a)). Calculated values on RMSE, STDE, bias $\Sigma_{bias}$ and dispersion $\xi$ are given in Table 6.2. RMSE, STDE and $\xi$ all decrease with longer averaging time, while $\Sigma_{bias}$ remains small and does not show any clear trend. These results show that dispersion accounts for a large part of the RMSE. As a rough comparison, we note that [123, 128, 130] achieve an RMSE of about 2.4–4 m/s, where [123, 130] used 6-h time-resolution predictions, and [128] up to 2-day-ahead predictions, which were compared against 10-min measurements. Up to 2-day-ahead predictions from the WRF model were
Table 6.2: Statistics of wind speed and direction prediction errors.

<table>
<thead>
<tr>
<th>Wind Speeds (m/s)</th>
<th>Direction (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
</tr>
<tr>
<td>1 h</td>
<td>3.49</td>
</tr>
<tr>
<td>3 h</td>
<td>3.32</td>
</tr>
<tr>
<td>5 h</td>
<td>3.15</td>
</tr>
<tr>
<td>7 h</td>
<td>2.98</td>
</tr>
<tr>
<td>9 h</td>
<td>2.96</td>
</tr>
<tr>
<td>11 h</td>
<td>2.99</td>
</tr>
</tbody>
</table>

evaluated against 10-min measurements in [126], and an RMSE of 2–2.5 m/s was achieved, where the best score was obtained for moderate wind speeds (8–12 m/s). In the light of those results, the results here seem to be normal.

Figure 6.7(c) shows PDFs of wind speeds for two cases: wind from ocean $\phi_{in} \in [0^\circ, 120^\circ]$, and wind from all other directions, denoted by ‘Rest’. For measurements, the difference between these two cases appears smaller than the difference in the case of predictions. PDFs of prediction errors for these two cases are shown in Fig. 6.7(d). In the case of wind from ocean, the PDFs have negative biases of about 2.5 m/s, while the biases are substantially smaller in the case of other wind directions. This phenomenon is likely caused by the coarse terrain model which does not accurately capture the terrain characteristics around the coastline. More precisely, the simulated wind close to the coast experiences a rougher terrain than in reality for wind coming the ocean, and hence lower wind speeds are predicted. On land, on the other hand, the terrain is likely modeled more smooth than in reality which causes less friction and higher wind speeds, and the wind speed is more likely to be overestimated: see Fig. 6.7(c).

6.5.2 Wind power

In this section, predicted WF outputs with CReSS are compared against measured WF output (estimated in p.u. (per unit) as the average of WT outputs). A power curve which converts hourly wind speeds to WT outputs is derived by first sorting the data according to the following criteria:

1. The absolute difference between nacelle and wind directions is less than $30^\circ$ for each 10-min measurement.
2. Only one WT is considered (WT No. 7, see Fig. 5.1), and it needs to be in operation.
3. Only cases of wind coming from ocean are included to ensure similar conditions.
4. Wind speeds satisfy $\tilde{v} \geq v_{c-in}(= 4$ m/s).

After sorting according to the above criteria, the data were averaged around $\pm0.2$ m/s from fixed steps in wind speeds (spaced 0.2 m/s apart) to give an averaged curve. Outliers
further than 1.5 standard deviations in p.u. from the averaged curve were removed. The remaining data were then again averaged to give a final power curve. The resulting power curve, which is used in the following computations, is shown in Fig. 6.8 together with the sorted wind speed and power data.

The same setting as for the wind speed comparison is now considered. The PDFs and CDFs of the WP prediction errors $\Delta \hat{P}_w$ are shown in Fig. 6.9 for 3-h and 7-h averaging periods in addition to hourly values. Similar to the case of wind speeds, statistical measures of prediction errors are shown in Table 6.3. From these results, we see that the RMSE and dispersion readily decrease with longer time-averaging. Note that the nonlin-
Table 6.3: Statistics of wind power prediction errors in p.u.

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>STDE</th>
<th>Σbias</th>
<th>ξ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 h</td>
<td>0.32</td>
<td>0.32</td>
<td>0.05</td>
<td>0.30</td>
</tr>
<tr>
<td>3 h</td>
<td>0.31</td>
<td>0.30</td>
<td>0.05</td>
<td>0.28</td>
</tr>
<tr>
<td>5 h</td>
<td>0.29</td>
<td>0.29</td>
<td>0.05</td>
<td>0.27</td>
</tr>
<tr>
<td>7 h</td>
<td>0.28</td>
<td>0.28</td>
<td>0.05</td>
<td>0.26</td>
</tr>
<tr>
<td>9 h</td>
<td>0.28</td>
<td>0.27</td>
<td>0.04</td>
<td>0.25</td>
</tr>
<tr>
<td>11 h</td>
<td>0.26</td>
<td>0.26</td>
<td>0.05</td>
<td>0.24</td>
</tr>
</tbody>
</table>

ear power curves of WTs or WFs amplify the wind prediction errors and thus give rise to greater errors in power [146].

Predicted and measured accumulative energy productions (p.u. · h) are estimated by piecewise integration of WF-outputs (p.u.). From here on in this section, in order to obtain as long interrupted time-series segments as possible, the data are linearly interpolated when the time-step between available samples does not exceed 4 h. The total energy productions are shown in Fig. 6.10, where a good agreement is achieved between predictions and measurements. The result by using the power curve with measured wind speeds also becomes close to measurements. The results indicate that the utilized power curve is not a large source of error. And also, that the differences in wind speeds evaluated in the previous section do not cause a great difference in the total energy production, which indicates that nacelle measurements do not always provide accurate wind speeds. Note, however, that these results are based on data for only a fraction of every hour of the year—i.e. times when both measurements and predictions are simultaneously available and the measurements satisfy the requirements listed in Section 6.2.

Variability of WP is now evaluated by looking at the power increments \(dP_w(t, \tau)\) as defined in (6.10), where \(\tau\) (hours) is a time-shift. The measured and predicted increments are denoted by \(d\tilde{P}\) and \(d\hat{P}\) in their abbreviated notation, respectively. The PDF of \(dP_w(t, \tau)\) reveals and clearly illustrates the probability of WP fluctuations on time-scales defined by \(\tau\). In Fig. 6.11 (a) we show PDFs of \(dP_w(t, \tau)\) for \(\tau = 1\) h, and of averaged power.

Figure 6.10: Measured and predicted energy production.
Figure 6.11: (a) PDFs of power increments for different time-shifts $\tau$: for non-averaged increments ($\tau = 1$ h) and for increments computed from averaged power. (b) PDFs of averaged and non-averaged power increment errors for $\tau$ set at 2 and 4 h.

increments with $\tau = 2$ h and 4 h. Note that the so-called averaged power increments with e.g. $\tau = 2$ h (or $\tau = 3$ h), are computed with powers averaged by the moving average (6.14) with $d = 1$ (or $d = 2$). i.e. the increments themselves are not averaged. As expected, larger WP fluctuations are more likely for larger $\tau$. For the non-averaged increments with $\tau = 1$ h, measurements and predictions differ considerably (look e.g. at their peaks). On the other hand, the PDFs of the averaged increments become close for $\tau$ set at 4 h, indicating the potential to use CReSS to assess WP variability of the WF on this time-scale.

Now $\Delta dP(t, \tau) := d\hat{P}(t, \tau) - d\tilde{P}(t, \tau)$ is defined as the power increment error. The PDFs of power increment errors with averaged powers are shown in Fig. 6.11(b). The results are compared against $\Delta dP$ without averaging, and show substantially better predictions of increments for hourly averaging. For averaged increments with $\tau = 2$ h, $|\Delta dP|$ is below or equal to 0.2 p.u. with a probability of about 80% according to the CDF, which is not shown here.

6.5.3 Wind direction

Now we look at prediction of wind direction which is one of the most important wind characteristics, and affects e.g. the turbulence intensity in inhomogeneous terrains and the WF-output by development of wakes.

Occurrences of wind direction for CReSS predictions and 1-h averaged measurements are shown in Fig. 6.12, for the exact same time-instances. The results illustrate a clear consistency in the occurrence of wind direction. PDFs and CDFs of $\Delta \phi_i$ are shown in Figs.
Figure 6.12: Comparison between (a) predicted and (b) measured occurrences of wind directions in the wind farm for synchronized time-instances. For measurements, direction have been averaged over all turbines with (6.3). The diagonal axis indicates the occurrence frequency in percent. The dominant directions are wind from $[30^\circ, 60^\circ]$ and $[180^\circ, 210^\circ]$, clockwise from North.

6.13 (a)–(b) for different maximum allowed tolerances between wind and nacelle directions. The results indicate only minor improvements for smaller tolerances. For a tolerance of $30^\circ$, the CDF reveals that CReSS predicts the direction $20^\circ$ larger than measured with a probability of about $6.8\%$, and $20^\circ$ smaller with a probability of about $7.6\%$. In Table 6.2, STDE and $\Sigma_{bias}$ of direction errors are shown for different averaging periods. STDE shows a marked improvement as the averaging period increases, and the bias decreases marginally. As rough comparisons, [123] reports STDEs of $13^\circ$–$37^\circ$ for predictions of 6-h time resolution, and [126] achieved an STDE of $35^\circ$–$44^\circ$ for up to two-day ahead predictions by utilizing the WRF model with different boundary and initial conditions. They also achieved an RMSE of direction of $14^\circ$–$16^\circ$ for high wind speeds (above 12 m/s), for which predictions are shown to be much more accurate than for lower wind speeds. A comparison between direction prediction errors for cases of WTs in operation and not in operation is shown in Figs. 6.13 (c)–(d). The figures show great differences in accuracy for these two cases, where the predictions are much more accurate for the case of WTs in operation. The cause of this can be attributed to a weak large-scale wind or mesoscale system in these cases, which increases the variability [156], and makes wind difficult to predict by mesoscale simulations. Similar results were reported in [126]. In addition, the results for high wind speeds ($v_w \geq 8$ m/s) and low wind speeds ($v_w < 8$ m/s) for WTs in operation confirm this. The case of high speeds wind from other directions than from ocean, denoted by ‘High/Rest’ in Figs. 6.13 (c)–(d), gives the smallest prediction errors and suggests the influence from the terrain on the prediction of direction, as in the case of wind speed.

Now we utilize 1-Hz, 5–7 h future predictions, and look at seven data-acquisition
Figure 6.13: PDF and CDF of wind direction prediction errors for (a)–(b) different tolerances between wind and nacelle direction; (c)–(d) cases of WTs in operation (ON) and not in operation (OFF). For WTs in operation, results for high and low wind speeds are provided.

periods where there are overlap between predictions from CReSS and measurements. The data are acquired around three dates, and the wind conditions around the WF at initial times of the obtained CReSS data are shown in Fig. 6.14. At the first date ‘Date 1’, wind comes predominantly from the north; at ‘Date 2’ wind comes from land; and at ‘Date 3’ wind blows from the ocean. STDEs of the wind direction for the 1-Hz data are shown in Fig. 6.15 for 10-min windows of different initial times. In all cases, CReSS predicts the wind direction with an STDE of less than 20°, and in most cases below 10°. This indicates better accuracy than prediction of the hourly wind direction given in Table
Figure 6.14: Snapshots of wind speed conditions around the WF predicted by CReSS at the three simulated dates ((a)-(c)). Red dots indicate WT locations, and the black line roughly depicts the coast line.

Figure 6.15: STDE of wind direction for 10-min windows with different initial times, for seven cases of overlapping 1-Hz data.

6.3. It is indicated in both Figs. 6.4 and 6.15 that the average wind direction does not vary substantially on an hourly scale. Thus if the initial and boundary conditions of the simulations render initial wind directions close to the measured direction, we can expect not too large changes over a 2-h period and hence that measurements and predictions become close. An indication of this is that all initial STDEs are close to STDEs of the last data-windows in Fig. 6.15. However, more data are required to verify exactly how much better the direction can be predicted with the detailed CReSS simulations.

6.5.4 Spectral coherence

Here, we finally we evaluate spectral coherence of wind speeds for 1-Hz data at three distances \(d\) between any two WTs in the WF: \(d_1 \approx 3000 \pm 200\) m, \(d_2 \approx 1650 \pm 150\) m, and \(d_3 \approx 500\) m. There are thirteen possible combinations of WTs in the WF when \(d_1\) occurs, five for \(d_2\), and nine for \(d_3\). In total there are 14 occasions for which we have synchronized measurements for \(d_1\); three for \(d_2\); and none for \(d_3\). For CReSS there
Figure 6.16: Averaged spectral coherency between wind speeds at the locations of WTs for measurements and predictions with CReSS.

are 39 (3 dates × 13 cases) for \(d_1\); 15 (3 dates × 5 cases) for \(d_2\), and 27 for \(d_3\), since data at all WT-positions are synchronously available. Spectral coherence is calculated individually for each pair of time-series, and the results on averaged coherence are shown in Fig. 6.16. From these results, it is clear that the predicted spectral coherence is slightly higher than for the measurements. The slightly higher coherence observed for CReSS is possibly due to spatial and temporal smoothing effects in the simulation system. When uncorrelated turbulence is added to the CReSS data, the coherence would decrease as well. The difference in the averaged value of the coherence between \(d_2\) and \(d_1\) becomes 0.1438 for measurements and 0.1670 for CReSS. This is an indication that the difference in coherence is not only due to uncorrelated turbulence, but also due to coherence at higher frequencies which are not captured by CReSS. NWP models are generally able to capture atmospheric futures at the scale of about five times the horizontal resolution [124] which would imply 1 km for these CReSS simulations. The result for the \(d_3\)-case (500 m) which shows a coherence of close to one is thus an expected result since wind speeds at locations separated about two-three times the horizontal resolution are likely to be very close, particularly in the absence of high-frequency turbulence.

6.6 Conclusions

Wind predictions from CReSS were used to evaluate wind and WP at an offshore WF in Ibaraki Prefecture, Japan, where WT measurements are available. Two different data sets from CReSS were used: daily prediction data (up to 30 h) of 2 km spatial resolution and 1 h temporal resolution, and extremely detailed prediction data with a 200-m spatial resolution and 1 s time resolution. Predicted wind speeds, output powers (using a power curve), wind directions, and spectral coherence between wind speeds at different WT locations were compared against real measurements.

It was shown that the spectra of both measured and predicted wind speeds scale ac-
According to Kolmogorov’s spectrum. In particular, we show that the spectra of 1-h wind speeds become very close, which demonstrates CReSS’s capability of capturing realistic fluctuations at this time-scale. Wind direction is predicted accurately (with STDE of roughly 20°) both in the longer term for coarser simulations and for extremely detailed simulations with predictions up to a few hours. The wind direction is predicted more accurately for higher wind speeds—because the wind is chiefly governed by dominant mesoscale systems in such cases, which CReSS can capture well. In the absence of a dominant mesoscale system, other atmospheric motions on scales larger than turbulence become dominant [156], resulting in an increased variability in direction. Comparing to other studies [123,126,128,130], wind speed and consequently WP are seemingly predicted with slightly lower accuracy than the direction, but the predictions show reductions in RMSE with temporal averaging. Moreover, the accuracy of the predictions is shown to be affected by the direction, which can be attributed to the coarse terrain model. The distributions of wind speed predictions follow the Weibull distribution closely. Wind speeds are measured at the nacelles of WTs and are statistically corrected by a linear model. Nacelle measurements inherently contain errors, but as [129] discovered, they might be closer to NWPs than met mast measurements. The long-term energy production is found to be very well estimated by CReSS. The PDF of predicted power increments becomes closer to measurements for larger increments. In particular, the results become close for 4-h increments or larger for averaged power. These results suggest CReSS’s potential to predict WP ramps on an hourly scale. For the 1-Hz data, spectral coherence was obtained slightly higher for wind predictions than measurements. The discrepancy in spectral coherence is likely due to the lack of high amplitude, high frequency components in the simulation data which in the real data contain uncorrelated and correlated fluctuations affecting the coherence depending on the distance between the measurement locations.

This evaluation demonstrated that WP fluctuations on an hourly scale (based on our results on distribution of power increments, prediction of increments, and the wind spectrum) are well captured and predicted by CReSS, and that spectral coherency is achieved similar to real measurements on the scale of one to a few kilometers. In addition to the evaluation of single WF sites, our results suggest the potential and promise of using CReSS to analyze large-scale smoothing effects of WP. Such analyzes are of vital importance in the face of a potential large-scale expansion of offshore WP in Japan. This is investigated in the next chapter.
Chapter 7

Quantifying smoothing effects of wind power via KMD

7.1 Introduction

The continued increase of wind and solar power generation worldwide makes it necessary to understand the characteristics of aggregated renewable generation, and in particular the reduced variability or smoothing effects achieved by distributing the generation across a certain area. This dissertation focuses on wind power generation due to its unexploited potential, in particular for offshore installation, for which a rapid increase is expected within the next few years. In Japan, the share of wind power in the power generation mix is currently quite small in comparison with many other nations [106], but is expected to increase in the coming years [43]. Since wind is an intermittent and uncontrollable source of energy, and only a limited amount of electrical energy can practically be stored [55], one way of reducing variability in the aggregated power is to distribute the generation across a large area.

This chapter looks at the smoothing characteristics of wind power, which are determined by the correlation between Wind Farm (WF) outputs at various time-scales. A better understanding of the smoothing characteristics, e.g. understanding the size of the WF distribution area required to achieve a certain degree of smoothing in the aggregated wind power, would contribute to smarter planning and better utilization of equipment and natural energy resources, and greater reliability [157]. A deliberate distribution of renewable generation would hence benefit the development towards cleaner power systems, by facilitating the introduction of large-scale alternative renewables into the systems.

7.1.1 Literature review

In recent decades, smoothing of aggregated wind power has been addressed in numerous studies. Predominantly, various correlation analyses have been carried out, and frequency domain characteristics have been investigated via Power Spectral Density (PSD):
see e.g. [66]. It was shown in [158] how the PSD of the total WF output is estimated via the PSD of the output of a single turbine, and the proposed method showed a good agreement with measurements. Variability reduction in the aggregated power on an hourly scale was demonstrated in [159] for wind power dispersed over a large area (about $50 \times 100$ km) in Germany via second-order statistics and PSD. The reduction of variability in the aggregated power for WFs dispersed over a large area in Europe was also discussed in [160]. Based on a statistical analysis, it was concluded in [157] that the correlations between aggregated wind power in different geographical areas are similar to the correlations between WF outputs. In [161], wind power fluctuations were investigated by incorporating weather simulation data. The results showed that the time-scales at which smoothing effects are achieved vary considerably between different geographical regions, and the authors concluded that regional wind characteristics need to be assessed in detail to estimate the smoothing effects of inter-regional wind power. In [27], correlations of hourly power variations in the Nordic countries (Sweden, Norway, Denmark, and Finland) were studied on distances up to 2000 km. The results showed that the hourly variations in aggregated wind power in each country stayed within $\pm 5\%$ of the installed capacity with a probability of 91%–94%. It was shown in [150] that the PSD of wind power scales according to the so-called Kolmogorov spectrum as $S(f) \sim f^{-5/3}$ as discussed in Chapter 6.

In [162], this characteristic was exploited by looking at the deviation from the Kolmogorov spectrum in the aggregated power as a measure of smoothing (since the non-aggregated power has been shown to follow it). The authors of [162] demonstrated an 87% reduction in wind power variability by interconnecting four WFs, and that interconnecting 16 additional WFs only gave 8% additional reduction. In [135, 149], smoothing effects in a hypothetical WF and coherence between distant turbines were investigated via PSD with real wind speeds measurements in Japan. A new index to quantify smoothing effects of wind power was proposed in [149], and the results from applying it showed non-significant smoothing effects for fluctuations on the scale of a couple of hours, for locations separated hundreds of kilometers apart. This result implies that wind power fluctuations on the scale of about one hour and faster are well mitigated by geographically distributing the wind power generation.

7.1.2 Proposed idea

Here, two different smoothing indexes of wind power are proposed based on spectral analysis via the so-called Koopman Mode Decomposition (KMD). KMD is applied to wind power time-series, and decomposes the wind power data into a finite number of eigenvalues and modes. Modes are here defined as complex valued vectors of the same dimension as the number of observables, each oscillating with a particular frequency for all observables (here wind powers at hypothetical WFs), determined by the eigenvalue. In particular, by utilizing the phase and amplitude information of each observable which characterize the participation in each mode, an indexed quantifying the smoothing via the averaged coherence in KMs is proposed. The proposed index is an extension of a previously proposed method to quantify wind power smoothing in Japan [135, 149] via
PSDs. The performance of the proposed index is exemplified by incorporating large-scale weather simulation data from the Cloud Resolving Storm Simulator (CReSS) [63] to study practical smoothing effects of wind power in Japan. CReSS was evaluated against real measurements from a WF in Chapter 6. The utilized CReSS data in this chapter have 1-h and 1-min temporal resolutions with 2 km spatial resolution. Smoothing has not extensively been investigated on a nationwide scale in Japan except for in [135, 149]. Because correlation of wind power has shown to vary significantly between geographical regions [160, 161], it is important to study every region specifically to acquire accurate knowledge necessary for planning purposes.

7.1.3 Outline

The remainder of the chapter is organized as follows. Section 7.2 introduces the concept of wind power smoothing by simple statistics. Section 7.3 describes a smoothing index calculated via PSDs, used as a comparison to the KMD-based index presented in this chapter. Section 7.4 explains KMD briefly and derives the proposed KMD-based smoothing index. In Section 7.5, we elaborate on the practical range of the smoothing index, and compare the KMD- and PSD-based indexes via simple numerical examples. Section 7.6 first briefly describes the weather simulation data from CReSS, and then presents the experimental results by applying the proposed index to data on wind power in Japan. Finally, conclusions of this study are given in Section 7.7.

7.2 Statistical quantification of smoothing

The concept of wind power smoothing and its quantification by using simple statistics is explained in the following [66]. Let us consider a WF with \( m \) number of WTs. Each WT has the mean output \( P_{\text{turb}} = \langle P(t) \rangle \) for some period of time, e.g. 10 minutes, and a standard deviation \( \sigma_{P_{\text{turb}}} \). The average of the total WF output is thus \( P_{\text{WF}} = m P_{\text{turb}} \).

Now, consider the the following two cases:

(i) No smoothing effects, i.e. all WTs experience the exact same wind. The standard deviation of the WF output thus becomes \( \sigma_{W_{\text{F}}} = m \sigma_{P_{\text{turb}}} \), because all outputs are perfectly correlated.

(ii) Uncorrelated and normally distributed turbulence. This would result in a reduction of variability in the WF output, and more precisely that \( \sigma_{W_{\text{F}}} = m \sigma_{P_{\text{turb}}}/\sqrt{m} \). \( \sigma \) denoting normalized in per unit (p.u.) of the total WF capacity. In Fig. 7.1, it is shown how the standard deviation of the WF output decreases with the number of WTs, according to both the theory and a numerical test (by summing \( m \) number of time-series
of normally distributed random numbers) verifying the theory. Following [160], we write the standard deviation of the sum of \( m \) time-series as

\[
\sigma_{WF}^2 = \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} \sigma_i \sigma_j r_{ij}, \tag{7.1}
\]

where \( r_{ij} \) is the cross-correlation coefficient between the \( i \)-th and \( j \)-th time-series, and \( \sigma_k \) the standard deviation of the \( k \)-th time-series. In the case (ii) of uncorrelated turbulence we have that \( r_{ij} = 0 \) for all \( i \neq j \), and according to the definition of \( r \) we have \( r_{ij} = 1 \) for all \( i = j \). Then \( \sigma_{WF} = \sigma_i / \sqrt{m} \), i.e., same as previously for a WF with \( m \) WTUs with uncorrelated turbulence. The standard deviation is the most simple way of quantifying the reduction of variability, and \( r_{ij} \) provide a simple way of quantifying the correlations between outputs, which are related to the standard deviation of the summed time-series via (7.1). However, these methods do not reveal the time-scales at which smoothing is achieved (if the data have not band-passed filtered to only contain fluctuations of a specific frequency). Therefore, smoothing effects of wind power have often been studied in the frequency domain by Fourier based methods, briefly discussed in the next section.

### 7.3 Quantification of smoothing via PSD

Smoothing of wind power in the frequency domain has conventionally been described by means of PSD [66, 135, 159]. Here, we are interested in quantifying the amount of smoothing achieved at a WF or in the aggregated power of multiple WFs. Now, let us denote the output power of a turbine or farm \( i \) by \( P_i \) and its PSD by \( S_i(f) \). The aggregated power at a time \( t \) becomes \( P_{tot}(t) = \sum_{i=1}^{m} P_i(t) \), the normalized power \( P_{tot}^n(t) = P_{tot}(t)/m \) (\( n \) again stands for normalized, and \( m \) is the number of WFs/turbines). Their PSDs are
denoted by $S_{tot}(f)$ and $S_{tot}^n(f)$, respectively. In [163], the following smoothing index was considered:

$$s_i(f) := \sqrt{S_{tot}^n(f)/S_i(f)},$$

(7.2)

where $S_i(f)$ represents the PSD of “a typical” turbine/WF, which e.g. can be thought of as the turbine in a WF with a typical output. The smoothing index (7.2) is in [135] defined as the gain of a filter between the output of a turbine and the WF. In other words it is a measure of how much the total power fluctuates for a certain frequency $f$ compared to “a typical” turbine/WF. When output powers and locations vary significantly, it becomes difficult to judge the correctness of such an index because of the difficulty determining “the typical” turbine/WF. Thus, the following different index was proposed in [163]:

$$s(f) := \text{tmean}(s_i(f)),$$

(7.3)

where $\text{tmean}$ represents the 25% truncated mean over all indexes $i = 1, \ldots, m$, to disregard the results of the most extreme spectra (outliers). Here, this index is called the mean smoothing index via PSDs, since it involves the truncated mean operation.

However, this chapter will focus on another index as a comparison to the KMD-based index that will be proposed later on. First, the total power $S_{tot}$ is given in [149] as follows:

$$S_{tot}(f) = \sum_{i=1}^{m} S_i(f) + \sum_{i=1}^{m} \sum_{j=1}^{m} \sqrt{S_i(f)S_j(f)} \cdot \gamma_{ij}(f) \cos(\phi_{ij}(f)),$$

(7.4)

where $\gamma_{ij}(f) = |S_{ij}(f)|/\sqrt{S_i(f)S_j(f)}$ is the spectral coherence magnitude, and $\phi_{ij}(f) = \arg(S_{ij}(f))$ the phase between $i$ and $j$, where $S_{ij}(f)$ is the cross-spectral density between $P_i$ and $P_j$. Thus, it can be understood that the amount of smoothing is highly dependent on the coherency, including the phase differences between individual powers constituting the aggregated power. Then, the following smoothing index is defined as in [149]:

$$\text{coh}_{PSD}(f) = \frac{1}{m(m-1)} \sum_{i=1}^{m} \sum_{j=1, j \neq i}^{m} \gamma_{ij}(f) \cos(\phi_{ij}(f)),$$

(7.5)

where it has been assumed that the PSDs of power at different locations are identical: see [149] for the detailed derivation. Here, this index is called the averaged smoothing index via PSDs, since it sums the coherence between any two locations and then takes the average. With this index as a starting-point, a new index is proposed in the next section.

### 7.4 Smoothing via Koopman modes

Starting from the definition of KMD, which was given and explained in detail in Chapters 2 and 3, we introduce two smoothing indexes, where the one called the averaged smoothing index via KMD is used to evaluate smoothing effects of wind power in northern Japan.
7.4.1 New smoothing indexes via KMD

Consider $N + 1$ vector-valued temporal snapshots of wind power measurements in p.u. (power/(rated power)) collected at $m$ locations: $\{P_0, \ldots, P_N\}$, $P_k \in \mathbb{R}^m$, where $k$ denotes a specific time-instance. Assuming that the residual $r$ is negligible in (2.8), the data can be decomposed into a finite sum via Arnoldi-like KMD according to (2.8):

$$P_k = \sum_{i=1}^{N} \tilde{\lambda}_i^k \tilde{v}_i, \quad k = 0, \ldots, N. \tag{7.6}$$

Modal frequencies are calculated according to $f_i = \text{Im}(\ln(\tilde{\lambda}_i))/(2\pi T_s)$, where $T_s$ is the sampling period. The vector $\tilde{v}_i = A_i \angle \alpha_i := [A_{i1} \angle \alpha_{i1}, A_{i2} \angle \alpha_{i2}, \ldots, A_{im} \angle \alpha_{im}]^\top$ is here again called the Koopman Mode (KM) oscillating with the frequency $f_i$ and contains the magnitudes $A_{ij}$ and phases $\alpha_{ij}$ of power fluctuations corresponding to the $m$ measurements; e.g. outputs of $m$ WFs. To identify lightly damped or undamped oscillations with large magnitude, all $N$ KMs are sorted by $(\tilde{\lambda}_i^k)^{1/2} \| \tilde{v}_i \|$, where $\| \cdot \|$ denotes the euclidean norm, and higher ranked ones are called dominant KMs, which are here used to evaluate smoothing effects. The total (aggregated) power $P_{\text{tot},k}$ can be expressed using (7.6) by

$$P_{\text{tot},k} = P_k^\top 1_m = \sum_{i=1}^{N} \tilde{\lambda}_i^k \sum_{j=1}^{m} [\tilde{v}_i]_j =: \sum_{i=1}^{N} \tilde{\lambda}_i^k \tilde{v}_i, \tag{7.7}$$

where $P_k \in \mathbb{R}^m$ contains the measured powers at time $k$, $1_m$ is the $m$-length vector of ones, $[\tilde{v}_i]_j$ is the $j$-th component of $\tilde{v}_i$, and $\tilde{v}_i \in \mathbb{C}$ is the scalar KM of the total power. That is, a spectral decomposition of the total output is achieved by applying KMD to individual outputs. Now, let $\overline{A}_i = |\tilde{v}_i|$ be the amplitude factor of the total power for the $i$-th KM, and analogously $A_{ij}$ be the factor for the $j$-th output power. Then, we define

$$s_i := \frac{\overline{A}_i}{m \cdot \text{tmean}(A_i)}, \tag{7.8}$$
as a smoothing index, where \( A_i := [A_{i1}, \ldots, A_{im}]^T \), and t\text{mean} is same as in (7.3). Note that \( m \) is included in (7.8) to scale the total output to WF p.u. If the amplitude factor \( \bar{A}_i \) of the total power is smaller than the truncated mean of amplitudes for individual WFs contained in \( A_i \), then (7.8) becomes smaller than one, implying smoothing effect for the KM with frequency \( f_i \). We call this the \textit{mean smoothing index via KMD}. This index was evaluated against the index (7.3) in [163]. In this chapter however, an additional KMD-based index similar to (7.5) is introduced:

\[
\text{coh}_i,\text{KMD} = \frac{1}{m(m-1)} \sum_{j=1}^{m} \sum_{l=1 \atop l \neq j}^{m} \hat{A}_{ij} \hat{A}_{il} \cos(\Phi_{jl}),
\]

(7.9)

where \( \Phi_{jl} := \alpha_{ij} - \alpha_{il} \), and \( \hat{A}_{ij} := A_{ij}/\max(A_i) \), i.e. components of \( A_i \) normalized by the largest component: see Fig. 7.2 for an illustration. The subscript \( i \) refers to the \( i \)-th dominant KM oscillating with the frequency \( f_i \). We call this the \textit{averaged smoothing index via KMD}, and it can be regarded as a generalization of a previously proposed index [149] which was shown to be effective for quantifying smoothing effects in Japan. The index theoretically takes a value in \([-1, 1]\), where ‘\(-1\)’ indicates perfect smoothing and ‘1’ no smoothing; however, it approximately takes a value in \([0, 1]\) for the practical data that we consider here. This is because, first of all, ‘\(-1\)’ is only achievable in the case of two signals in antiphase, but here we consider outputs at multiple locations. When the number of locations increases, the value indicating perfect smoothing approaches zero, which is shown in the following section. Secondly, perfect smoothing of wind power is achieved for a large number of outputs with uncorrelated fluctuations or turbulence [66], whereas the number is not significantly large here. For these reasons, a maximum achievable value of smoothing close to zero can be expected.

Additionally, the proposed indexes (7.8) and (7.9) are not limited to the algorithm used to approximate KMD in this chapter (Arnoldi-like KMD, introduced in Chapter 2), and can be computed using any technique producing a decomposition of the same type as (2.8). In fact, there are several different KMD algorithms proposed in literature: see e.g. [17, 18, 62, 78], and a few of them were outlined in Chapter 2. Furthermore, the index takes the same form as (7.5), which follows naturally from the notion and definition of coherency in KMs [13, 19] (see also Chapter 9), and does not rely on the assumptions used to derive (7.5). Thus, we can state that the KMD-based index (7.9) is regarded as a generalization of the PSD-based index (7.5), which is numerically demonstrated in the next section by simple examples.

### 7.5 Comparison between smoothing indexes

Here, we first look at properties of the formula used to calculate the averaged smoothing via both KMD and PSDs, and second look at two simple numerical examples to clarify the similarities and differences between the two methods. By dropping the index \( i \) in
Figure 7.3: Simplified smoothing index coh according to (7.12), evaluated for two groups of phasors of unit length in anti-phase for different $m$ and $\Delta m$.

(7.9) and $f$ in (7.5), and only considering a single frequency for simplicity, we rewrite the average coherence on a common form:

$$\text{coh} = \frac{1}{m(m-1)} \sum_{j=1}^{m} \sum_{l=1, l \neq j}^{m} I_j I_l \cos(\theta_j - \theta_l), \quad m > 1,$$

(7.10)

where $I_j \angle \theta_j = \hat{A}_j \angle \alpha_j$ for KMD, or $I_j I_l \cos(\theta_j - \theta_l) = \gamma_{jl} \cos(\phi_{jl})$ for PSDs. Now, we think $I_i \angle \theta_i$ as a phasor as shown in Fig. 7.2 for KMD. The value ‘$-1$’ on perfect smoothing is achieved when $m = 2$, $I_j = I_i = 1$, and $(\theta_j - \theta_i) = z\pi (z \in \mathbb{Z})$. Thus, we consider a case where $m = 2n$ ($n \in \mathbb{N} > 1$) and $I_i = 1$ for all $i$, and we let $\theta_i = \beta$ ($i = 1, \ldots, m/2$) and $\theta_i = \beta \pm \pi$ ($i = m/2 + 1, \ldots, m$), where $\beta$ is an arbitrary angle. This case implies two groups of unit-length phasors in anti-phase, hence perfect smoothing is achieved. In this case, (7.10) is simplified as

$$\text{coh} = -\frac{m}{m(m-1)} = -\frac{1}{m-1}, \quad m > 1,$$

(7.11)

which goes to zero as $m$ approaches infinity. Note that when $m$ is not even as in the previous example (where $m = 2n$), by letting e.g. $\theta_i = \beta$ ($i = 1, \ldots, \text{floor}(m/2)$) and $\theta_i = \beta \pm \pi$ ($i = \text{floor}(m/2) + 1, \ldots, m$), i.e. allowing a difference of one between the number of anti- and in-phase phasors, (7.11) will closely approximate the smoothing in particular for “large” $m$. The $\text{floor}$ function (here we use MATLAB) takes the integer part of a value: e.g. $\text{floor}(3/2) = 1$. Still, we consider two groups of phasors of unit lengths in anti-phase, denote the number of phasors in each group by $m_1$ and $m_2$ satisfying $m_1 + m_2 = m$. The “imbalance” is defined as $\Delta m = |m_1 - m_2|$. Then, (7.10) can be simplified as

$$\text{coh} = -\left(\frac{m - (\Delta m)^2}{m(m-1)}\right), \quad 0 \leq \Delta m \leq m.$$

(7.12)

Here, (7.12) is equivalent to (7.11) for $\Delta m = 0$ (perfect smoothing) and becomes one for $\Delta m = m$ (i.e. no smoothing for only in-phase phasors). In Fig. 7.3, we have evaluated...
Figure 7.4: KMD- and PSD-based averaged smoothing indexes applied to (7.13) under different phase shifts $\varphi$: For (a) Case 1; (b) Case 2.

(7.12) for different $m$ and $\Delta m$. The figure shows that for $m$ as low as 10, values on smoothing close to zero are achieved for perfect smoothing ($\Delta m = 0$). However, results as ideal as in the case of two anti-phase groups of phasors of equal lengths may be unrealistic for our practical data. Also, $m$ is always larger than two for the wind power data considered in this chapter. Thus, we say that the index approximately takes a value in the interval $[0, 1]$, although small negative values are sometimes observed.

Now, we look at simple numerical examples to clarify the differences and similarities between the KMD- and PSD-based averaged smoothing indexes. Let us consider the two signals given by

$$x_1(t) = a_1 \cdot \sin(2\pi f_1 t) + b_1 \cdot \cos(2\pi f_2 t),$$
$$x_2(t) = -\left\{ a_2 \cdot \sin(2\pi f_1 t + \varphi) + b_2 \cdot \cos\left(2\pi f_2 t - \frac{\pi}{3} + \varphi\right) \right\},$$

(7.13)

where $f_1 = 2$ Hz and $f_2 = 7$ Hz. If $a_2 = a_1$ and $b_2 = b_1$, then perfect smoothing is achieved for 2 Hz if $\varphi = n2\pi$, and for 7 Hz if $\varphi = \pi/3 + n2\pi$, where $n \in \mathbb{N}$. Now, we vary $\varphi$ between 0 and $2\pi$, let the temporal length be 8 s ($N + 1 = 257$), and the sampling frequency $f_s = 32$ Hz. The MATLAB functions $\text{cpsd}$ (cross-spectral density) and $\text{mscohere}$ (magnitude squared coherence) are used to compute the PSD-based index (7.5) with no window overlap. The number of $\text{fft}$ (fast Fourier transform) points is set at 128, and no window function such as Hamming is used.
Smoothing via the proposed (7.9) and the PSD-based index (7.5) is first computed for a case (Case 1) with $a_1 = a_2 = 0.8$, and $b_1 = b_2 = 0.6$. The results are shown in Fig. 7.4(a), and we see that the results become virtually identical for the two indexes. For example, when $\varphi = 0$, perfect smoothing is achieved for 2 Hz, which corresponds to a smoothing value of $-1$. In this case, the PSDs of $x_1(t)$ and $x_2(t)$ should be identical, and thus the derivation leading to the smoothing index (7.5) holds.

Now, let us consider (7.13) with $a_1 = 0.8$, $b_1 = 0.6$, $a_2 = 0.3$, and $b_2 = 1.1$ (Case 2). The smoothing results are given in Fig. 7.4(b). The PSD-based index here gives the same result as for Case 1, but the KMD-based index generates a slightly different result. The PSD-based index fails to quantify the smoothing correctly since it indicates perfect smoothing for a case where it is obviously impossible because the amplitudes are not equal ($a_1 \neq a_2$, $b_1 \neq b_2$); giving PSDs of different magnitudes. The proposed KMD-based index thus generalizes the PSD-based index for cases where the PSDs are not equal, which can be expected to be the case for the wind power data considered here.

7.6 Test with large-scale wind prediction data

Here, we apply the proposed smoothing index (7.9) to simulated wind power data estimated with wind predictions from CReSS with 1-h and 1-min time-resolutions, using the power curve shown in Fig. 4.3(b). The 1-h data are from 36-h weather simulations, and the 1-min data are from a 30-h weather simulation. CReSS was evaluated against real measurements and described in detail in Chapter 6.

7.6.1 Data sectioning and mean smoothing with KMD

For example, when applying the KMD-based smoothing index to 1-h sampled wind power predictions, we have a matrix of input data containing temporal snapshots collected over a month’s period: $P_{\text{in}} := [P_1, \ldots, P_{N_1}] \in \mathbb{R}^{m \times N_1}$; where $m$ denotes the number of locations and $N_1$ the number of temporal snapshots. Here, we attempt to look at fluctuations of wind power on an hourly rather than daily scale due to their impact on power system operation [159,164]. Because of this, we arrange the input data into sub-matrices $P_i$ containing three days of wind speed data to have a reasonable amount of temporal snapshots in each matrix, each time-shifted $L$ (e.g. one day) from the previous one, and define the input to KMD as

$$P_{\text{new}} := \begin{bmatrix} P_1 \\ \vdots \\ P_p \end{bmatrix} \in \mathbb{R}^{(p \cdot m) \times N_2}, \quad (7.14)$$

where $N_2$ is the number of temporal snapshots in each sub-matrix $P_i$, and $p$ the number of sub-matrices. Each sub-matrix $P_i := [P_{1+(i-1)\cdot L}, \ldots, P_{N_2+(i-1)\cdot L}]$ can be seen as a subsection of data, and the observables, i.e. the $m$ measurement locations are the same only time-shifted in each section. When applying the KMD-based averaged smoothing
index, the smoothing is calculated for each section, and the total result is averaged over all sections. Long time-series of 1-min sampled wind power data are also treated in the same way with this type of sectioning.

7.6.2 Smoothing of aggregated power in Honshu, Japan

In this section, we demonstrate the proposed smoothing index via KMD. Two types of data are used in the demonstration. The first type is daily wind predictions with 1-h time resolution which have been obtained for a period of 3.5 years. However, there are temporal gaps in the data, and hence we will look at months where data from many consecutive days are available. Here, we use data from December 2012 (26 days), February 2015 (28 days), and July 2014 (30 days). The second type is predictions with 1-min time-resolution and temporal length of 30 h, from January 2013.

We will look at wind power around six regions in Japan where there are offshore WFs, or ongoing projects [102]. The six considered regions are shown in Fig. 7.5: Mutsuogawara, Noshiro, Sakata, Fukushima, Kashima, and Choshi. The WF outputs are approximated from wind speeds using a wind turbine power curve.

First, we look at correlations between predicted wind speeds. The decrease in wind speed and wind power correlation with distance is similar and is often modeled by exponential functions [27, 165]. Figure 7.6 shows linear correlation coefficients of wind speeds along the coast of Honshu for both 1-h and minute time-resolution data. The 1-h data are from December 2012, but the results are similar for all months tested. The correlations are computed with respect to a reference point north of Noshiro (see Fig. 7.5), located along the Sea of Japan coast, close to the northernmost point of Honshu. In Fig. 7.6, we
highlight locations along the Sea of Japan coast and the Pacific Coast in different colors. In the figure, significantly higher correlations are observed along the Sea of Japan coast, whereas correlations are lower for locations along the Pacific Coast. This difference in correlation is particularly apparent in Fig. 7.6 (a) for the hourly data. A distinct outlier is noted, which may be an effect of the location deep within an inlet. For correlations of minute time-resolution data shown in Fig. 7.6 (b), results for 10-min averages (from 1-min data) generally show increased correlation in comparison with 1-min data. The correlations decrease quickly towards zero and below (anti-correlation). The anti-correlations are likely an effect of the short time-period of the simulations (30 hours) and the weather characteristics on that particular day, and such effects are likely to disappear for longer time-series—since this is not observed with the hourly data which takes the macro-scale correlations on longer time-scales into account. Negative correlations are rare between WFs [157], and [160] reports slightly negative correlations for long distances (1500–3000 km). The observed phenomenon should therefore be examined with more simulation data and real measurements.

**Improved smoothing by dispersing wind farms**

Now, we look at smoothing effects of aggregated wind power by applying the proposed averaged smoothing index via KMD. In Fig. 7.7 (a), smoothing of aggregated wind power is shown for the December data as the number of WFs around Fukushima (see Fig. 7.5) varies from 4 to 20 in steps of 4. Initially, in Fig. 7.7 (a), the smoothing improves when the number of WFs increases from 4 to 8. However, after this, smoothing does not seem to improve as rapidly with more WFs. Now, using the 1-min data, smoothing results are shown in Fig. 7.7 (b) for input data with temporal length of 14 h, 4 h long sections,
and 2 h overlap. As for the 1-h data, a clear improvement in smoothing is observed by increasing the number of WFs from 4 to 8. Following that, only minor improvements are observed. Here, it should be noted that the 1-h and 1-min data come from different data sets with different dimensions and small differences in the geographical data, thus the positions are only roughly the same. The maximum distances between any two WFs for the cases of 4, 8, and 12 WFs for the 1-h data are 26, 62, and 94 km, and for the 1-min data they are 30, 66, and 105 km. The clear improvement in smoothing from 4 to 8 WFs mainly comes from doubling the maximum distance, causing less coherence between WF outputs.

In Figs. 7.7 (c) and (d), smoothing results for both 1-h and 1-min data are shown for the cases of placing one or two WFs in each of the six regions. The results are compared to the cases of 6 or 12 WFs around Fukushima. Figures 7.7 (c) and (d) clearly show that the smoothing improves substantially when distributing WFs around the six regions in comparison with just one (Fukushima). The smoothing in the cases of 6 and 12 WFs become very similar when they are distributed equally between the regions. However, the smoothing differs more for 6 or 12 WFs around only Fukushima. Intuitively, we can expect this, because increasing the maximum distance between WFs from roughly 50 km for 6 WFs around Fukushima to 100 km for 12 WFs, i.e. a twofold increase, should improve the smoothing due to the decrease in correlation of wind speeds/powers. Nonetheless, even when increasing the number of WFs to 30 (maximum distance 210 km), the smoothing effects are not as good (but almost) as when utilizing six regions. Also, the addition of a second WF in each region a few kilometers away from the first one, did not have as pronounced effect when looking at this temporal (1 h and 1 min) and spatial (2 km) resolutions. Thus, the main origin of the observed improvement of smoothing observed is the vast distribution of WFs across northern Japan, which substantially decreases the correlation/coherence of wind power.

**Smoothing dependence on the number and choice of regions**

Here, we look at how smoothing depends on the number of geographical regions chosen among the ones indicated in Fig. 7.5, by looking at all combinations of the set including the 6 considered regions. That is, we consider in total \( \sum_{l=1}^{63} n! / ((n-l)!l!) = 63 \) cases. The total number of WFs is fixed at 12. For example, in the case of \( l = 5 \), there will be 2 WFs in four regions and 4 WFs in one region. In all other cases, the 12 WFs will be evenly distributed between the \( l \) regions. To quantify the smoothing in each case \( c \), we consider the smoothing integrated over frequency: \( \Sigma_c := \int_{0}^{f_{\infty}} s_c(f) df \), calculated with the trapezoidal method, where \( s_c(f) (f \in [0, f_{\infty}]) \) represents the calculated smoothing from the KMD-based averaged smoothing index, and \( f_{\infty} := \text{min}([f_{\infty,1}, \ldots, f_{\infty,63}]) \). Then, we look at the normalized smoothing defined by \( \hat{\Sigma}_c := \Sigma_c / \max([\Sigma_1, \ldots, \Sigma_{63}]) \), where the maximum \( \Sigma_c \) is naturally achieved for a case where \( l = 1 \) (one region), where we anticipate less smoothing since the correlation of wind powers within a region is likely higher than between regions.

Results from calculating this “normalized integrated smoothing” plotted vs. the num
Figure 7.7: Smoothing around Fukushima as the number of WFs vary from 4 to 24 for (a) 1-h wind prediction data from December 2012 as input and (b) 1-min data. Smoothing for 6 or 12 WFs in Fukushima and WFs distributed over the six regions (locations) shown in Fig. 7.5, for (c) 1-h wind prediction data from December 2012 as input and (d) 1-min data.

Here, smaller improvements in smoothing are observed for a larger number of regions $l$, while the smoothing varies more for $l = 1, 2, \text{and } 3$. These results confirm the intuitive notion that the smoothing will depend highly on the particular regional characteristics when looking at only one or a couple of regions, while these characteristics tend to cancel out when looking at multiple regions. Note that the results for all months become close, which is clearly seen by looking at the mean results. The smoothing vs. maximum dis-
Figure 7.8: Normalized integrated smoothing vs.: (a) the number of regions for 1-h data, and the mean results; (b) distance; (c) aggregated regions where the results have been averaged for each region; (d) number of regions for 1-min data.

tance between WFs is shown in Fig. 7.8(b). A clear, exponential decrease in smoothing is observed with increased distance for all months. Exponential decrease in correlation with increased distance has been shown in numerous studies—see e.g. [157]—which is a likely cause of this. Our results indicate that increasing the maximum distance up to about 200 km improves the smoothing significantly, whereas further increments provide less noticeable improvements. Here, it should be noted that when the distance reaches about 200 km, smoothing results for inter-regional distributions are included, such as
WFs both at the west (Sea of Japan) and east (Pacific Ocean) coasts of Japan, whereas
distances below about 200 km only include one region, or multiple “close” regions such
as Kashima and Choshi. To more clearly illustrate the improvements in smoothing for
inter-regional distribution of WFs, we reduce the number of regions to three very rough
(aggregated) regions as follows: Mutsuogawara by itself in the north, Noshiro and Sakata
along the Sea of Japan coast, and Fukushima, Kashima, and Choshi along the Pacific
Coast. As an example, if all WFs are located around Noshiro and Sakata, the number of
included aggregated regions only becomes one. In Fig. 7.8 (c) we have plotted the mean
smoothing results (using the same data as in Fig. 7.8 (a)) vs. the number of aggregated
regions. The results clearly indicate similar improvements for all months by dispersing
the generation inter-regionally over at least two regions. The cause of this can be attributed
to the different correlation characteristics that were discussed in Section 7.6.2.

The smoothing results for the 1-min data are shown in Fig. 7.8 (d). These results differ
significantly from the results using the 1-h wind data, in that much larger smoothing
effects are observed overall. In fact, most of the cases yield smoothing close to zero,
which indicates almost perfect smoothing. The result suggests that the distance between
WFs in one or two regions only is enough to make the wind powers uncorrelated at this
time-scale. The rapid decrease in correlation for smaller spatial and temporal scales was
demonstrated in Fig. 7.6, and has been shown in e.g. [27].

7.7 Conclusions

In this chapter, a new smoothing index of wind power based on the KMD was proposed,
which decomposes the complex spatio-temporal data on wind power into modes oscillat-
ing with single frequencies. It was shown that the proposed smoothing index is regarded
as a generalization of a previously proposed index based on power spectral densities. The
results from applying the proposed index to wind predictions from CReSS indicated that
by distributing wind power across only one to three regions in Northern Japan, smoothing
can vary considerably; and, as the number of regions increases, the particular choice of
regions matters less. In particular, our results demonstrated that a distribution of WFs
between the Sea of Japan coast and the Pacific Coast results in greater improvements
in smoothing than WFs placed along the same coast. This highlights the practical im-
portance of deliberately selecting regions for large-scale wind power production to more
effectively smooth the aggregated power. Furthermore, an exponential-like improvement
in smoothing with increasing distance was observed.

Several direct extensions of this work are possible. This study mainly looked at 1-h
data, while data of higher temporal resolution may be highly interesting for studies on
short-term power system operation. Applying the proposed index to real measured data
is a future work of great practical importance. In Chapter 6, the applicability of the
CReSS was briefly demonstrated for wind power analysis in Japan, but many additional
studies incorporating CReSS-data are possible; to name a few: wind power prediction as
done in the previous chapter, economic dispatch with high penetration of wind power,
and detailed case studies to evaluate potential WF locations.
Chapter 8

Predicting wind speeds via KMD

8.1 Introduction

The purpose of this chapter is two-fold. First, to investigate the application of Koopman Mode Decomposition (KMD) and related algorithms as tools for very short-term wind speed prediction, which has not been investigated before. Second, to highlight and explain connections between KMD/Koopman theory and commonly used prediction methods. Note that short-term or very short-term forecasting of wind speed and wind power often refers to prediction on a time-scale of minutes to hours [124, 166, 167], and is closely related to power system operation and short-term planning. Here, we are interested in forecasting wind speeds on the time-scale of seconds, which is related to Wind Turbine (WT) operation and control [168–170]. For example, turbulent gusts pose significant danger to the operation of WTs, and prediction of such gusts would allow WTs to execute controls to minimize the detrimental effects on equipment caused by sudden wind speed changes [168]. Hence, there is a high economic incentive to perform very short-term prediction on the time-scale of seconds to protect WTs from damage and increase their longevity. Also, in [169], by using a nonlinear model, it was shown how prediction of two variables: wind speed and direction, can increase the output power of WTs. This was achieved by using the wind direction predictions to properly align the WT and the wind direction, resulting in improved energy capture. Here, similar to [169], the potential utility of the wind speed predictions is to achieve an increased output of WTs. First and most importantly, however, this chapter focuses on the capabilities of KMD-related algorithms for very short-term wind speed prediction, and clarifies how Koopman operator theory and associated methods are related to commonly used prediction methods.

In the following, a literature review on this topic is presented. In [168, 171] it was noted that a so-called persistence or naive predictor, which assumes the future value \( \hat{y}_{t+\tau} \) of a measured quantity to be equal to its last observed value \( y_t \), is actually a quite good predictor of the future wind speed, in comparison to a nonlinear method based on nearest neighbors, when using standard statistical performance metrics (root mean square of errors etc.). Note that \( \tau \) indicates a fixed time, or number of samples, ahead of present time.
or sample \( i \). However, “naive predictions” are by definition useless for predicting sudden gusts, since the increment, or difference between the future and present value is always zero: i.e. \( \hat{y}_{i+\tau} - y_i := 0 \). Thus, more sophisticated models or methods are evidently needed.

To construct an appropriate model or prediction scheme, knowledge of the underlying dynamics giving rise to observed behavior is needed. There are many different tests for determinism in time-series data: see e.g. [4,172,173], which provide clues for choosing an appropriate prediction method. Boundary layer wind speeds have been shown to be non-stationary and turbulent [26,112], and wind speed time-series exhibit nonlinear features, justifying the prediction by nonlinear models [169]. However, the proposed nonlinear model in [169] showed only minor improvements compared to a linear model. These predictions, however, allowed for a significant improvement in the power output of the WT. In [174] it was shown that locally constant predictors in the space of time-delayed coordinates [175] can be used to capture nonlinear deterministic characteristics in wind surface data. Despite the predictor not showing significant improvements in the overall prediction error, it was able to predict sudden gusts with significantly higher accuracy than the naive predictor. In [170], an artificial neural network was combined with a Markov chain to predict wind speeds on the time-scale of seconds. The method’s superiority compared to prediction with only an artificial neural network was demonstrated. For weakly turbulent data, it was shown that improvements in prediction can be achieved by using a locally linear prediction scheme instead of stochastic models [4].

The remainder of this chapter is organized as follows. Section 8.2 explains the motivation behind this study, and states two important questions that arise from the problem formulation. Section 8.3 investigates wind speed characteristics by applying a test of determinism [173] to the measured wind speeds. Section 8.4 explains and outlines a number of prediction methods, including the proposal of two new KMD-related methods, and a couple of methods for comparison. It also discusses and clarifies connections between Koopman operator theory/KMD and two common prediction methods. Section 8.5 presents and discusses the prediction results. Finally, conclusions are given in Section 8.6.

8.2 Motivation and problem formulation

The most important feature of a WT is to extract as much power as possible from the wind and to feed this power into the grid. To do so, MPPT (Maximum Power Point Tracking) [65,176] techniques have been developed whose purpose is to control the rotor speed \( \omega_r \) (rad/s) of the WT as close to its optimal value as possible. Such a technique is described and discussed in Chapters 4 and 5. The optimal value changes depending on the wind speed \( v_w \) (m/s), according to the Tip Speed Ratio (TSR)

\[
\lambda := \frac{\omega_r r}{v_w},
\]

(8.1)

where \( r \) (m) denotes the radius of the WT. For all WTs, depending on their aerodynamic characteristics, there is an optimal value of \( \lambda \), denoted by \( \lambda_{opt} \): see e.g. Fig. 4.2.
However, the wind speed changes quickly, and WTs cannot change their speed as fast as the wind due to their inertia. This will render WTs unable to follow the fast wind speed variations, and consequently being unable to perform at their optimal TSR. Various MPPT controls have been proposed: see e.g. [176] for a review. The so-called TSR-control, which adjusts the rotor speed to achieve optimal TSR based on measurements of wind speed and rotor speed, has many advantages in comparison with other controls with the drawback that wind speed can be difficult and costly to measure. In this chapter, we attempt to predict the wind speed itself a few seconds in the future, and the predictions could possibly be used to improve the power extraction. To this end, this chapter investigates an application of KMD to short-term wind speed prediction. As was discussed in [168], sudden gusts cause structural load and damage to WT structures, which can possibly be mitigated by utilizing very short-term wind speed predictions to initiate protection measures in WTs such as adjusting the pitch angles [66] of the WTs’ blades. That is another possible application of the predictions investigated here. This chapter will discuss very short-term wind speed prediction by attempting to answer the following two questions:

(i) Is it possible to predict short-term wind speed fluctuations, and is there any determinism governing them?

(ii) On which time-scale do KMD-based prediction techniques and common prediction techniques work in an effective manner, and when can they beat the naive predictor?

Question (i) is fundamental to prediction: if the measurements are by their nature or by noise contamination unusable, i.e. future values are not predictable, it is meaningless to attempt prediction. However, if some determinism is found, then it gives an idea about the underlying dynamics which can be exploited for prediction. Question (ii) is important for potential practical applications of the prediction methods in WT control, where their usage depends on their prediction accuracy on various time-horizons. The answers to Questions (i) and (ii) are provided in Sections 8.3 and 8.5, respectively.

1-Hz measurements from WTs in the wind farm described in Chapters 5 and 6 are used here. In Fig. 8.1 (a), measured and simulated WT-outputs are plotted against the wind speed, and shown together with estimated power curves. As mentioned before, the figure clearly illustrates how the measured and simulated wind power-speed trajectories fluctuate around the power curves. Here, the power curves represent optimal relation between output power and wind speed, and thus in the ideal case, we would like the trajectories to stay on the power curves. In Fig. 8.1 (b), the simulated output power for the same time-period is plotted against low-pass filtered wind speeds in two cases: normal and low WT inertia. Normal inertia means inertia constants set as follows: \( H_t = 6 \text{s}, H_g = 0.6 \text{s} \) (see (4.6)), and in the low inertia case: \( H_t = 0.6 \text{s}, H_g = 0.1 \text{s} \). In the case of low inertia, it can be seen that the trajectory almost remains on the power curve ‘Mod. Curve’, while the WT in the case of normal inertia is not able to extract as much power. In this chapter, short-term wind speed prediction is attempted, with the application of being used in WT control in mind, such that the power-speed trajectory stays closer to the optimal curve, which allows for more power to be extracted from the wind.
Figure 8.1: (a) Measured and simulated power fluctuations around power curves: these plots also appeared in Fig. 5.6(a). (b) WT outputs from simulations run with normal and very low values on WT inertia, plotted against low-pass filtered wind speeds.

### 8.3 Characterization of wind speed fluctuations

Before attempting to predict future values of a signal, it is necessary to understand the underlying dynamics giving rise to the observed signal. Since here we attempt to predict short-term wind speed fluctuations, it is noted that they are often modeled by a normal (Gaussian) distribution [113, 153, 177]. This is arguably quite accurate when considering normalized fluctuations from a 10-min average [112]: see the models (5.1) and (5.3), and Fig. 5.7(a) in Chapter 5. However, it was shown in Chapter 5 that this assumption fails when looking at increment statistics, which clearly indicate non-Gaussian characteristics. Thus, the description of wind speed fluctuations as Gaussian noise superimposed on the averaged wind speed is a simplification which ignores the complex dynamics of turbulence [110]. If information about the deterministic properties could be derived from data, then it could be exploited for more accurate prediction. Therefore, it is important to determine any deterministic feature in the wind speed time-series considered here. First,
To remove possible measurement noise, wind speeds are filtered through a low-pass filter which represents the natural filtering of high frequency components over the rotor surface [92]. The time constant of the filter is set to 4 s as recommended in [92]. Thus, in addition to the removal of noise, the filtered wind speeds can also be expected to be closer to what the WT experiences.

To check if the signal evolves according to a rule (determinism), some notation needs to be introduced. Sampled wind speeds are now denoted by $u$. In total there are $N$ measurements: $u_1, \ldots, u_N$. Then, snapshot-vectors are constructed as in (3.5) ($n \geq 1$):

$$y_n(m, L) := \begin{bmatrix} u_n, u_{n+L}, \ldots, u_{n+(m-1)L} \end{bmatrix}^\top \in \mathbb{R}^m, \quad (8.2)$$

where $L$ is the lag in number of samples, and $m \geq 1$ the vector length, or spatial dimension. The parameters $L$ and $m$ need to be fixed. The lag $L$ is determined by utilizing the so-called average mutual information [178, 179]:

$$I(L) = \sum_{u_n, u_{n+L}} p(u_n, u_{n+L}) \log_2 \left[ \frac{p(u_n, u_{n+L})}{p(u_n)p(u_{n+L})} \right], \quad (8.3)$$

where $p(\cdot, \cdot)$ denotes a conditional probability density, evaluated by first binning the data using the histogram function (hist) in MATLAB, and $\log_2$ the base 2 logarithm. In particular, $L$ is chosen where (8.3) has its first minimum. This is regarded as the lag $L$ where sufficient independence from the previous measurement has been achieved, and becomes an appropriate choice for a so-called time delayed coordinate [178]. Note that (8.3) can be viewed as a nonlinear alternative to autocorrelation [179].

As an example, (8.3) is evaluated for a 5-min time series of measured wind speeds such as shown in Fig. 8.2, after they have first been filtered through the low-pass filter previously mentioned, and having their mean-value subtracted. The result is shown in Fig. 8.3(a) which shows that $L = 9$ is an appropriate choice, in this case. Second, with $L$ determined, the two indexes introduced in [173] are utilized, denoted by $E1(m)$ and
Figure 8.3: Example of evaluation of wind speed measurements by applying (a) average mutual information according to (8.3); (b) $E_1$ and $E_2$ indexes: see Appendix 8.A.

$E_2(m)$ (explained in Appendix 8.A). The results of applying $E_1$ and $E_2$ to the filtered wind speeds, and utilizing snapshots according to (8.2) are shown in Fig. 8.3(b). The results indicate two things: first, that the wind speed time-series is not purely stochastic (on the time-scale of several seconds) because $E_2(m) \neq 1$ for low $m$, and second, that a choice of spatial dimension $m = 5$ or 6 is appropriate (where $E_1(m)$ reaches 1) in this specific case.

As mentioned before, boundary layer wind speeds are non-stationary and turbulent [26, 112, 180], meaning that results such as in Fig. 8.3 might vary, and that the predictability may vary depending on the atmospheric (wind) conditions. This implies that the effectiveness or suitability of a particular prediction method can vary over time. To exemplify the non-stationary characteristics of the measured wind speeds, turbulence intensities $TI$ calculated according to (5.2) for non-overlapping 600-s windows over a 3-day period are shown in Fig. 8.4. While $TI$ often exhibits rather small variations (such as in the interval 2–2.5 days) between consecutive windows, rapid changes such as a doubling of its value are also seen.

One could suspect that the perceived low-dimensional deterministic nature of wind speed fluctuations is caused by linear correlations which are amplified by the low-pass filtering (see e.g. [181]), rather than nonlinear determinism. To help clarify the nature of the short-term fluctuations, “synthetic” wind speed fluctuations according to [110] will be generated with a Stochastic Differential Equation (SDE). To do so, it is first assumed that the autocorrelation of normalized wind speed fluctuations $z'(t)$ (see (5.3) and (5.7)), can be approximated by

$$R_{z',z'}(\tau) = \langle z'(t + \tau)z'(t) \rangle \approx \exp(-\gamma \tau), \quad (8.4)$$

for time-shifts $\tau$ up to some value, where $\gamma$ is a decay (or diffusion) coefficient in an exponential approximation of the autocorrelation. The coefficient $\gamma$ can be determined
by means of curve-fitting using (8.4) and measured wind speeds decomposed according to (5.3). By doing so, $\gamma$ is here fixed at 0.05. Then, synthetic wind speed fluctuations are generated by simulating the following SDE:

$$\frac{dz'(t)}{dt} = -\alpha \gamma z'(t) + \sqrt{\gamma} \cdot \Gamma(t),$$  \hspace{1cm} (8.5)

which is called a Ornstein–Uhlenbeck process [110], where $\alpha$ is the friction coefficient [10], and $\Gamma(t)$ denotes Gaussian noise with variance $\sigma^2 = 2$. For now, we set $\alpha = 1$ in accordance with [110], and solve the SDE (8.5) according to

$$z'(t + \Delta t) = z'(t) - \gamma z'(t) \Delta t + \sqrt{\Delta t \gamma} \cdot \Gamma(t),$$ \hspace{1cm} (8.6)

where $\Delta t$ is the time-step set to 1 s in order to match the sampling frequency of the measured wind speeds. With $\gamma = 0.05$ and $\Delta t = 1$, (8.6) can be rewritten as

$$z'_{k+1} = (1 - \gamma)z'_k + \sqrt{\gamma} \cdot \Gamma_k = 0.95z'_k + \sqrt{\gamma} \cdot \Gamma_k,$$  \hspace{1cm} (8.7)

where $k$ denotes the discrete time with each time-step corresponding to 1 s. The model (8.7) is a first-order autoregressive process (since $z'_{k+1}$ only depends on $z'_k$ and the noise).

Now, the indexes $E1$ and $E2$ are evaluated for measured and synthetic wind speed fluctuations of low-pass filtered wind speeds. In Fig. 8.5(a) the results of averaging the results over one hundred 600-s windows show that the characteristics of these two different data are nearly identical. It is also noted that the results are very close to the results shown in Fig. 8.3(b). As suggested in [182], to emphasize nonlinear features of the data, and to attenuate the effects of linear correlations, increments $dz'(t) := z'(t + 1) - z'(t)$ are now considered instead of fluctuations $z'(t)$. If the data are generated by a deterministic nonlinear system, it should not matter much whether dealing with $z'$ or $dz'$ [182]. The results of computing $E1$ and $E2$ for wind speed increments $dz'(t)$ are shown in Fig. 8.5(b). In this case too, the results are almost identical for the two data sets, and we see that $E2 \approx
Figure 8.5: $E_1$ and $E_2$ for measured ‘Real’ and simulated (synthetic) ‘Sim’ wind speeds, both filtered through a low-pass filter with a time-constant of 4 s. (a) Averaged results of one hundred 600-s long time-series of fluctuations. (b) Averaged results of one hundred 600-s long time-series of wind speed increments. (c) Results of 20000-s long time-series of increments.

$E_1$ for all $m$, indicating that the dynamics of wind speed increments are stochastic rather than deterministic. This implies that the signs of determinism found in the fluctuations of filtered wind speeds are due to linear correlations, and that the measured wind speeds are described well by (8.5), i.e. a stochastic process with an exponentially decaying autocorrelation function. The results of $E_1$ and $E_2$ applied to 20000-s long time-series of wind speed increments are shown in Fig. 8.5 (c) and are similar to Fig. 8.5 (b).

It was shown in [10] that application of Extended DMD (EDMD) (see Section 2.2.6) to data generated by (8.5) accurately outputs the eigenvalues and eigenfunctions of the Koopman operator associated with (8.5). Thus, we realize that EDMD applied to measured wind speeds (if they are well-described by (8.5)), lets us qualitatively compare the data-derived eigenfunctions with the theoretical ones, to confirm the correctness of the SDE. This is however outside the scope of this study.
8.4 Prediction methods

Here, several prediction methods are introduced and discussed. First, however, the sub-section that follows introduces some notations and definitions. Also, two basic prediction methods are introduced for the purpose of comparison: the naive predictor mentioned before, and prediction based on the trend of the time-series. After that, a prediction method based on nearest neighbors [168, 179] is described, which is a commonly used method for nonlinear time-series. It is shown how the method can be interpreted in terms of Koopman operator theory. Following that, the well-known autoregressive (AR) model [111, 168] and its connections to Dynamic Mode Decomposition (DMD) and KMD are discussed. Furthermore, two new methods are introduced: a combination between nearest neighbor and DMD, and a new alternative variant of DMD. The following list summarizes all prediction methods evaluated in this chapter:

1. Standard DMD, abbreviated ‘DMD’: see (3.6).
2. Arnoldi-like KMD, abbreviated ‘Arnoldi’: see (3.6).
3. Vector Prony KMD, abbreviated ‘Prony’: see (3.6).
4. Reshaped DMD, abbreviated ‘DMD-Re’: see (8.36).
5. DMD and nearest neighbor prediction, abbreviated ‘DNN’: see (8.34).
7. Linear trend predictor, abbreviated ‘Trend’: see (8.12).

Methods (1)–(4) have been chosen in order to clarify the predictive capabilities of the algorithms that have been discussed throughout this dissertation. In particular, Method (4) is a new method proposed here, and is a variant of standard DMD. Method (5) is the second method proposed here, and acts as an interesting hybrid between a commonly used prediction method for nonlinear time-series and DMD. Method (6) is chosen because it has been used for short-term wind speed prediction [168, 171, 174], and has been applied to other nonlinear data: see e.g. [182] where a closely related method is used. Method (7) acts as a simple method for comparison.

8.4.1 Preliminaries and simple prediction methods

We consider $N$ wind speeds measurements $u_1, \ldots, u_N$ sampled with a fixed time-step, from which vector-valued snapshots are constructed similarity to (8.2):

$$y_k(m, L) := [u_{1+(k-1)L}, u_{1+kL}, \ldots, u_{1+(k+m-2)L}]^\top \in \mathbb{R}^m, \quad (k, m \geq 1),$$

(8.8)
giving $N_1$ vector-valued snapshots as input to the prediction methods:

$$y_1, \ldots, y_{N_1}.$$

(8.9)
The $\Delta n$-step ahead wind speed prediction is denoted by $\hat{u}_{N+\Delta n}$, and its true value is $u_{N+\Delta n}$. The prediction error is then defined by

$$\Delta \hat{u}_{N+\Delta n} := \hat{u}_{N+\Delta n} - u_{N+\Delta n}.$$  \hfill (8.10)

Two very simple prediction methods are applied for the sake of comparison. First, the naive predictor, which was already used in Chapter 3, and explained in the introduction of this chapter, is used, and which predicts the future wind speed as follows:

$$\hat{u}_{N+\Delta n} = u_N.$$  \hfill (8.11)

Second, for one-step ahead prediction, a simple model utilizing the trend of the time-series is used, defined in [168] as follows:

$$\hat{u}_{N+1} = 2u_N - u_{N-1}.$$  \hfill (8.12)

In [168], (8.12) is argued to be better suited for prediction of smooth data than turbulent data such as wind speed time-series.

### 8.4.2 Nearest neighbor prediction

Here, the popular prediction method for nonlinear data following [168, 179] is described, which we call the nearest neighbor prediction method. The method utilized in [182] is similar. The idea is to find snapshots $y_n$ that satisfy $\|y_N - y_n\|_\infty < \epsilon$ ($\epsilon$ is a small constant) and form a neighborhood $\mathcal{N}_\epsilon$ around $y_N$ (the last snapshot). The idea is then to look up the “predictions”, i.e. the snapshots $\Delta n$ steps following $y_n \in \mathcal{N}_\epsilon$, denoted by $y_{n+\Delta n}$. These can be considered as estimates of $y_{N+\Delta n}$. The $\Delta n$-step future prediction can then be computed by

$$\hat{y}_{N+\Delta n} = \frac{1}{|\mathcal{N}_\epsilon|} \sum_{y_n \in \mathcal{N}_\epsilon} y_{n+\Delta n},$$  \hfill (8.13)

where $|\mathcal{N}_\epsilon|$ denotes the number of utilized snapshots, i.e. number of neighbors to $y_N$. In other words, (8.13) can be interpreted as estimating the expectation value of $y_{N+\Delta n}$ by averaging over the $\Delta n$-step future values of the $|\mathcal{N}_\epsilon|$ neighbors $y_n \in \mathcal{N}_\epsilon$ to $y_N$. Furthermore, the optimal predictor for Markov-chains corresponds to the nearest neighbor method [168]. This method’s connection to Koopman operator theory will now be discussed. Following [14, 18, 183], the action of the *stochastic* Koopman operator $\hat{U}$, for the discrete-time Markov process

$$x_{k+1} = T(x_k, \omega_k),$$  \hfill (8.14)

is defined as

$$(\hat{U} g)(x) = \mathbb{E}[g(T(x_k, \omega_k))],$$  \hfill (8.15)

where $x$ is the state evolving according to the map $T$ on the state space $\mathcal{X}$, $\mathbb{E}[-]$ denotes the expectation value, $\omega_k \in \Omega_s$ is a point in the probability space of the stochastic dynamics $\Omega_s$ [18], and $g$ an observable. Thus, we have that $(\hat{U} g)(x_k) = \mathbb{E}[g(x_{k+1})]$ according to
and hence that the application of $\tilde{U}$ provides the expectation value of $g$ evaluated at the next time-step: $g(x_{k+1})$, assuming that $E[g(x_{k+1})]$ exists (for some cases $E[\cdot]$ does not exist). Consequently, (8.13) can be interpreted as

$$\hat{y}_{N+\Delta n} = (\tilde{U}^{\Delta n} g)(x_N) := \begin{bmatrix} E[u_{1,N+\Delta n}] \\ E[u_{2,N+\Delta n}] \\ \vdots \\ E[u_{m,N+\Delta n}] \end{bmatrix} \approx \frac{1}{|N_\epsilon|} \sum_{y_n \in N_\epsilon} y_{n+\Delta n}, \quad (8.16)$$

in the case that the dynamics are given by (8.14), $y_i := g(x_i) = [g_1(x_i), \ldots, g_m(x_i)]^T = [u_{1,i}, \ldots, u_{m,i}]^T$, $U$ acts on each component $g_j(x_i)$ of $g$ individually according to $(\tilde{U}g_j)(x_i) := E[u_{j,i+1}]$, and if the number of neighbors $|N_\epsilon|$ is appropriately chosen. In particular, for time-shifted measurements, we have that $g_1 = g_2 = \ldots = g_m$, i.e. $y_i = [g_1(x_i), \ldots, g_1(x_{i+m-1})]^T := [u_1, \ldots, u_{i+m-1}]^T$.

### 8.4.3 Autoregressive (AR) model

This section discusses the well known autoregressive model. The relations between it and DMD/KMD are discussed in the two sections that follow. Again, consider $N$ samples of e.g. wind speeds: $u_1, \ldots, u_N$. Then, as in [111], a zero-mean autoregressive (AR) model of order $p$, denoted by AR$(p)$, is defined as follows:

$$u_n = \sum_{j=1}^{p} a_j u_{n-j}, \quad n = 1, \ldots, N. \quad (8.17)$$

In the case that we want to predict the next value $u_{N+1}$ we have

$$\hat{u}_{N+1} = \sum_{j=1}^{p} a_j u_{N+1-j}, \quad (8.18)$$

i.e. we are utilizing the $p$ previous observations scaled by the coefficients $a_j$ determined from (8.17). If we want to predict $u_{N+2}$ we repeat the procedure (8.18), now including our previous prediction $\hat{u}_{N+1}$ assuming it is equal to $u_{N+1}$. To determine the $a_j$ coefficients of (8.17), (8.17) is rewritten into matrix form as follows:

$$\begin{bmatrix} u_1 \\ \vdots \\ u_N \end{bmatrix} = \begin{bmatrix} u_0 & \ldots & u_{1-p} \\ \vdots & \ddots & \vdots \\ u_{N-1} & \ldots & u_{N-p} \end{bmatrix} \begin{bmatrix} a_1 \\ \vdots \\ a_p \end{bmatrix}. \quad (8.19)$$

However, since the sampled data are only $u_1, \ldots, u_N$ ($u_0$ or earlier samples are not available), the $p$ top rows of (8.19) are disregarded and (8.19) is rewritten as

$$\begin{bmatrix} u_{1+p} \\ \vdots \\ u_N \end{bmatrix} = \begin{bmatrix} u_p & \ldots & u_1 \\ \vdots & \ddots & \vdots \\ u_{N-1} & \ldots & u_{N-p} \end{bmatrix} \begin{bmatrix} a_1 \\ \vdots \\ a_p \end{bmatrix}. \quad (8.20)$$
Now, the notation of snapshots from (8.2) is used: \( \mathbf{y}_n(m, L) \). Setting \( L = 1 \) and \( m = N - p \) gives e.g. \( \mathbf{y}_1 = [u_1, \ldots, u_{N-p}]^\top \) and \( \mathbf{y}_p = [u_p, \ldots, u_{N-1}]^\top \). In other words, with this notation, (8.20) can be rewritten as follows:

\[
y_{p+1} = \begin{bmatrix} \mathbf{y}_p & \cdots & \mathbf{y}_1 \end{bmatrix} \begin{bmatrix} a_1 \\ \vdots \\ a_p \end{bmatrix}, \tag{8.21}
\]

and re-ordered as:

\[
y_{p+1} = \begin{bmatrix} \mathbf{y}_1 & \cdots & \mathbf{y}_p \end{bmatrix} \begin{bmatrix} a_p \\ \vdots \\ a_1 \end{bmatrix} =: \mathbf{Xa}, \tag{8.22}
\]

and a least-squares solution is given by \( \mathbf{a} = \mathbf{X}^\dagger \mathbf{y}_{p+1} \in \mathbb{R}^p \), where \( \dagger \) denotes the pseudo-inverse. Note that the matrix \( \mathbf{X} \) in (8.22) has a Hankel-matrix-like structure as discussed in Chapters 2 and 3. Then, the prediction \( \hat{u}_{N+1} \) is given by evaluating (8.18) with the coefficients contained in \( \mathbf{a} \). A more common method to estimate \( \mathbf{a} \) is by utilizing the so-called Yule-Walker (YW) equations which involve computation of autocovariances [111]. In MATLAB, the AR-coefficients are obtained (with negative signs compared to \( \mathbf{a} \) here) via a method based on the YW equations by executing the command `aryule`.

### 8.4.4 On standard DMD and AR

This section discusses the relation between DMD and AR for time-shifted measurements. The DMD utilizes two matrices of snapshots (still using same notation as in (8.22)): \( \mathbf{X} = [\mathbf{y}_1, \ldots, \mathbf{y}_p] \), and \( \mathbf{Y} = [\mathbf{y}_2, \ldots, \mathbf{y}_{p+1}], \mathbf{y}_i \in \mathbb{R}^{m_1}, \) where the spatial dimension \( m_1 := N - p \) as in (8.21) and (8.22). The relation between \( \mathbf{X} \) and \( \mathbf{Y} \) is exactly like in Chapter 2 governed by the matrix \( \mathbf{A} \) defined as follows:

\[
\mathbf{Y} = \mathbf{AX}. \tag{8.23}
\]

Then, a least-squares solution is given by

\[
\mathbf{A} = \mathbf{YX}^\dagger \in \mathbb{R}^{m_1 \times m_1}. \tag{8.24}
\]

Assuming \( \text{rank}(\mathbf{X}) = m_1 \) such that \( \mathbf{A} \) has \( m_1 \) non-zero eigenvalues, the structure of \( \mathbf{A} \) becomes as follows:

\[
\mathbf{A} = \begin{bmatrix} \mathbf{0}_{m_1-1} & \mathbf{l}_{m_1-1}^\top \\ \mathbf{b}^\top \end{bmatrix}, \tag{8.25}
\]

where \( \mathbf{0}_{m_1-1} \in \mathbb{R}^{m_1-1} \) is a column vector of zeros, and \( \mathbf{l}_{m_1-1} \) the \( (m_1 - 1) \times (m_1 - 1) \) identity matrix. Note that the vector \( \mathbf{b} \in \mathbb{R}^{m_1} \) could alternatively be solved as

\[
\mathbf{b} = (\mathbf{X}^\top)^\dagger [u_{N-p+1}, \ldots, u_N]^\top, \tag{8.26}
\]
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where \([u_{N-p+1}, \ldots, u_N]^T = y_{N-p+1}(p, 1)\) from (8.2). We can convince ourselves about the structure of (8.25) by considering the following example:

\[
\begin{bmatrix}
  u_2 & u_3 & u_4 & u_5 \\
  u_3 & u_4 & u_5 & u_6 \\
  u_4 & u_5 & u_6 & u_7 \\
\end{bmatrix}
= A
\begin{bmatrix}
  u_1 & u_2 & u_3 \\
  u_2 & u_3 & u_4 & u_5 \\
  u_3 & u_4 & u_5 & u_6 \\
\end{bmatrix},
\]

where naturally the least-squares solution of \(A\) has the form of (8.25):

\[
A = \begin{bmatrix}
  0 & 1 & 0 \\
  0 & 0 & 1 \\
  b_1 & b_2 & b_3 \\
\end{bmatrix},
\]

and the constants \(b_i\) according to (8.26) are components of \(b = (X^T)^p[u_4, u_5, u_6, u_7]^T \in \mathbb{R}^3\), where \(X\) in this example is the data-matrix in the right hand side of (8.27). Explicitly, the following regression problem was solved to determine \(b\):

\[
\begin{bmatrix}
  u_1 & u_2 & u_3 \\
  u_2 & u_3 & u_4 \\
  u_3 & u_4 & u_5 \\
\end{bmatrix}
= \begin{bmatrix}
  u_4 \\
  u_5 \\
  u_6 \\
  u_7 \\
\end{bmatrix},
\]

It is therefore understood that the vector \(b\) contains coefficients of an AR\((N - p)\)-model, i.e. same order as the spatial dimension \(m_1 = N - p\), in comparison with the AR\((p)\) above in (8.17). Note that in the example (8.27), \(N = 7\) (measurements) and \(p = 4\) (four snapshots/columns in \(X\)), giving \(b \in \mathbb{R}^3\). Also note that \(A^T\) of (8.25) and (8.28) are companion-type matrices: see the next subsection. Finally, the one-step future prediction is given as follows:

\[
\hat{u}_{N+1} = y_{p+1}^T b =: y_N^T b,
\]

with \(y_N = y_{p+1}\) denoting the last snapshot.

### 8.4.5 On Arnoldi-like KMD and AR

This section connects AR with Arnoldi-like KMD for time-shifted measurements. In Arnoldi-like KMD, following Chapter 2, we have the following equation:

\[
y_{p+1} = Xc + r, \quad r \perp \text{span}(X),
\]

where \(c = [c_1, \ldots, c_p]^T\) is a vector of coefficients, \(r\) a vector of residuals, and one solution is \(c = X^T y_p\) [78]. Now, we notice that \(c\) is exactly the vector of AR coefficients \(a\) solved earlier in (8.21). The relation between \(X\) and \(Y\) (see the previous subsection) can then be written:

\[
Y = Xc + r[0, \ldots, 0, 1],
\]
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where \( C \) is the companion matrix defined as follows:

\[
C = \begin{bmatrix}
0 & 0 & \ldots & 0 & c_1 \\
1 & 0 & 0 & c_2 \\
0 & 1 & 0 & c_3 \\
\vdots & \ddots & \ddots & \ddots \\
0 & 0 & \ldots & 1 & c_p
\end{bmatrix}.
\]

From these examples, it is understood that the regression problem of KMD algorithms results in AR-like regression of various orders, which can be viewed as vector autoregression [72] (VAR). In particular, for Hankel-like matrices obtained for time-shifted measurements, AR-type models are achieved (not VAR), and their spectral analyses are basically Prony analysis [184], which was discussed in Chapter 2 in the case of vector-valued observables. In the common DMD and KMD procedures, spectral decompositions (of e.g. \( A \) in DMD) are computed and dominant modes are identified: see Chapters 2 and 3. Hence, the matrices \( A \) and \( C \) are often not explicitly used, and instead the methods aim to identify a reduced-order model (decomposition) of the following type:

\[
y_k = \sum_{i=1}^{r} \lambda_i^k v_i,
\]

constituted by \( r \) dominant pairs of eigenvalues \( \lambda_i \in \mathbb{C} \) and modes \( v_i \in \mathbb{C}^{m_1} \).

### 8.4.6 DMD and nearest neighbor prediction

A method is proposed in the following which combines DMD and the idea of nearest neighbors, and is reminiscent of the “locally linear” model in [168] and the method proposed in [185]. Suppose we have identified a \( k \) number of snapshots \( y_n \in \mathcal{N}_e \) \( (n = 1, \ldots, k) \) forming a neighborhood around the last observation \( y_N \). Their \( \Delta n \)-step predictions (future values) are now denoted by \( \hat{y}_{n+\Delta n} \). Then, the following linear-regression problem can be constructed and solved:

\[
[\hat{y}_{1+\Delta n}, \ldots, \hat{y}_{k+\Delta n}] = A_k [y_1, \ldots, y_k],
\]

or more simply written as

\[
\hat{Y}_k = A_k X_k,
\]

and solved according to \( A_k = \hat{Y}_k X_k^\dagger \). Then, the \( n \times \Delta n \)-step prediction is given by

\[
\hat{y}_{N+n\Delta n} = (A_k)^n y_N,
\]

since \( A_k \) estimates \( y \)'s evolution \( \Delta n \)-steps forward at each iteration.
8.4.7  Reshaped DMD via optimal hard threshold

Here, another method is proposed, based on first reshaping the matrix of input data based on a threshold for singular values, and second, by applying DMD to the reshaped data-matrix. The method is outlined as follows. First, apply the Singular Value Decomposition (SVD) to the matrix containing all measurements: $D := [y_1, \ldots, y_N]$, where $y_k \in \mathbb{R}^m$ is the snapshot at the $k$-th discrete time instance, as usual. Then, based on the optimal hard threshold for singular values \[80\], $r$ number of “dominant” (large) singular values are identified. Now, instead of using these singular values, the data matrix $D$ is reshaped into a new matrix $D_r$ of different size: $D_r := [\tilde{y}_1, \ldots, \tilde{y}_N] \in \mathbb{R}^{r \times N_1}$ ($r \leq m$), i.e. a matrix constructed by $N_1$ number of snapshots $\tilde{y}_k \in \mathbb{R}^r$. I.e. exactly the same size as the number of dominant singular values. Finally, the DMD-matrix is calculated as

$$A_{Re} = Y_{Re} X_{Re}^\dagger,$$

(8.35)

where $X_{Re} = [\tilde{y}_1, \ldots, \tilde{y}_{N_1-1}]$, and $Y_{Re} = [\tilde{y}_2, \ldots, \tilde{y}_{N_1}]$. The n-step prediction is consequently found as the last component of the following vector:

$$\hat{y}_{N_1+n} = A_{Re}^n \hat{y}_{N_1}.$$

(8.36)

The idea of this method is that the number of dominant singular values is linked to the dimensionality of the dynamical system \[173\]. Thus, the derived matrix $A_{Re}$ should be of appropriate (optimal) size with regards to dimension. Furthermore, the method is adaptable, since $r$ will change depending on the prevailing characteristics of $D$.

8.5  Numerical test of wind speed prediction

The predictive capabilities of the seven methods listed in the introduction of Section 8.4 will now be evaluated by applying them to wind speed fluctuations $z'$ (of low-pass filtered wind speeds) according to (5.3) ($T = 5$ h) at a WT in the WF discussed in Chapters 5 and 6. A number $n_p$ of “prediction points” or samples, and a time-lag $L$ between consecutive samples are fixed. For every choice of $L$, at each point, future predictions for a number of combinations of spatial dimension $m$ and snapshots $N_s$ are computed with each method (done exactly in the same fashion as in Chapter 3). Example time-series of predictions from several methods are shown in Fig. 8.6. In Fig. 8.6 (a) it is observed that ‘DMD/Arnoldi’ and ‘DMD-Re’ are very close and perform much better than the naive predictor, and in Fig. 8.6 (b) that ‘DMD-NN’ and ‘NN’ are very close, but ‘DNN’ looks slightly better (the advantage of ‘DNN’ is shown later on). These results indicate that the methods are capable of following the fluctuations better than the naive predictor.

Sample results for different combinations of $m$ and $N_s$ are shown in Fig. 8.7, for $L$ set to 2 samples (2 s) and $n_p = 1000$. The coloring indicates the reduction in the RMSE compared to the naive predictor. For example, if the naive predictor achieves an RMSE value of $r_n$, and some prediction method achieves an RMSE value of $r_m$, then the
displayed value is $r_m/r_n$. For clarity, coloring only indicates the prediction accuracy in the interval $[0,1]$. A value ‘1’ would indicate an equal or worse result than the naive predictor. The results show that predictions with DMD and Arnoldi-like KMD are close to equally accurate, and are reminiscent of the results in Chapter 3, Fig. 3.11. DMD, Arnoldi-like KMD, reshaped DMD ‘DMD-Re’, and the combination of DMD and nearest neighbor ‘DNN’, yield the best results. The striking feature of the ‘DMD-Re’-results is that as long as the spatial dimension is increased sufficiently, we can approximately achieve the same prediction result by appropriate reshaping the input data, regardless of the number of snapshots. This is a huge practical advantage since it guarantees consistent results dependent on only one parameter: $m$. Furthermore, the method does not need as many snapshots as the other methods to output accurate predictions. Prony KMD also gives reduction in the RMSE, but not as large reduction as the other KMD-like methods. ‘DNN’ shows improvements for most combinations, while the nearest neighbor method ‘NN’ only shows a minor reduction in RMSE, for cases where only a few snapshots were
used. The setting for those methods was as follows: both utilized a history of the 2000 last samples, and the number of neighbors was defined as the number of snapshots. It is possible that their results would improve if the number of neighbors was set differently. For example, one could set a tolerance for the maximum distance $\epsilon$ from the latest snapshot $y_N$, and also require a lowest number of neighbors, and then increase the tolerance if too few were included. Alternatively, one can use the distance to the last snapshot as an indicator of the importance of each neighbor, and weight their future predictions accordingly [182,186]. The trend predictor ‘Trend’, computed with (8.12), only depends on the two last measurements and does not depend on the spatial dimension. Hence, its prediction results are same regardless of the choices of $m$ and $N_s$.

Here, we are interested in how much better than the naive predictor we are able to predict. To this end, the best RMSE values are saved for all methods, for a number of choices of $L$. Figure 8.8 shows the best RMSE results plotted against the prediction horizon determined by $L$, varied between 1 and 5 s. The results for $L = 2$ s are consistent with Fig. 8.7. The best results were achieved with DMD/Arnoldi-like KMD, ‘DMD-Re’, and ‘DNN’. For $L = 1$ s, they achieve about 65% reduction in RMSE compared to the naive predictor, and about 45% reduction for $L = 2$ s. The performance of all methods is close to the naive predictor for $L = 5$ s (an improvement of about 5% is still achieved for the most accurate methods). It is worth noting that the average mutual information (8.3) decreased substantially in Fig. 8.3(a) for $L = 5$ s. As previously shown, DMD and Arnoldi KMD can be considered as AR or VAR prediction if the matrices $A$ and $C$ are used for prediction, assuming snapshots of time-delayed measurements (8.9). Furthermore, a locally linear model such as ‘DNN’ with a “large” number of neighbors, can be viewed as an autoregressive model [4]. This explains the close resemblance between this method and the DMD-like methods.

Now, it is demonstrated how well the methods predict the increments:

$$\hat{d}u_{N+i} : = \hat{u}_{N+i} - u_N,$$

(8.37)

where $\hat{u}_{N+i}$ is the $i$-samples ahead predicted wind speed, and $u_N$ the last wind speed observation. In Fig. 8.9, $\hat{d}u_{N+i}$ are plotted against $d u_{N+i} = u_{N+i} - u_N$ (the actual increment) for three of the methods. The points would fall on a line if the method predicts the increment accurately. From the figure, we see a big difference in one- and three-step ahead predictions. In particular, we see that ‘DMD-Re’ and ‘DNN’ again give the best prediction results. Note that the naive predictor would always predict $\hat{d}u_{N+i} = 0$.

### 8.6 Conclusions

First, an evaluation of wind speed characteristics was conducted which indicated that wind speed fluctuations are represented well by a stochastic process. After that, several prediction methods were described and discussed, and relations between autoregression and KMD/DMD-like methods were clarified for time-shifted data. Following that, several prediction methods were evaluated with real wind speed measurements, and substantial
Figure 8.7: Improvements in RMSE of future predictions of wind speed with \( L = 2 \) s, with all the considered methods, compared with the naive predictor.

Improvements in performance compared to the naive predictor were demonstrated for future predictions up to a few seconds ahead. Specifically, the performance of all methods became close to the naive predictor for predictions about 5-s ahead. The prediction results
with KMD/DMD-related methods were superior to other methods. These results further confirm the description of the wind speed fluctuations in terms of a stochastic process with non-zero autocorrelation, and that we are only able to exploit linear short-term correlations for our predictions. Despite being only to accurately predict few seconds into the future, the predictions could very well be incorporated in wind turbine control such as in a Model Predictive Control (MPC) to optimize the energy capture from wind, since even small improvements on the scale of few seconds are useful for WT operation and control [168,169].
Figure 8.9: Predicted vs. measured increments for three of the considered prediction methods.
Appendices

8.A Cao’s test for dimension and determinism

Here, we briefly outline a simple test of dimensionality and determinism of a time-series proposed by [173] and which is used in this chapter to evaluate wind speed characteristics. The test is based on two indexes. To introduce the first one, we start by defining the following measure to quantify the change in distance between two points in the space of time-delayed measurements, as the dimension \( m \) of the vector of measurements (8.2) increases by one:

\[
a(n, m) = \frac{\|y_n(m + 1) - y_{z(n,m)}(m + 1)\|_\infty}{\|y_n(m) - y_{z(n,m)}(m)\|_\infty},
\]

where:

- \( n = 1, \ldots, N - mL \),
- \( 1 \leq z(n, m) \leq N - mL \), where \( z(n, m) \) is an integer chosen such that \( y_{z(n,m)}(m) \) and \( y_n(m) \) are closest neighbors in \( m \)-dimensional space, and \( z(n, m) \neq n \),
- \( \| \cdot \|_\infty \) is the maximum norm: \( \|u\|_\infty = \max(|u_1|, |u_2|, \ldots, |u_N|) \).

Now, the mean of \( a(n, m) \) for each \( m \) is denoted by

\[
E(m) = \frac{1}{N - mL} \sum_{n=1}^{N-mL} a(n, m),
\]

and finally the first index is defined by

\[
E1(m) = \frac{E(m + 1)}{E(m)}.
\]

The idea of \( E1(m) \) is that when \( m \) reaches some value \( m_d \), which can be though of as the minimum embedding dimension related to the dimensionality of the dynamical system, \( E1(m) \) should saturate at one. The reason is as follows. For small \( m \), closeness in the space of time-delayed coordinates between two points (neighbors) can be due to the projection of the attractor on a smaller space, and as the attractor is unfolded by increasing \( m \) until \( m = m_d \), no further unfolding occurs, and the neighbors are true neighbors [179], i.e. \( E1(m + 1) \approx E1(m) \). Furthermore, [173] defines the following quantity:

\[
E^*(m) = \frac{1}{N - mL} \sum_{n=1}^{N-mL} |u_{n+mL} - u_{z(n,m)+mL}|,
\]

and proposes a second index defined as follows:

\[
E2(m) = \frac{E^*(m + 1)}{E^*(m)}.
\]
While $E_1$ was proposed to determine the minimum embedding dimension of time-series, it was observed that it can vary slightly in practice even for random time-series [173]. Therefore, [173] proposed $E_2$ to distinguish data generated by stochastic and deterministic systems. If the time-series is stochastic, $E_2$ stays constant at one independent of $m$. This is because random signals do not have serial dependence (the next measurement does not depend on the previous one), and the choice of $m$ should therefore not matter when computing (8.41). In such a case we have $E^*(m + 1) \approx E^*(m)$, yielding $E_2(m) \approx 1$. 
Chapter 9
Partitioning power networks via KMD

9.1 Introduction

Power system dynamics are influenced by the loading and stress on critical transmission lines, which may be affected in highly variable systems incorporating large amounts of renewables. Quickly extracting information of the system’s state from measurements following faults and taking appropriate action are considered important measures to ensure safe operation [31]. This can be conjectured to play an even greater role in future power systems. A strategy often proposed as a way to protect against large-scale blackouts and limit cascading failures in power systems is the so-called controlled islanding strategy [187–189]. Such a strategy aims to separate the network into several disjoint parts (islands) in a timely manner to avoid an impending blackout. Hence, the key part of the controlled islanding strategy is the partitioning problem, i.e. to determine where to appropriately separate the power network. There are many different ways to derive a suitable partition of the network: power flow analysis, graph theoretical analysis of the network, analysis of the underlying differential algebraic equations, data analysis, or any combination of them. Here, a new method utilizing the Koopman Mode Decomposition (KMD) is proposed for power network partitioning, based solely on measurements of bus-voltage angles.

Power network partitioning is based on the premise that a power network consists of tightly connected groups of buses (buses: interconnection points in the network), or clusters, that are loosely connected to each other. Existing methods can be classified into two types: (static) graph-based and dynamics-based. For the first one, the network partitioning problem has attracted interest from a purely graph theoretical point of view. If the network is preferably separated by identifying clusters loosely connected to one another, relevant cutsets (sets containing the separation points between sub-networks) can be identified by applying methods such as spectral graph theory. For the second one, a large power system exhibits inter-area oscillations (or modes) that cause groups of generators to oscillate in anti-phase. An in-phase group of generators is called coherent [190]. Partitioning of a target network can be derived based on the notion of coherency.

Numerous papers have proposed methods for partitioning power systems. In [188] a
strategy based on the concept of slow-coherency \cite{70} is proposed where a search algorithm is used to determine optimal separation points. The same method is used in a case-study similar to the 2003 blackout in North America in \cite{189}, and it is shown that a controlled islanding strategy can improve the network’s fault response. The standard slow-coherency technique is extended to include load-buses in \cite{191} to directly provide a partitioning of the network. In \cite{192} a strategy is proposed based on so-called ordered binary decision diagram. In \cite{193} a simulation study of the same strategy is given, and it is modified and extended to an effective real-time strategy in \cite{194}. Spectral graph theory is an integral part in identifying network partitions in \cite{195} where power flow and generator coherency constraints are included. Also, in \cite{67}, where the so-called graph Laplacian is evaluated with different weights on graph edges (transmission lines) and a dendrogram is used.

9.1.1 Proposed idea and contributions

The contribution of this work is the demonstration of a new methodology for power network partitioning based on applying KMD to bus-voltage angles following a system fault. Despite only using measurements, two relevant properties are derived from the proposed partitioning method. First, graph theoretical properties of a target network are captured. Second, similarities with slow-coherency are identified. It is thus expected that dynamically significant partitions are generated by the proposed method, which is shown to capture versatile features from data without models or simplifications.

The advantage of the proposed methodology compared with previously proposed methods is that the proposed methodology is model-free and only relies on actual data on the system dynamics in the network following a disturbance to identify a suitable partitioning of the network. On the other hand, graph theoretical methods or linearization techniques are per default constrained by modeling simplifications and/or potentially require substantial amounts of detailed power system data and parameters to provide accurate results. The main disadvantage of the proposed method is that it is completely dependent on the utilized algorithms and quality of data—thus for corrupt data or algorithmic instability or inaccuracy, the method could theoretically give a misleading result. Hence, further investigation on the reliability of the procedure is needed for a practical implementation.

The chapter is organized as follows. Section 9.2 explains the idea and methodology of slow coherency in power systems, and explains fundamental concepts in spectral graph theory. Section 9.3 presents the proposed data-driven partitioning via KMD. Section 9.4 demonstrates the methodology with two benchmark test systems. Section 9.5 elaborates on an alternative method to choose an appropriate number of groups of buses for the partitioning, and provides additional comparisons. Conclusions are given in Section 9.6.

9.2 Theoretical backgrounds

This section provides the theoretical backgrounds of this chapter. First, we briefly revisit the basic modeling of power systems. Then, we describe the two methods which
are compared to the proposed method: slow coherency which is a popular method for identifying coherent groups of generators or areas in a power system, and spectral graph theory which characterizes the network structure in terms of eigenvectors and eigenvalues of the so-called graph Laplacian.

9.2.1 Modeling of power system dynamics

In this chapter, power system equations are solved in MATLAB with the Power System Analysis Toolbox (PSAT) [98]. As already discussed in Chapters 1 and 3, power system dynamics are commonly described by nonlinear Differential Algebraic Equations (DAEs). If the loads in the power system are assumed to be of so-called constant impedance type, then system dynamics are described by only a set of differential equations. For the most simple generator model, given by the so-called swing equation, the two differential equations of each generator are:

\[
\frac{d\delta_j}{dt} = \omega_j, \quad \frac{d\omega_j}{dt} = \frac{1}{m_j} \left( P_{m,j} - P_{e,j} - D_j \omega_j \right),
\]

(9.1)

where \(\delta_j\) are rotor angles and \(\omega_j\) angular frequency deviations (from nominal system frequency) of generators, respectively, \(P_{m,j}\) is the mechanical power (here assumed to be constant), \(P_{e,j}\) the electrical power which is a nonlinear function of \(\delta_i\) \((i = 1, \ldots, m_g,\) and \(m_g\) denoting the number of generators), and \(D_j\) the generator’s damping constant. The system (9.1) is called a reduced network model since the network information contained in \(g\) (see (1.1)) has been lost, and it can be written in its abbreviated form as

\[
\frac{dx}{dt} = f(x),
\]

(9.2)

where \(x = [\delta_1, \ldots, \delta_{m_g}, \omega_1, \ldots, \omega_{m_g}]^\top\).

9.2.2 Slow coherency

One common way to identify coherency in the power system dynamics is by the concept of slow coherency [70,196–198]. Slow coherency has been incorporated in controlled islanding strategies [188,189,191,199] to identify coherent areas or groups of generators. The method is based on time-scale separation, which is derived by so-called singular perturbation of the system equations [200]. In the following, we outline the practical method of identifying slowly coherent generators according to [198]:

(i) The second order, undamped (all \(D_j = 0\)), reduced network model (9.1) is linearized and used:

\[
\frac{d^2\Delta\delta}{dt} = A_s \Delta\delta,
\]

(9.3)

where \(\Delta\delta\) is the vector of linearized rotor angles.
(ii) Eigenvalues and eigenvectors of $A_s$ are calculated. The $(m_g \times r)$ matrix $V_r$ is constructed, containing the $r$ eigenvectors associated with the $r$ slowest modal frequencies derived from the eigenvalues.

(iii) Gaussian elimination is performed on $V_r$ to identify the $r$ most linearly independent rows corresponding to generators that now are considered as “reference generators”.

(iv) $V_r$ is re-ordered as $V_r = \begin{bmatrix} V_1^\top & V_2^\top \end{bmatrix}^\top$, where the $(r \times r)$ matrix $V_1$ contains rows of reference generators and $V_2$ contains rows of remaining generators of $V_r$.

(v) The so-called grouping matrix $L_d$ is calculated from $V_1^\top L_d^\top V_2^\top = V_2^\top$. Generators are grouped based on the most positive entry in each row of $L_d$, that corresponds to the strongest linear dependency on one of the reference generators.

To include all network buses and not only the generators’ internal buses, [191] proposed a method based on slow coherency to identify coherent groups by utilizing a variant of the DAE model (1.1):

$$M \frac{d^2 \delta}{dt^2} = f(\delta, V),$$

$$0 = g(\delta, V),$$

(9.4)

where $M$ is an $m_g \times m_g$ diagonal matrix of inertia constants, and $V = [V_r^\top \ V_x^\top]^\top$ is a $2N_b \times 1$ vector of the real $V_r$ and imaginary parts $V_x$ of bus voltages. The number of buses is $N_b$. The DAE system (9.4) is then linearized around its equilibrium point which yields,

$$\begin{bmatrix} \frac{d^2 \Delta \delta}{dt^2} \\ 0 \end{bmatrix} = \begin{bmatrix} J_A & J_B \\ J_C & J_D \end{bmatrix} \begin{bmatrix} \Delta \delta \\ \Delta V \end{bmatrix},$$

(9.5)

where $J_A, J_B, J_C, J_D$ denote the Jacobian matrices of the DAEs in (9.4) with respect to $\delta$ and $V$. From (9.5), if $J_D^{-1}$ exists, we construct the so-called state matrix $A_s$ by

$$A_s = J_A - J_B J_D^{-1} J_C.$$  

(9.6)

Note that this corresponds to the matrix $A_s$ in the previously outlined slow-coherency procedure. With (9.6) we can write the eigenvalue problem as

$$A_s u_i = \nu_i u_i,$$  

(9.7)

where $\nu_i$ is the eigenvalue and $u_i$ the corresponding eigenvector (mode). Utilizing (9.5), the eigenvalue problem can instead be rewritten as

$$\begin{bmatrix} J_A - \nu_i \mathbb{I} & J_B \\ J_C & J_D \end{bmatrix} \begin{bmatrix} u_i \\ z_i \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix},$$

(9.8)

where $(\nu_i, u_i)$ is an eigenpair of $A_s$, too. We also have vectors $z_i$ that quantify the modal shapes of $u_i$ in the power system network voltages. The vectors $z_i$ are then used to group network buses as in the previously outlined slow-coherency methodology. Refer to [191] for the exact procedure.
Figure 9.1: Simple test system with three generator buses and one load bus. Two representations are shown; the upper figure depicts typical power system modeling and the lower one depicts a graph representation with vertices as generator buses (filled circles) and one load bus (hollow circle) connected by edges (transmission lines).

9.2.3 Spectral graph theory for network partitioning

Here, fundamental concepts in spectral graph theory are introduced based on [69]. Spectral graph theory is the study of networks in terms of eigenvalues and eigenvectors of matrices associated with the network. A graph is given by the tuple $\mathcal{G} = (\mathcal{V}, \mathcal{E}, w)$, where $\mathcal{V}$ is the set of vertices, $\mathcal{E}$ the set of edges, and $w: \mathcal{E} \to \mathbb{R}$ the weight function of each edge (e.g. see Fig. 9.1). For a power network with $m$ buses and an arbitrary number of transmission lines, $\mathcal{V}$ and $\mathcal{E}$ correspond to the sets of buses labeled by integers from 1 to $m$ and transmission lines, respectively. The notation $(i, j)$ is used to represent the edge connecting the vertices $i$ and $j \in \mathcal{V} = \{1, \ldots, m\}$. The weight function $w$ usually assigns every edge unity ($= 1$) which is the setting here, or weight according to line admittance, or steady-state power flow on the line [67]. A graph is said to be connected if there exists a path between any two vertices. The adjacency matrix $A$ for the graph $\mathcal{G}$ is defined as

$$[A]_{ij} := \begin{cases} w(i, j), & \text{if } (i, j) \in \mathcal{E}. \\ 0, & \text{otherwise.} \end{cases}$$ (9.9)

By counting the degree of vertex $i$ as $d_i := \sum_{j=1}^{m}[A]_{ij}$, the so-called graph Laplacian $L$ is defined as the following symmetric matrix:

$$L := \text{diag}(d_1, d_2, \ldots, d_m) - A.$$ (9.10)

Here, we are interested in looking at the eigenstructure of this matrix. For a connected graph, $L$ has one zero eigenvalue, and all of the other eigenvalues are positive. In the
following, they are listed based on increasing magnitude, that is, \( \lambda_1 = 0 < \lambda_2 < \cdots < \lambda_m \).

The eigenstructure of \( L \) has been exploited for graph partitioning. In [201] the so-called \textit{algebraic connectivity} is defined and associated with the pair of the 2nd eigenvalue and associated eigenvector, \((\lambda_2, V_2)\), where \( V_2 \) is known as the \textit{Fiedler vector}. For a connected graph \( G \), a partitioning of \( G \) into two disjoint parts, called the graph \textit{bisectioning}, can be determined by evaluating the sign of each component in \( V_2 \) as follows:

\[
i \in \mathcal{V}_1 \text{ if } [V_2]_i \geq 0, \quad i \in \mathcal{V}_2 \text{ if } [V_2]_i < 0,
\]

(9.11)

where \( \mathcal{V}_1 \) and \( \mathcal{V}_2 \) are the two disjoint sets of vertices. For a multilevel partitioning using Laplacian eigenvectors, we can consider two simple approaches. The first one is to apply (9.11) iteratively on the increasingly smaller partitions until a desired amount of partitions is obtained. The second one described in [202] is to consider a matrix \( W := [V_2, \ldots, V_{k>2}] \), where the rows of \( W \) can be interpreted as points in a \((k-1)\)-dimensional space. One can now apply a \( k \)-means clustering method [203] to obtain \( k \) partitions. Here the function \texttt{kmeans} in MATLAB is used for this.

\section*{9.3 Proposed data-driven partitioning method}

This section explains the notion of coherency in Koopman Modes (KM), and outlines the proposed methodology to partition a power network into several disjoint parts by applying KM to bus-angle dynamics following a disturbance.

\subsection*{9.3.1 Coherency in Koopman modes}

The notion of coherency in KMs is explained in the following. First, the Arnoldi-like KMD outlined Chapter 2 is utilized, and applied to bus-angle snapshots:

\[
\{\theta_0, \ldots, \theta_N\},
\]

where the snapshots \( \theta_i \in \mathbb{R}^m \) are sampled with a fixed sampling period. Application of KMD yields the following decomposition of the \( N \) first samples in terms of \((\tilde{\lambda}, \tilde{v})\):

\[
\theta_k = \sum_{i=1}^{N} \tilde{\lambda}_i^k \tilde{v}_i, \quad k = 0, \ldots, N - 1,
\]

(9.12)

where \( \tilde{v}_i \) and \( \tilde{\lambda}_i \) are called the KMs and Koopman Eigenvalues (KE), respectively. The following is based on [19], which first proposed data-driven coherency identification via KMD. Suppose a set of KMs \( \{v_1, \ldots, v_N\} \) is obtained such as in (9.12), from application to a window of bus angle dynamics in power system with \( m \) buses, see Fig. 9.2(a). First, consider the \( j \)-th element of the \( i \)-th KM, \([v_i]_j = A_{ij} \angle \alpha_{ij}, i \in \mathcal{N}, \quad j \in \{1, \ldots, m\}\), where \( A_{ij} \) is called the \textit{amplitude factor} and \( \alpha_{ij} \) the \textit{initial phase}. In a \textit{coherent group} of buses for a given KM \( v_i \), all buses are oscillating with a small phase difference between them.
More rigorously, according to [13] by taking a positive constant $\epsilon_\alpha$, which we call the phase tolerance, and choosing two measurement locations (buses) $k, l \in \{1, \ldots, m\}$, we define the following condition for phase coherency:

$$||[\alpha_i]_k - [\alpha_i]_l|| < \epsilon_\alpha, \quad (9.13)$$

where $\alpha_i$ is the initial phase vector for $v_i$. If (9.13) is fulfilled, then the buses $k$ and $l$ are called $\epsilon_\alpha$-coherent for the $i$-th KM, see Fig. 9.2(b). When coherency for a collection of dominant KMs $\{v_1, \ldots, v_d\}$ with associated initial phases $[\alpha_1, \ldots, \alpha_d]$ is concerned, then (9.13) has to hold for all $\alpha_i$ simultaneously which can be expressed as

$$||[\alpha_i]_k - [\alpha_i]_l|| < \epsilon_\alpha, \quad \forall i \in \{1, \ldots, d\}. \quad (9.14)$$

The coherency condition for multiple KMs given by (9.14) is exploited at the end of this chapter in a proposed multi-way partitioning strategy. Related to coherency in KMs, we define the sum of Complex Conjugate (CC) (oscillatory) KEs scaled by their KMs by

$$[S_{CC,i}]^k_j = \lambda^k_i[v_i]_j + (\lambda^c_i)^k[v_i]_j^c = 2A_{ij}\lambda_i|\lambda_i|^k\cos(\alpha_{ij} + k\phi_i), \quad \lambda_i = |\lambda_i|\angle\phi_i,$$

where setting $k = 0$ (initial time) yields

$$[S_{CC,i}]_j = 2A_{ij}\cos(\alpha_{ij}), \quad (9.15)$$

which provides a quantitative measure on how the oscillatory KM pair is excited at each measurement location. The real-valued vector $S_{CC,i}$ will be referred to as the $i$-th spatial shape of oscillatory KMs.

### 9.3.2 Outline of KMD-based partitioning strategy

First of all, two assumptions are made:

(i) Graph information $G$ of a target power network is given.

(ii) Bus-angle dynamics are observed for every bus.

The network’s configuration can be obtained from the state estimator’s topology processor [204], and hence (i) is reasonable. Assumption (ii) is based on two reasons. First, within foreseeable future we can expect an extensive deployment of synchronized measurement units. Second, with the dynamic state estimator, full observability is achievable even with a limited amount of PMUs. In fact, placing PMUs at about one third of the total number of buses is generally sufficient to achieve full observability [58]. Until such a system is in place, it is possible to construct a state estimator utilizing both SCADA and PMU measurements [204].

The proposed data-driven partitioning methodology demonstrated in this chapter is outlined in the following. Its pseudocode is provided in Algorithm 1.
1. Under the stated assumptions (i) and (ii), consider the finite-time data on bus-angle dynamics under uniform sampling, given by

$$\{\theta_0, \ldots, \theta_N\},$$

where $$\theta_k = (\theta_{0,k}, \ldots, \theta_{m,k})^\top$$ is the $$m$$-dimensional snapshot of bus-angles at the $$k$$-th time instance and the number of available snapshots corresponds to $$N + 1$$ (see Fig. 9.2(a)). By applying the Arnoldi-like algorithm to the finite-time data, $$N$$ pairs $$(\tilde{\lambda}_i, \tilde{\mathbf{v}}_i)\ (i \in \mathcal{N})$$ of KEs and KMs are obtained (KMD).

2. A set of dominant KMs, denoted by $$\mathcal{N}_d \subset \mathcal{N}$$, is identified by arranging them in descending order of GR and norm (DominantKMD).

3. For every pair $$(\tilde{\lambda}_i, \tilde{\mathbf{v}}_i)$$ of dominant KMs, the initial phase vector $$\alpha_i := (\alpha_{i1}, \ldots, \alpha_{im})^\top$$ is calculated (InitialPhaseVector).

4. By plotting all the components of $$\alpha_i$$ on the unit circle, the phase coherency in bus-angles is detected. Below, we use the same notation $$\alpha_{ij}$$ to represent its plotted point. When a $$k$$-means clustering algorithm is applied to the $$m$$ points on the unit circle, $$k$$ center points called centroids $$C^\ell_i\ (\ell \in \mathcal{K})$$ and associated clusters (subsets of buses) $$\mathcal{A}_i^\ell$$ are located (kmeansClustering).

5. For each $$\mathcal{A}_i^\ell$$, the distance between a contained point $$\alpha_{ij}$$ and its centroid $$C^\ell_i$$ is denoted by $$\text{dist}(\alpha_{ij}, C^\ell_i)$$ with the standard Euclidean norm. Thus, we compute the Cluster Coefficient $$\text{ClC}$$ for each cluster $$\mathcal{A}_i^\ell$$ as

$$\text{ClC}_i^\ell := \frac{\sum_{j \in \mathcal{A}_i^\ell} \text{dist}(\alpha_{ij}, C^\ell_i)}{\#(\mathcal{A}_i^\ell)}, \quad (9.16)$$

where $$\#(\mathcal{A}_i^\ell)$$ stands for the number of elements belonging to $$\mathcal{A}_i^\ell$$ (ComputeClC). A small $$\text{ClC}$$ indicates a tightly clustered group of buses, and is deemed “small” in comparison to other dominant KMs and previous data.

6. The number of dominant KMs is now decreased from $$\#(\mathcal{N}_d)$$ such that only KMs with small $$\text{ClC}$$s and clear phase separation $$\theta_{\text{sep}}$$ between centroids are included (see Fig. 9.2(b); SelectBestPartition).

7. Since from assumption (i) the complete network structure is given, the cutsets are identified by first assigning an index to each bus that represents one of the $$k$$ groups and second identify the lines connecting buses of different groups (IdentifyCutset). In the case that a singular bus or few buses are detected incoherent with surrounding buses (see Fig. 9.2(c)), the so-called scattered buses may be discarded depending on the preferred partitioning setting.
**Algorithm 1** Data-Driven Partitioning via KMD

**Require:** \( \{\theta_0, \ldots, \theta_N\} \): bus-angle dynamic data; \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, w) \): power network graph; \( k \): order of \( k \)-means clustering algorithm

**Ensure:** Cutset

1: \( \{(\tilde{\lambda}_i, \tilde{v}_i); i \in \mathcal{N}\} \leftarrow \text{KMD}(\theta) \)
2: \( \mathcal{N}_d \leftarrow \text{DominantKMD}(\tilde{\lambda}, \tilde{v}) \)
3: \( \{\alpha_i; i \in \mathcal{N}_d\} \leftarrow \text{InitialPhaseVector}(\tilde{\lambda}, \tilde{v}, \mathcal{N}_d) \)
4: \( \{(C^i_\ell, A^i_\ell); i \in \mathcal{N}_d, \ell \in \mathcal{K}\} \leftarrow \text{kmeansClustering}(\alpha) \)
5: \( \{CIC^i_\ell; i \in \mathcal{N}_d, \ell \in \mathcal{K}\} \leftarrow \text{ComputeCIC}(C, A) \)
6: \( \iota^* \leftarrow \text{SelectBestPartition}(CIC^i) \)
7: \( \text{IdentifyCutset}(\tilde{\lambda}_{\iota^*}, \tilde{v}_{\iota^*}, \mathcal{G}) \)

---

(a) Finite-time, sampled data on bus-angles.  
(b) Phase coherency in one KM.  
(c) Identified cutset.

**Figure 9.2:** Illustration of data-driven network partitioning via Koopman mode analysis described in **Algorithm 1**.
9.4 Demonstration

In this section, the data-driven partitioning method is demonstrated for both a very simple system, and then for a larger benchmark system. A connection between partitioning results obtained with KMD and spectral graph theory is also analytically revealed.

9.4.1 Benchmark systems and simulation setting

Two benchmark systems are utilized in this chapter, and are both simulated using PSAT by the DAEs in (1.1). The number of buses for each system is $m$ and the number of generators is $n$. The first test system is depicted in Fig. 9.1 and is a simple four-bus system consisting of three generator buses and one load bus. The second one is the IEEE 118-bus test system [205] depicted in Fig. 9.6 and is simulated with 19 generators whose parameters are chosen according to [193]. The setting of the numerical simulations is as follows. Throughout the simulations, the sampling frequency $f_s = 60$ Hz was used. Bus-voltage angles $\theta$ were sampled and observed with respect to the mean-angle $\bar{\theta}_k$, which is similar to the Center-Of-Inertia (COI) [7] and is defined as follows: for every time $k$,

$$
\bar{\theta}_k := \frac{1}{m} \sum_{j=1}^{m} \theta_{j,k}.
$$

According to simulations, this produces a moving reference similar to the COI reference frame for generator rotor angles. Consequently, a change of reference frame from the proposed one to COI yields similar results on partitioning. Also, by using the proposed reference frame, no additional measurements from generators are required.

Figure 9.3: Dynamics of bus-angles $\theta_i$ for the simple test system following a small disturbance of initial generator speed $\omega^0_i$ for $i = 2, 3$. 

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Bus-Angle $\theta_i$ (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>1</td>
<td>-0.1</td>
</tr>
<tr>
<td>1.5</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>-0.2</td>
</tr>
<tr>
<td>2.5</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>-0.3</td>
</tr>
<tr>
<td>3.5</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>-0.4</td>
</tr>
<tr>
<td>4.5</td>
<td>0.5</td>
</tr>
<tr>
<td>5</td>
<td>-0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bus 1</th>
<th>Bus 2</th>
<th>Bus 3</th>
<th>Bus 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1</td>
<td>-0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.1</td>
<td>0.2</td>
<td>-0.2</td>
</tr>
<tr>
<td>1</td>
<td>0.2</td>
<td>-0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>1.5</td>
<td>-0.2</td>
<td>0.3</td>
<td>-0.3</td>
</tr>
<tr>
<td>2</td>
<td>0.3</td>
<td>-0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>2.5</td>
<td>-0.3</td>
<td>0.4</td>
<td>-0.4</td>
</tr>
<tr>
<td>3</td>
<td>0.4</td>
<td>-0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>3.5</td>
<td>-0.4</td>
<td>0.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>-0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>4.5</td>
<td>-0.5</td>
<td>0.6</td>
<td>-0.6</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>-0.6</td>
<td>0.7</td>
</tr>
</tbody>
</table>
9.4.2 Simple test system

The proposed methodology is demonstrated by first considering a small test system (Fig. 9.1) which comprises three generator buses and one load bus. Parameters of the test system are as follows: base power $S_b$ and generator ratings $S_g$ are set to 100 MVA, nominal frequency $f_n = 60$ Hz and a constant impedance load $S_L = P_L + jQ_L = 3 + j0.05$ p.u. Generator parameters are chosen in a simple manner: transient reactances $x_{d,i}' = 0.2$ p.u., inertia constants $M_i = 7$ s, damping $D_i = 0.1$, for all generators and mechanical power $P_m = \{P_{m,1}, P_{m,2}, P_{m,3}\} = \{1.5, 0.5, 1\}$ p.u. Two complex conjugate oscillatory mode pairs with the frequencies 1.64 Hz and 2.27 Hz are identified from linearization of (9.4).

For initial generator frequencies $\omega_i^0$, a perturbation is initiated as $\omega_i^0 + \Delta \omega_i$, $i = 2, 3$.
with $\Delta \omega_i = 0.005$ p.u., and the resulting dynamics are shown in Fig. 9.3. KMD is applied to 5 s of disturbance data to give 300 KMs. Two oscillatory KMs with frequencies 1.66 Hz and 2.24 Hz, respectively, are identified as dominant in the decomposition. Note that the frequencies of the identified KMs are almost identical to the linear modes. Their spatial shapes denoted by $S_{CC(1.66\text{ Hz})}$ and $S_{CC(2.24\text{ Hz})}$ are displayed in Fig. 9.4 together with $V_2$ and $V_3$, derived from the graph Laplacian of the test system. The spatial shapes $S_{CC}$ are scaled with appropriate factors for the sake of comparison. The values of elements quantify the connectivity. For $S_{CC(1.66\text{ Hz})}$, buses 1 and 2 are strongly connected (coherent) and separated from bus 3. By inspecting the initial phases of $v_{1.66\text{ Hz}}$ in Fig. 9.5 it is concluded that bus 4 is also coherent with buses 1 and 2. Thus, the partition according to the 1.66 Hz KM leads to two groups of buses: $\{1, 2, 4\}$ and $\{3\}$. This is intuitive by inspection of the network's structure. The bus-number dependence of elements are close between $S_{CC(1.66\text{ Hz})}$ (or $S_{CC(2.24\text{ Hz})}$) and $V_2$ (or $V_3$). From this observation, it can be speculated that the spectral property of the network is extracted from sampled dynamics of bus-angles via the spectrum of the Koopman operator.

9.4.3 An analytical evaluation

The previous section numerically showed a prominent similarity between the Laplacian eigenvectors and spatial shapes of Koopman modes and hence in the dynamics of the simple test system. Here, we theoretically clarify the connection between KMD and spectral graph theory in terms of bus-angle dynamics in a general power network model.

Now we introduce the equations of motion for a general power network. Let us denote by $\mathcal{V}_G$ the set of buses with synchronous generators and by $\mathcal{V}_L$ the set of buses with no generator. For a generator connected to bus $i \in \mathcal{V}_G$, the voltage behind reactance is denoted by $E_i \angle \delta_i$, and the bus-voltage by $V_i \angle \theta_i$. The differential equations in the DAE model (1.1) are as follows: for $i \in \mathcal{V}_G$,

$$\frac{d\delta_i}{dt} = \omega_i, \quad M_i \frac{d\omega_i}{dt} = P_{m,i} - P_{e,i} - D_i \omega_i, \quad (9.18)$$

with the electrical output power $P_{e,i}$ given by

$$P_{e,i} = \frac{E_i V_i}{x'_{d,i}} \sin (\delta_i - \theta_i), \quad (9.19)$$

where $x'_{d,i}$ is the transient reactance. According to the standard argument of short-term rotor stability [7], constant voltages and active/reactive power decoupling are assumed. The algebraic variables $\mathbf{y}$ coincide with the bus-angles $\mathbf{\theta}$. Thus, the active power part of $\mathbf{g}$ is considered: for $i \in \mathcal{V} = \mathcal{V}_G \cup \mathcal{V}_L$,

$$0 = \sum_{j \in \mathcal{V} \setminus \{i\}} V_i V_j |Y_{ij}| \cos (\theta_j - \theta_i + \phi_{ij}) - P_i(x, \theta_i), \quad (9.20)$$

where $|Y_{ij}| \angle \phi_{ij}$ is the admittance of lines connecting bus $i$ and $j$ (if no line exists, we regard its modulo as zero) and $P_i(x, \theta_i)$ represents injected power ($P_{e,i}$) for $i \in \mathcal{V}_G$ or
constant consumed power \((P_{L,i})\) for \(i \in \mathcal{V}_L\). Now, following [206], we use the singular perturbation technique for (9.4) and introduce a sufficiently small, positive parameter \(\epsilon\) as follows:

\[
\frac{dx}{dt} = f(x, \theta), \quad \epsilon \frac{d\theta}{dt} = g(x, \theta).
\]  

(9.21)

By introducing the new independent variable \(\tau := t/\epsilon\), we have

\[
\frac{dx}{d\tau} = \epsilon f(x, \theta), \quad \frac{d\theta}{d\tau} = g(x, \theta).
\]  

(9.22)

By taking the \(\epsilon \to 0\) limit, the boundary layer system is constructed as

\[
\frac{d\theta}{d\tau} = g(x, \theta), \quad x \text{ fixed},
\]  

(9.23)

which captures the dynamical feature of (fast) bus-angle dynamics in an analytical, self-
consistent manner. Here, by linearizing (9.23) around a feasible equilibrium point \((x^*, \theta^*)\)
of the DAE system (9.4), we derive

\[
\frac{d\theta}{d\tau} = (L_{P,\theta} + K_{P,\theta}) \Delta \theta,
\]  

(9.24)

with \(L_{P,\theta}\) defined as

\[
[L_{P,\theta}]_{i,j} := \begin{cases} 
\sum_{\ell \in \mathcal{V} \setminus \{i\}} V_i V_\ell |Y_{\ell i}| \sin (\theta^*_\ell - \theta^*_i + \phi_{i\ell}) , & i = j, \\
-V_i V_j |Y_{ij}| \sin (\theta^*_j - \theta^*_i + \phi_{ij}) , & i \neq j,
\end{cases}
\]  

(9.25)

where \(L_{P,\theta}\) is a graph Laplacian matrix of linearized power flow for every bus where the
state variables \((x)\) are viewed as constant. The matrix \(K_{P,\theta}\) is a diagonal matrix and
represents the linearized injected power from generators given as follows:

\[
[K_{P,\theta}]_{i,i} := \begin{cases} 
\frac{E_i V_i}{x_{d,i}} \cos (\delta^*_i - \theta^*_i) , & i \in \mathcal{V}_G, \\
0, & i \in \mathcal{V}_L,
\end{cases}
\]  

(9.26)

which can be viewed as a perturbation to \(L_{P,\theta}\). The magnitude of perturbation becomes
small in particular if the number of buses is much larger than the number of generators.
Equation (9.24) determines the behavior of bus-angle dynamics close to the equilibrium
point and is influenced by the graph Laplacian \(L_{P,\theta}\). For the data-driven partitioning
method based on bus-angle dynamics proposed here, it makes sense to compare the ap-
proach based on the Koopman operator with the network analysis based on spectral graph
theory.
9.4.4 IEEE 118-bus test system

Next, the data-driven partitioning method is applied to a larger test system, the IEEE 118-bus test system (see Fig. 9.6). To obtain finite-time data on bus-angle dynamics, the system is perturbed by three-phase-faults according to following two cases:

(i) Fault applied to bus 17 with a clearing time $t_c = 280\text{ ms}$, slightly below the critical clearing time $t_{cc}$.

(ii) Fault applied to bus 100 with a clearing time $t_c = 180\text{ ms}$, slightly below its $t_{cc}$.

Load flow parameters used are from [205] and generator parameters are identical to [193]. The dynamic responses of all bus-angles for the two cases (i) and (ii) are shown in Fig. 9.7. For each case, KMD is applied to the post-fault data on bus-angles during $[1\text{ s}, 8\text{ s}]$ and provides 420 KMs. Dominant KMs identified in the decompositions are listed in Table 9.1. The 0Hz KMs with unit GR appear for both cases and correspond to the time-averaged values of the bus-angle measurements in the system. Three KM pairs for each fault case are chosen and used for partitioning the system. The chosen KMs have large norms among

---

An equilibrium point $(x^*, \theta^*)$ of the DAE system (9.4) is said to be feasible if the Jacobian matrix of $g$ with respect to $y$ is regular inside a neighborhood of $(x^*, \theta^*)$.
Figure 9.7: Dynamics of bus-angles $\theta_i$ in the IEEE 118-bus test system for (a) fault at bus 17 (Case (i)) and (b) fault at bus 100 (Case (ii)).

the dominant oscillatory KMs and all show small ClCs and clear separation $\theta_{sep}$. Initial phase vectors for chosen KMs for both disturbance cases are depicted in Fig. 9.8. For Case (i), KM-3 (1.24 Hz) clearly displays 3 large groups of buses, whereas remaining KMs for both the disturbances predominantly contain 2 large groups of buses in anti-phase. Algorithmically speaking, this is identified by applying the partitioning algorithm with first $K = 2$ and then $K = 3$ and note that the obtained ClCs decrease for the case with $K = 3$ while a clear $\theta_{sep}$ is maintained. Thus for the KM-3, 3-means clustering is applied, otherwise the 2-means one is used. According to the algorithm, dominant KMs provide partitioning of the system into two or more sub-systems (depending on cohesiveness of
Table 9.1: Dominant Koopman modes obtained for the data on voltage angle dynamics shown in Fig. 9.7. Rows marked in gray indicate KMs that have been chosen for the network partitioning.

<table>
<thead>
<tr>
<th>Case No.</th>
<th>GR</th>
<th>Freq. [Hz]</th>
<th>Norm ClC</th>
<th>CIC</th>
<th>$\theta_{sep}$ (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$j$</td>
<td>$</td>
<td>\lambda_j</td>
<td>$</td>
<td>$\text{Im}[\ln\lambda_j]/(2\pi T_s)$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>3.29</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.9977</td>
<td>±1.04</td>
<td>0.28</td>
<td>0.009, 0.008</td>
<td>177</td>
</tr>
<tr>
<td>3</td>
<td>0.9976</td>
<td>±1.24</td>
<td>0.25</td>
<td>0.036, 0.018, 0.028</td>
<td>103, 180</td>
</tr>
<tr>
<td>(i)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(i)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(i)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(i)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.9950</td>
<td>±2.02</td>
<td>0.19</td>
<td>0.039, 0.043</td>
<td>180</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1.02</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.9992</td>
<td>±1.00</td>
<td>0.17</td>
<td>0.042, 0.104</td>
<td>167</td>
</tr>
<tr>
<td>3</td>
<td>0.9976</td>
<td>±1.40</td>
<td>0.33</td>
<td>0.007, 0.044</td>
<td>178</td>
</tr>
<tr>
<td>(ii)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ii)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ii)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.9966</td>
<td>±1.23</td>
<td>1.73</td>
<td>0.007, 0.004</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| coherent buses). Partitions for the chosen dominant KMs based on phase coherency are given in Figs. 9.9 (a) and 9.9 (b). For Case (i), KM-3 provides a partition that shares the cutset obtained from spectral graph bisectioning but contains additional cutsets. KM-2 for both the disturbance cases are almost identical in terms of provided partitioning and frequency. A comparison between the Laplacian eigenvector $V_2$ and the spatial shapes $S_{CC(1.04\text{Hz})}$ and $S_{CC(1.00\text{Hz})}$ of KM-2 is given in Fig. 9.10 (spatial shapes for buses 86 and 87 are not shown due to large magnitudes compared to other buses). It is clear that the
Figure 9.8: Initial phase vectors $\alpha_j$ of selected oscillatory KMs listed in Table 9.1.

The same mode is captured for both the disturbance cases and that its shape is similar to $V_2$. KM-4 for Case (i) provides a cutset similar to cutsets for KM-3 and 4 for Case (ii).

Here, it should be noted that the partition depends on if buses in a coherent group are geographically adjacent. For instance, it is possible that buses in the north and south of the system are swinging coherently against the central buses for a certain mode. Thus, even though they are detected as coherent in terms of KM, applying 2-means clustering and identifying cutsets will yield a partitioning into 3 groups: see e.g. the broken green circle in Fig. 9.9 (a), that encircles generator bus 31 which is incoherent with surrounding
9.4.5 Comparison with slow-coherency-based islanding

Slow-coherency-based partitioning has widely been used, as reviewed in Sections 9.1 and 9.2. Here, as a comparison, we partition a power network based on the method proposed in [191] described in Section 9.2, and which extends the method in [198] to include load buses. A special attention should be given to these occurrences.

Figure 9.9: Partitioning of the IEEE 118-bus test system based on phase-coherency in KMs for (a) fault Case (i) (bus 17) and spectral graph bisectioning using $V_2$; and (b) fault Case (ii) (bus 100) and a slow-coherency technique including load buses. The cutsets are indicated by colored lines.
buses and to not only group generators behind transient reactances. The resulting 4-way partitioning for the slow-coherency based method is depicted in Fig. 9.9(b). As was pointed out earlier for Figs. 9.9(a)–(b), the KMD-based partitioning identifies generator bus 87 as incoherent with the adjacent buses. In agreement with this, the slow-coherency-based method identifies bus 87 as an incoherent bus with respect to the adjacent buses. A more refined slow-coherency-based partitioning (not shown) reveals a new partition around bus 31, as was identified by KM-4 for Case (i). On the other hand, graph theoretical methods do not take into account the peculiar behavior and interaction of dynamical components in the large test system. Additionally, KM-2’s partition for Case (ii) is identical to one of the cutsets obtained from the slow-coherency technique. Also, KM-2 and 3 from Case (i) as well as spectral graph bisectioning provides a similar cutset. In fact, the partitioning obtained from KM-3 (1.24 Hz) for Case (i) corresponds to a large extent to the 4-way partitioning using the slow-coherency technique. The same result is also achievable by combining the cutsets of two or more KMs.

**9.4.6 Computational considerations**

An important practical aspect of using the proposed KMD-based method is the window length of the acquired data. Here, we briefly demonstrate its influence on the results by a numerical example using the data on bus-angle swings shown in Fig. 9.7(b). For the original window length in terms of samples; \( l_w = N + 1 = 421 \), we examine the results of KMD with the slightly perturbed window length \( l'_w = l_w + \Delta l_w \) with \( \Delta l_w \) set to \( \pm 6 \) and \( \pm 30 \) (here, with our used \( f_s \), \( \Delta l_w = 30 \) corresponds to 0.5 s). Note that the “starting point” of the window is the same for all cases. In Table 9.2, KMs are listed which closely correspond to the KMs previously used for the partitioning. In one case (for \( \Delta l_w = -6 \)), a KM close to ‘KM-4’ could not be picked up which is marked by ‘-’ in the table. To demonstrate how the partitioning result can change with varied window length, partitioning for ‘KM-3’ is given in Fig. 9.11 for all window lengths. It can be concluded that slightly different results can be obtained with different window lengths, but the results remain intact to a large extent despite changes in the window length. For
Table 9.2: Koopman modes obtained for the Case (ii) fault for different window lengths where $\Delta l_w$ is the difference in number of samples from the original window length 421. The modes that closely correspond to the previously identified KMs 2-4 have been picked up among the dominant modes.

<table>
<thead>
<tr>
<th>Case</th>
<th>‘KM-2’</th>
<th>‘KM-3’</th>
<th>‘KM-4’</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta l_w$</td>
<td>Freq. [Hz]</td>
<td>Norm</td>
</tr>
<tr>
<td>-30</td>
<td>1.07</td>
<td>0.30</td>
<td>1.37</td>
</tr>
<tr>
<td>-6</td>
<td>1.10</td>
<td>0.36</td>
<td>1.32</td>
</tr>
<tr>
<td>0</td>
<td>1.00</td>
<td>0.17</td>
<td>1.40</td>
</tr>
<tr>
<td>6</td>
<td>0.96</td>
<td>0.14</td>
<td>1.38</td>
</tr>
<tr>
<td>30</td>
<td>0.92</td>
<td>0.25</td>
<td>1.36</td>
</tr>
</tbody>
</table>

Figure 9.11: Partitioning of the IEEE 118-bus test system for all cases in Table 9.2 for ‘KM-3’.

For a more reliable result it could be useful to use a moving window and combine the results from a collection of runs.

### 9.5 Number of partitions and multiple coherency

So far, the power network was partitioned according to the method outlined in Algorithm 1. An appropriate number of groups of buses, called Number of Coherent Groups (NCG) from now on, was determined by looking at how closely groups of buses were clustered along the unit circle, and the distance between the centers of those clusters (provided by $k$-means). Another way to determine an appropriate number of groups is to utilize the
coherency criterion (9.13), which provides information on how the NCG varies with the chosen tolerance $\epsilon_\alpha$. Figure 9.12 provides examples of identification of coherent groups based on the condition (9.13) as a function of the phase tolerance $\epsilon_\alpha$. If phase angles are distributed uniformly on the unit circle with a fixed spacing (9° is used in Fig. 9.12(a)), then obviously NCG decreases from the number of phase angles to 1 when $\epsilon_\alpha = 10^\circ$. Let $\epsilon_{\text{ma}}$ denote the minimum angle difference between two points such that NCG($\epsilon_{\text{ma}} + \epsilon$) = 1, where $\epsilon$ is a small, positive constant ($\epsilon_{\text{ma}} = 9^\circ$ for Fig. 9.12(a)). For the randomly distributed set of phase angles in Fig. 9.12(b), NCG decreases from its maximal value until NCG($\epsilon_{\text{ma}}$) in a linear manner on the logarithmic plot, which corresponds to an exponential decrease. On the other hand, for a clustered phase angle distribution (Figs. 9.12(c) and (f)), a large permissiveness to changes in $\epsilon_\alpha$ apparent as constant plateaus is evident. Thus, the coherent groups for KMs are identified by locating the plateaus.
9.5.1 Demonstration of multiple coherency in KMs

Now, the results of multiple coherence in KMs are demonstrated by considering the dominant KMs for Case (i) in Table 9.1 as an example. Figure 9.13 presents NCG vs. $\epsilon_{\alpha}$ plots for the three KMs individually and for their combination based on the multiple coherency criterion (9.14). KM-2 displays a clear partitioning for two groups which is maintained for $\epsilon_{\alpha} \in [5^\circ, 152^\circ]$, and KM-4 gives a similar result. KM-3 displays clear plateaus for a NCG of 4, 3, and 2. For the plot corresponding to NCG for multiple KMs denoted ‘All KMs’, a wide plateau is visible for NCG = 4. However, for this plateau NCG decreases to 1 for KM-4 and does not provide any information. Thus, the second largest plateau occurring for NCG = 5 is used here as a multi-way partitioning for KMs. This actually corresponds to the union of cutsets for NCG = 2 for all KMs, shown in Fig. 9.9(a). The almost identical cutsets (except for the two load-buses 71 and 73) in the left central part provided by KM-3 and 4 are treated as one which ultimately provides a 4-way partitioning of the network.

The KMD-based partitioning is shown in Fig. 9.14. For the sake of comparison, the same 4-way partitioning via slow-coherency as shown earlier is also depicted. 3 and 4-way partitioning using the Laplacian eigenvectors $\{V_2, V_3\}$ and $\{V_2, V_3, V_4\}$, together with k-means are also illustrated in Fig. 9.14. Again, note that the Laplacian is constructed with all edge weights $w(i,j)$ set to 1.

9.5.2 Time-domain simulations

Now, time-domain simulations are run for the four different partitioning results in Fig. 9.14. The system remains in a steady state until $t = 1$ s when the network separation is initiated by simultaneously disconnecting all tie-lines associated with the partitioning. In Fig. 9.15,
time responses for angular frequencies $\omega_i$ of generators are given for the four cases. It is clear that the generators converge to new steady states in all cases. The magnitude of the frequency deviation depends on the balance between load and generation, and the smallest deviations are achieved for the partitioning according to spectral graph theory into three parts.

For 4-way partitioning, the proposed KMD-based method yields the overall smallest frequency deviations, implying that the mismatch between power generation and consumption within the areas is the smallest. Spectral graph partitioning demonstrated that cut-sets based on identification of weak links between tightly connected clusters of buses can provide quite good results in terms of load/generation balance (see Fig. 9.15 (c)), since the power transferred over the tie-lines between the areas is often small compared to the generated and consumed power within the large areas. The results of applying KMD demonstrate that the interface between incoherent buses in KMs falls on these tie-lines too, yielding viable cut-sets. To improve the results, it would make sense to utilize an algorithm identifying the most optimal cut (e.g. such that the total power over the lines is minimized) around the identified interfaces.

A close-up showing the angular responses of generators during the first second after separation are given in Fig. 9.16. The KMD-based partitioning displays possibly the smallest oscillation amplitudes of generators for 4-way partitioning: compare e.g. Figs. 9.16 (a) and (b). This is caused by a smaller mismatch in power compared to the other methods.

Keep in mind that these simulations do not constitute a comprehensive evaluation of the performance of the proposed method. In a controlled islanding strategy, operational constraints such as stability limits and transmission capabilities should be evaluated in addition to load-generation balance and coherency of generators (see e.g. [207]).

### 9.6 Conclusions

In this chapter, a data-driven method for power network partitioning based on KMD was demonstrated. It was numerically and analytically shown that the data-driven method can cover network partitions derived from both spectral graph and a slow-coherency-based method. Apart from identifying oscillatory modal structures used for partitioning, the KMD-based partitioning identifies the oscillatory frequencies, as well as information on damping and participation, thus it can be used for monitoring and control purposes, e.g. in a controlled islanding technique [187,188].

By exploiting a new coherency condition for KMs based on a maximum allowable phase difference tolerance between two buses, an appropriate amount of partitions can be identified as a permissiveness to changes in phase difference tolerance for a certain Number of Coherent Groups (NCG), which is apparent as plateaus in a NCG vs. phase tolerance plot. This technique is valid for multiple KMs and can thus derive multiple frequency coherent partitions.

Integrating the data-driven partitioning with a controlled islanding strategy is one of the future works. Such a realization could possibly incorporate PMU-based out-of-step
The advantage of the proposed method lies in that it only requires a window of sampled dynamics and implicitly takes into account versatile features in the power system dynamics that otherwise requires a substantial amount of model parameters. With the expected increase in availability of synchronized measurements in the future, it is important to investigate new tools for monitoring and control based on sampled data. Since the proposed method is intended only for application to sampled data following large faults, it is limited to the extraction of the dynamic behavior excited by disturbances, and should act as a complimentary tool to the standard power system analysis and control. For real-world applications of data-based methods, one has to be careful about noise in the data acquisition (this was discussed in Chapter 3). It has been shown that the type of algorithm applied here is sensitive to noise [83], and thus care should be taken by filtering out the noise in the measured data.

Figure 9.14: Multi-way partitioning of the IEEE 118-bus test system based on (a) phase-coherency in KMs 2–4 identified from dynamics of the three phase fault, (b) a Slow-Coherency (SC) technique including load buses, and (c),(d) for spectral graph theory for 3 and 4-way partitioning. The partitions can be distinguished based on the coloring.
Figure 9.15: Angular frequency deviations $\omega_i$ for simulations of system islanding initiated at $t = 1$ s for the partitionings ((a)–(d)) in Fig. 9.14. $\omega_i$ for generators belonging to the same group are shown in the same color and their bus numbers are given in the brackets.

Figure 9.16: Same as Fig. 9.15 shown for the first second following the islanding operation.
Chapter 10

Conclusions and future outlook

The main focus of this dissertation was on numerical analysis of wind power fluctuations and power system oscillations by utilizing numerical techniques related to the recently developed Koopman analysis framework. In this dissertation, we called these types of techniques Koopman Mode Decompositions (KMD), in accordance with [23]. New KMD-applications were demonstrated such as partitioning of power networks, smoothing effects of wind power in Japan, and wind speed prediction. Wind power fluctuations were analyzed on spatial scales ranging from hundreds of kilometers to hundreds of meters, and on time-scales ranging from seconds to weeks. A weather simulator, Cloud Resolving Storm Simulator (CReSS) [63], not previously used in wind power analysis was utilized and was evaluated against real measurements from a Wind Farm (WF) in Japan. The results suggested CReSS’s ability to capture wind power variability on an hourly scale. A statistical evaluation of short-term wind power fluctuations was conducted which showed that significant Wind Turbine (WT) output fluctuations were to a large extent not suppressed in the WF output, causing large fluctuations. This implies that care should be taken about short-term correlations when installing large-scale wind power in a region. The results from an analysis of large-scale wind power provided clues to the smoothing effects of aggregated offshore wind power in northern Japan, which were quantified by a proposed smoothing index via KMD. Furthermore, through analysis of power system oscillations, we demonstrated connections between Koopman modes and spectral graph theory. Specifically, an indication that graph properties can be inferred from dynamics on networks via the spectrum of the Koopman operator. Also, a practical data-driven method utilizing KMD to partition a power system into disjoint parts was outlined. Such a method is a vital component of a so-called controlled islanding strategy aimed to save power systems from large-scale blackouts. Through all these applications, a comprehensive theoretical background, and an evaluation of KMD-techniques, we clarified applicability of KMD to various problems and data. We believe that this will stimulate further research efforts of using KMD to improve the monitoring and security of power systems, and increase our understanding of characteristics of aggregated of wind power and renewables.
10.1 Conclusions

Chapter 2 reviewed Koopman operator theory and related numerical methods to perform KMD. KMD is closely linked to the numerical method called Dynamic Mode Decomposition (DMD) [16], an acronym sometimes used interchangeably. KMD is based on spectral analysis of the linear but infinite dimensional Koopman operator which governs the evolution of observables of nonlinear dynamical systems. The numerical approximations of KMD such as DMD all perform spectral decompositions from data by a finite number of eigenvalues and modes. The chapter reviewed the state-of-the-art of KMD by describing and comparing different algorithms, and clarified their relation by new theorems.

Chapter 3 evaluated numerical performance of common KMD/DMD algorithms by three types of experimental data: linear dynamics, power system oscillations, and wind speed predictions. For example, it is shown how the sampling frequency and temporal length of the data acquisition window affect the performances of the algorithms. Their performance is evaluated by comparing against dominant frequencies in the dynamics, or by how well they predict future values. In particular, the so-called spatial dimension, which is defined as the number of measurement points, is shown to be critical to the performance. It was shown that the so-called vector Prony analysis [62] works well for a small spatial dimension, where standard DMD is not suitable.

Chapter 4 explained the wind power fundamentals and modeling of wind power systems. Models of the most common WT configurations including standard controls and mechanical systems were described. Furthermore, an example of a dynamic simulation of a WF incorporated with wind predictions was presented.

Chapter 5 evaluated short-term wind speed and wind power fluctuations with measurements from an offshore WF located in Japan. A dynamic model incorporating data-derived characteristics of the real WTs was shown to reproduce realistic output fluctuations to a large extent. This result implies that a large part of the output fluctuations are due to the deterministic electromechanical conversion or control system and not random. This suggests the importance of a representative short-term model of the WT for understanding and controlling fluctuations in the short-term. Furthermore, we showed that aggregated WT fluctuations are not mitigated on a second scale for variations less than about 5–6 standard deviations, which indicates strong short-term correlations on the scale of hundreds of meters to 1.5 km. This implies that large WF output variations are fed into the power system which could possibly cause voltage and power fluctuations, and that care should be taken about short-term correlations and their potential impact on the power system operation.

Chapter 6 looked at larger scale wind power fluctuations, which were analyzed with data from a weather prediction model called CReSS. Both coarser 2-km simulations encompassing the whole of Japan and extremely detailed 200-m resolution simulations of a smaller domain were evaluated. Predictions were compared against real measurements. It was shown that wind power increments (e.g. [27,64]) can be assessed on the time-scale of several hours. Improvements in the prediction of wind power increments were demon-
strated for hourly averaged power, which suggests CReSS’s ability to predict wind power ramps on an hourly scale. The measured and predicted wind spectra were found similar in both the long- and short-term. The results for the detailed simulations showed that CReSS captures the so-called spectral coherence of wind on the scale of one to a few kilometers.

Chapter 7 investigated smoothing effects of large-scale wind power in Japan by again incorporating wind speed predictions from CReSS. With increasing penetration of new renewable energy such as solar and wind power, it becomes important for power system and WF operators to grasp the amount of smoothing achieved in the aggregated power, and at what temporal and spatial scales smoothing is achieved. We proposed a new smoothing index for wind power based on KMD, which can be regarded as a generalization of a previously proposed index based on power spectral densities. WFs around six regions in northern Honshu, Japan, were considered as a test case for the evaluation. Through the proposed index, it was shown how the smoothing improves by distributing WFs over different regions. The results indicate that by distributing WFs over only one to three regions, smoothing results vary considerably depending on the choice of regions. However, as the number of considered regions increases the smoothing improves, and the particular choice of regions matters less for smoothing effects at the investigated time-scales. These results highlight the importance of deliberately selecting sites for large-scale wind power production to more effectively smooth the aggregated power.

Chapter 8 discussed KMD with applications to short-term predictions of wind speeds and control of optimal power extraction of WTs. 1-Hz measurements of wind speeds and output powers from WTs in Japan were used for validation and benchmarking. The most fundamental and important task of a WT is to extract as much power as possible and feed the power into the power grid. To do so, the turbine’s speed needs to be controlled as close to its optimal value as possible. The optimal rotor speed depends on the ratio between the speed at the tip of the turbine’s blades and the incoming wind, called the tip speed ratio. However, the wind speed changes quickly, and a turbine cannot change its speed as fast as the wind due to its inertia. This will render the turbine unable to follow the fast changes, and consequently unable to fully utilize the wind energy. We showed here that investigated wind speed time-series do not exhibit low-dimensional, nonlinear deterministic features on the time-scale of seconds. However, they exhibit short-term linear correlations which are well described by a stochastic differential equation. We also showed that DMD/KMD provide improvements compared to a naive predictor for prediction horizons of up to 5 seconds.

Chapter 9 discussed KMD related to power system dynamics and security. KMD was used to determine the points of separation in a so-called controlled islanding strategy in power system emergency control. A practical data-driven algorithm incorporating KMD was proposed for network partitioning. Comparisons were made with two techniques previously applied for network partitioning: spectral graph theory [69], which is based on the eigenstructure of the graph Laplacian, and slow-coherency, which identifies coherent groups of generators for a specified number of low-frequency modes. The partitioning results share common features with results obtained with graph theory and
slow-coherency-based techniques. The suggested partitioning method was evaluated with two test systems, and similarities between Koopman modes and Laplacian eigenvectors were showed numerically and elaborated theoretically.

10.2 Future work and outlook

This dissertation touched on a rather large number of topics related to wind power, Koopman operator theory, time-series analysis, complex networks, and power systems. In the following, several future directions are outlined related to wind power analysis and prediction; and power systems and network analysis.

Connections between KMD and spectral graph theory were discussed in this dissertation related to the application of KMD to power system data. Recently, in [209, 210], a clear relationship between graph spectral graph theory and the spectrum of the Koopman operator was demonstrated, and methods were proposed to infer network information from only sparse measurements of dynamics on the network. Deriving a network from wind speed fluctuations via KMD-like methods for predicting and understanding large-scale wind power characteristics is an interesting new research direction. This is inspired by the recently promising approach of applying complex network theory to climate dynamics [211–214], which was demonstrated to work well for future predictions. Specifically, closely related to the proposed idea, [214] looked at prediction of large-scale wind fields. Furthermore, this dissertation only looked at wind power generation, while a comprehensive analysis of smoothing of aggregated solar and wind power would be highly interesting to investigate, particularly in Japan where solar power covers a substantial amount of the electricity demand. Such study can clarify possibilities, limitations, and requirements related to a future power system incorporating a large amount of renewables. Recently, a similar study was conducted for the Nordic countries in [61], indicating the possibility of a completely renewable power system. As a direction extension to the quantification of smoothing demonstrated in this dissertation, one should apply some of the latest DMD/KMD-methods which are directly compatible with the proposed smoothing index, to evaluate smoothing. In the prediction of wind speed, it is also worthwhile to evaluate potentially better observable functions, however, care should be taken about the computational time, which becomes critical for short-term predictions.

There are many unexplored applications of KMD/DMD in monitoring, control, and analysis of power system networks. Power systems are becoming more uncertain and stochastic in their nature as an effect of distributed generation and high penetration of renewables [215]. This poses a challenge to system operators in terms of properly assessing the stability of the system [216]. In [216], stability assessment is conducted with a power system modeled by stochastic differential equations, and it is argued that conventional stability assessment is too conservative. Thus, instead of conventional deterministic differential equations, it may be more correct to model the power systems by stochastic differential equations as in [215]. In this context, it can be speculated that one promising potential application of KMD is to assess the state of the system by extracting a reduced
model of the underlying dynamics—separating determinism from randomness.

Related to that, it is important to investigate the most suitable choice of observable functions for monitoring power system dynamics. In this dissertation, the Arnoldi-like KMD was applied directly to “raw” data. However, improvements might be achievable by using sophisticated observation functions and methods such as Extended DMD (EDMD). For example the algorithm proposed in [217] could possibly be applied to help identify suitable observables as in [76]. Moreover, through monitoring to keep track on poorly damped oscillations, one should utilize the data-derived information to automatically tune controllers to more effectively damp oscillations. Also, investigating applications of KMD to normal operating conditions should be considered—an example of a system identification method for such conditions is e.g. proposed in [59]. Lastly, data-driven network partitioning should be included in a complete controlled islanding strategy by utilizing PMUs and control of relays to disconnect lines.
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