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Abstract

Multiple criteria decision making (MCDM) is a fundamental part of our daily lives. To support solving the problem with conflicting multiple criteria, several analysis methods for MCDM are hitherto proposed. Here, the choice of evaluation criteria is a key to successful decision-making support, including interactive assistance systems. With appropriate evaluation criteria, decision-support systems can help users find an importance weight on each of the criteria and organize their selection interests. This process of preference structuring is helpful for users who want to select a target from alternatives, particularly when they have uncertain preferences and have not yet detailed their needs enough to search targets using appropriate keywords. Here, the questions are how to prepare evaluation criteria beforehand and how to estimate user preferences by using these evaluation criteria.

This thesis introduces aspects that represent “why the users look at items,” which provide possible viewpoints of items and proposes a framework for obtaining aspects from users’ gaze behavior while browsing multi-attribute content.

In the proposed framework, we introduce an aspect-oriented probabilistic generative model of gaze behavior that is based on topic models. The proposed gaze behavior model learns aspects in a data-driven fashion as a form of the degree of association with each attribute value. Also, this model estimates users’ selection interests by using learned aspects. By estimating users’ selection interests through constructing state space of selection interests from a large amount of users’ gaze behavior, this model can be applied to proactive item recommendation.

The following two characteristics in this situation make the design of the gaze behavior model difficult: 1) users do not always compare items in the content, and users do not always focus on all attributes of items; and 2) users’ gaze behavior is affected by the spatial layout of the content. This thesis proposes two kinds of models to overcome these difficulties.
For the first difficulty, this thesis introduces a multiscale detection method of users’ comparison behavior named the Multiscale Exact Test (MSET). The idea of MSET is that users’ significant gaze behavior can be detected using the deviations in the distributions of gaze observations by modeling users’ neutral gaze behavior. Users’ comparison behavior can be detected together with its scale by comparing the $p$-value calculated from observed gaze behavior to the significance level. By regarding the attribute-of-focus detected by the MSET as the observations of generative gaze behavior model, the proposed generative model learns aspects taking into account users’ comparison behavior. We evaluated the validity of this two-step framework of aspect learning using the correlations between learned aspects and task-related attribute values.

For the second difficulty, this thesis specifically focuses on the spatial effect of users’ gaze behavior called center bias. The basic idea of this approach is to unify both external factors (i.e., center bias) and internal factors (i.e., preference) in a single generative model. The validity of this proposed framework is evaluated by the prediction accuracy of the region of interests or item of interests through selection interests.

Once aspects are learned, the learned aspects can be regarded as evaluation criteria of alternatives of MCDM and can be used for an interactive system that assists users’ MCDM such that the system assists users to recognize the problem structure by directly mentioning aspects. This thesis finally introduces aspect-based interactive assistance using the hierarchical structure of decision problem. By estimating user preferences from gaze behavior and mentioning aspects of alternatives, the system helps users organize their selection interests and decide an alternative to choose. Through interaction during decision making, we show the validity of the effectiveness of using aspects.
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Chapter 1

Introduction

1.1 Motivation

Candidate selection is a fundamental part of our daily lives. For example, we routinely choose a restaurant to eat dinner or choose a camera to use. In such cases, people often evaluate candidates from several criteria, such as the average costs and distance from the current location.

However, people sometimes do not have enough knowledge about a content domain or have only fuzzy understanding on their preferences. Therefore, preparing appropriate evaluation criteria tends to be difficult. Also, when people have not yet detailed their needs enough, they experience difficulties in giving appropriate assessment scores to each evaluation criterion [Chowdhury et al., 2011, Mahmood and Ricci, 2009]. These difficulties cause a problem that involves a mismatch between what people actually want and the target they choose, thereby decreasing their satisfaction.

To avoid the mismatch, one solution is to ask specialists (e.g., a concierge) to give advice on choice behavior, such as suggesting appropriate evaluation criteria for the decision or recommending items. The motivation of our research was to build a basis of interactive systems to assist users’ choice behavior similar to a concierge. If an interactive system can assist users’ selection behavior as an expert system, it helps users select targets [HäuBl and Trifts, 2000, Chen et al., 2013].

One approach to support users’ decision making is where an assistant system has a model of user preferences. The system can assist users’ choice behavior by estimating user preferences based on the user model. Here, one limitation of the user-model based interactive assistance is that the effectiveness depends on the model construction. In this study, we focused on a user’s choice situations, where
he or she chooses one item from several alternatives of multi-attribute content, a
digital catalog whose displayed items have multiple attribute types. Here, we
propose a framework of overcoming the limitation in a data-driven manner.

1.2 Users’ Choice Behavior

Choice behavior is concerned with goal-directed behavior [Hansson, 1994]. The
goal depends on each user and situation. Here, utility is known as one measure
of goodness of the decision.

1.2.1 Utilities

Utility is a measure of preferences for alternatives, and it represents the satisfac-
tion of consumers in economics. Because user preferences cannot be directly ob-
served, a user preference is modeled by the utility function [Ehrgott et al., 2010]
in a wide range of research fields, such as operations research. The value of a
utility function represents the degree of satisfaction based on current preference.
That is, when a person prefers item $I_1$ to $I_2$, the utility of $I_1$ becomes higher than
the utility of $I_2$.

Exploitation/Exploration

Two kinds of choice behavior can be considered in terms of choice goals: exploita-
tion and exploration [Athukorala et al., 2016, White et al., 2006]. Exploitation is a
choice to select an alternative that matches the user preference; the goal is to in-
crease the utility of the choice. In contrast, exploration is a choice where a user
does not have an explicit preference; the goal is to increase his or her experi-
ence through the choice. Users sometimes switch these two kinds of choices and
achieve better alternatives, which are known as a kind of multi-armed bandit
problem. Although exploration is not the most appropriate choice regarding the
specific preference, exploration has a potential to update user preferences, and as
a result users can choose alternatives with higher utility.

1.2.2 Multiple Criteria Decision Analysis

Multiple criteria decision making (MCDM) is an analysis or a problem in which
users make selections from many alternatives by evaluating multiple conflicting
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criteria. Choosing alternatives among many candidates that have multiple attributes is one example of MCDM because users evaluate each value of an attribute. If only one criterion is important, users can easily choose items that have higher utility. However, if the number of criteria exceeds one, the decision becomes harder because the item having the highest utility may conflict regarding each criteria. In this way, because MCDM is a complex problem to achieve a goal conflicting with nature, several operations research techniques have been applied for robustness and rational decision making [Ehrgott et al., 2010].

Model of users’ decision strategies

Existing studies proposed several models of decision strategies [Fishburn, 1970, McAllister et al., 1979, Peter and Tarpey, 1975, Tversky, 1972, Pohekar and Ramachandran, 2004]. One of the basic approaches is well known as a weighted additive model (WAD) and weighted sum model (WSM) [Fishburn, 1970], which is a mathematical model of utility and which gives weights for each of the criteria and calculates the utilities of the alternative using a weighted summation of utilities for the criteria. In the WAD, the utilities of item \( i \) are given as
\[
S_i = \sum_r w_r u_r(i),
\]
where \( w_r \) is the weights of criterion \( r \) and where \( u_r(i) \) is the utility of item \( i \) regarding criterion \( r \). Another approach is a weighted product method [Pohekar and Ramachandran, 2004], which compares two alternatives by productivity. For example, the utilities of two alternatives \( i \) and \( j \) can be compared by
\[
S_i / S_j = \prod_r (u_r(i) / u_r(j))^{w_r}.
\]
However, these approaches require much effort because users need to give weights to all evaluation criteria and to calculate all utilities for the criteria. That is, users’ choice behavior has some trade-off between the results and effort.

Therefore, users often choose alternatives using non-compensatory strategies such as elimination by aspects (EBA) [Tversky, 1972] or lexicographic (LEX). Users who adopt these strategies compare alternatives one criterion at a time. The LEX strategy is where users focus on only one criterion and choose an alternative that maximizes its utility regarding the criterion similar to single criterion decision making (i.e., \( \arg \max_r u_r(i) \)); this is one of the most simple decisions in MCDM. The EBA strategy is more complex and ordinal. For each time step, the users gradually eliminate the alternatives that do not satisfy that threshold by focusing on a criterion and by deciding one threshold to the value of utility regarding the criterion. Although these techniques do not simultaneously consider all evaluation criteria and are therefore non-compensatory, users can easily choose
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Figure 1.1: Categorization of the domain of choice behavior

alternatives, ensuring less cognitive effort.

Decision strategies and types of selection targets

Users’ choice behavior can be different based on content domain, so effective assistance must be able to adapt. Figure 1.1 shows an example of a map of content domains. We divide the domain by the impact on users’ lives and the clearness of the displayed description of alternatives. The impact is approximately calculated based on the decision times.

The impact and clearness may be associated with the amount of effort, appropriate strategies, and needs for interactive assistance. If the impact of the decision is small, users decide the alternative at low cost; LEX or EBA may be appropriate for the decision. In contrast, if the impact is large, users may exert high effort, i.e., users can carefully evaluate alternatives from several evaluation criteria; the WAD or WSM may be appropriate for the decision. If the problem complexity increases, the difficulty of the decision making correspondingly increases, and the effectiveness of the interactive assistance increases. In fact, Dijksterhuis et al. said that the users consider only two or three criteria to choose alternatives by the WAD [Dijksterhuis and Nordgren, 2006].

Also, if the displayed information is clear enough to imagine the alternatives (e.g., the specs of electronic devices are almost completely described by the text), the users can choose alternatives by displaying information. However, if the provided information is unclear and does not directly describe the detail of the alternatives, interactive assistance is effective to support users imagining what the alternatives are.
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Figure 1.2: An example of structure of the AHP

1.2.3 Analytic Hierarchy Process

The analytic hierarchy process (AHP) [Saaty, 1980], which is a structured technique for organizing and analyzing user preferences, is one basic approach for MCDM as an extension of the WAD. In the AHP, the decision problem is modeled as a hierarchy that consists of the users’ decision goals, evaluation criteria, and alternatives as shown in Figure 1.2. Those alternatives are evaluated according to each evaluation criterion.

The procedure of the basic AHP consists of the following four steps.

1. Structure the decision problem as a hierarchy containing the decision goal, criteria, sub-criteria, and alternatives.

2. Evaluate elements in the hierarchy using pairwise comparisons.

3. Calculate utilities of alternatives by weighting and adding these evaluations.

4. Decide one alternative based on the utilities and evaluations of these elements.

Here, step 1 is important for decision making because structuring the decision making enables the users to understand the problem [Bhushan and Rai, 2004].

The AHP is based on the WAD strategy, but AHP introduces the pairwise comparison to evaluate each element and to normalize the evaluation scores in each layer. These extensions provide users with a framework for organizing their weights on each of the elements.
1.2.4 User Preferences in Choice Behavior

User preferences consist of several factors. In several research fields including education, these preferences are called *individual interests* and *situational interests* [Rotgans and Schmidt, 2011, Wentzel and Wigfield, 2009]. Situational interests are interests that are elicited by the external factors such that a student takes interest in a historical character when a teacher mentions a historical event. In contrast, individual interests are users’ own preferences. Each user has his or her own individual interests that naturally develop over the course of life, and a part of these interests are activated based on the current situation.

In this study, we assumed a situation where a decision problem can be structured a hierarchy such as the AHP. An assistant provides information that is a part of the structure to users; for example, the assistant displays part of the set of items as catalog content. This provided information to the users is referred to as the *situation*. In the structured problem, the users’ interests can be considered for each of the elements. An assistant provides a situation to users, and users may take interest in the elements in the structure; we call them *activated interests*.

Because a decision problem is organized in a hierarchical structure, users’ activated interests can be represented once by an importance weight of elements in the top level (criteria). In this study, we specifically focused on these activated interests of top level elements and name *selection interests*.

1.2.5 Phase of Choice Behavior

Users’ choice behavior consists of several phases [Beach and Mitchell, 1978, Hansson, 1994, Russo and Leclerc, 1994]. These phases mean that users do not always compare items but browse content toward several sub-goals. In this section, we categorize these phases into two states: during choice and after choice.

During Choice

First, users recognize the problem surrounding the decision based on the current situation. Then, users adopt strategies for making the decision depending on the decision problem such as the impact. In this stage, users recognize the parameters of the problem and what the users need to know for the decision. After that, users gather the information on the alternatives and adopt the aforementioned various strategies to process information.
The last stage can be divided into two parts based on sub-goals: divergent and convergent [Kaner et al., 2011; Ehrgott et al., 2010]. These phases are especially known in group decision making. The divergent phase is to activate interests by updating the situation and thereby acquiring the information. The convergent phase is to eliminate alternatives based on current activated interests. This process of decision making is called the *diamond of participatory decision-making* especially in the field of group decision making.

**After Choice**

Users interact with chosen alternatives and obtain satisfaction if the alternatives have the same number of utilities or many more than users imagine when making decisions. At that time, if the utilities of chosen alternatives are less than what is imaged, that mismatch decreases user satisfaction [Dijksterhuis and Nordgren, 2006; Milliman and Decker, 1990]. This post-purchase dissonance tends to occur when the impact of decisions is large [Cohen and Goldberg, 1970]. In other words, to obtain satisfaction regarding the choice, we need to imagine the actual situation of the decision especially for high importance. That is, users need to know the content domain (i.e., whether or not it is divergent enough) and then to clear their selection interests (i.e., whether or not it is convergent enough).

### 1.3 Selection Assistance

As mentioned already, a user has a goal and adopts several strategies for the choice behavior. Here, several kinds of selection assistance exist to help users achieve their own goals. In fact, an assistant has its own intention such as the assistant wanting to sell a certain item. Therefore, the assistant’s suggestion has some bias. In this study, we specifically focused on a situation where a user and an assistant exist and do not take account of an assistant’s intention by assuming that the assistant is unbiased.

#### 1.3.1 Component in Selection Assistance

The situation of selection assistance is shown in Figure 1.3. Two players, a user and an assistant, exist, and they each have their own preference, knowledge about the content domain, and an intention. The assistant also has estimated
user states, and the assistant facilitates user’s selection behavior by using these states. Actions between the user and the assistant have two directions: assistant to user (AtU) and user to assistant (UtA). Also, these actions can be divided into situation-related actions (AtUs and UtAs) and activation-related actions (AtUa and UtAa).

### 1.3.2 Information Presentation to Users

An information presentation action features an assistant presenting a situation to users. This is the most basic assistance for the users’ divergent sub-goal. Here, an effective presentation can vary depending on the content domain.

#### Modalities of Presentation

An assistant can present information to a user with several modalities. One of the main modalities is displaying the content because users obtain much more information from gazing. Also, the assistant uses a voice or gestures to make a user imagine the alternatives. In addition, the assistant often lets a user have a short experience such as sampling food.

### 1.3.3 Estimation of Users’ Internal States

An assistant not only presents information but also estimates users’ activated interest from users’ reaction to the assistant’s question or users’ action. By estimating the users’ activated interests in addition to his or her explicit commands or verbal actions, the assistant can adoptively change the way of assistance.

This estimation consists of not a single action but a sequence of actions. When
the assistant estimates the users’ activated interests, it confirms the estimation by asking questions to the users. These sets of actions are also divided into estimations of users’ internal states.

1.3.4 Information Acquisition to Assistants

Information acquisition is a user’s proactive actions to update the situation. The user can obtain useful information from the assistant by not only reacting to an assistant’s presentation but by proactively conveying the user’s needs or preference to the assistant.

1.3.5 Information Conveyance to Assistants

Information conveyance is a reactive action by the users. By answering the questions from the assistant, the users tell the assistant their activated interests. Information conveyance is a part of the assistant’s estimation because the assistant determines the assistant’s estimation by the users’ conveyance and updates the estimation. In contrast to the assistant’s estimation, both the conveyance and acquisition are the users’ intentional actions, so the users tell the assistants by explicit actions such as speech or clicking the answer.

1.3.6 Interaction During Assistance

Interactive assistance can be categorized by which information the assistant uses to present information to the user. That is, the sequence of AtU and UtA.

Non-Interactive Assistance: AtUs

This assistance only presents information to the users. Its aim is to give users knowledge about the decision problem. Examples of non-interactive assistance are paper catalogs and advertisements.

Interactive Assistance

Interactive assistance changes the displayed content based on the interaction, in contrast with non-interactive assistance.

Let us consider two kinds of interaction: reactive assistance and proactive assistance. Reactive assistance changes how information is presented based on
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Table 1.1: Categorization of interactive assistance system

<table>
<thead>
<tr>
<th>Interaction construction</th>
<th>Reactive</th>
<th>Proactive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FindMe [Burke, 2002]</td>
<td>Sightseeing guidance [Misu et al., 2011]</td>
</tr>
<tr>
<td></td>
<td>Intensional Summaries [Polifroni and Walker, 2008]</td>
<td>Course adviser [Dodson et al., 2013]</td>
</tr>
<tr>
<td>User model</td>
<td>MATCH [Walker et al., 2004]</td>
<td></td>
</tr>
</tbody>
</table>

users’ explicit action, and proactive assistance changes that information based on the assistant’s estimation of the user preferences.

Reactive Assistance: UtAs → AtUs Examples of reactive assistance are filtered search and faceted search. In these types of assistance, the assistant prepares several filters beforehand such as “more than a 4-star review” or “the category is a Japanese restaurant.” The user chooses several filters to narrow down a list of alternatives. By reacting to users choosing filters, the assistant presents alternatives that satisfy those filters. This approach can interactively decrease candidates by eliminating alternatives that do not satisfy users’ needs through a user-initiated interaction.

Proactive Assistance: AtUa → AtUs Proactive assistance is where the assistant helps users based on not only users’ explicit actions but also based on the assistant’s estimation of users’ internal states. Examples of proactive assistance are a concierge or salesperson. First, they present information to users and probe users’ internal states by observing the reaction of users. Then, they react to users such as by recommending alternatives that may match their preferences. Proactive assistance works well specifically when users do not have a clear understanding of what they want. In such case, reactive assistance cannot help users with their decision making because users have a hard time inputting appropriate information to the assistant.

1.3.7 Interactive Decision-Support System

In addition to the aforementioned categorization, designing interactive systems can by divided into two types, interaction construction and user model construction, as shown in Table 1.1.
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The first approach is to construct an interaction so that the system updates providing information based on individual user feedback to currently displayed items [Burke, 2002, Polifroni and Walker, 2008].

The other approach is to build a user model so that the system provides appropriate information to users [Misu et al., 2011, Walker et al., 2004, Dodson et al., 2013]. This approach enables the system to generate a user-tailored response based on the users’ internal states such as directly presenting alternatives that fit the users’ needs. The advantage of introducing a user model is that the system is able not only to return a user-tailored response but also to proactively interact with users by estimating their internal states [Misu et al., 2011, Dodson et al., 2013] (i.e., system-initiated interaction). Therefore, the approach building a user model is suitable for a preference construction situation.

1.4 Gaze Behavior in Catalog Content Browsing

To estimate user preference as aforementioned, we specifically focus on the users’ gaze behavior as one type of non-verbal behavior. Gaze behavior is considered to be a good indicator for estimating various aspects of users’ decision-making [Orquin and Loose, 2013].

1.4.1 Features of Eye Movements

Basically, eye movements are captured as 2-D points on a screen. For gaze analysis, eye movements are then encoded using several techniques [Jacob and Karn, 2003].

Primitive motion of eye movements

First, we describe two kinds of primitive motion of eye movements while users browse static content.

Fixation A fixation or visual fixation is keeping a point of gaze. The duration length of fixation can vary from less than 100 ms to more than several seconds depending on the task, e.g., the mean fixation duration length during silent reading and during visual search are 225 ms and 275 ms, respectively [Rayner, 1998].
Saccade  A saccade is very quick eye movements in between fixations. The velocities are as high as 500° per second. During saccades, input information is reduced; this phenomenon is called saccadic suppression.

Motion features of eye movements

The motion features of eye movements are the features of the aforementioned two primitive motions: fixation and saccade. Existing studies often utilize multiple features of these two motions, such as fixation duration, fixation count, and saccade length [Sugano et al., 2013, Eivazi and Bednarik, 2011, Bednarik et al., 2012, Cole et al., 2013]. For example, Sugano et al. used a combination of various fixation and saccade features and assessed the contributions of each feature for a classification task using a random forest algorithm [Sugano et al., 2013].

Incorporating the semantic information of browsed content is another approach. The semantic labels of content are manually annotated to the area of interest (AOI) beforehand, and gaze behavior is represented as a sequence of AOIs [Brandherm et al., 2008, Nakano and Ishii, 2010, Kübler et al., 2014]. AOIs are defined by each of the targets in the content [Brandherm et al., 2008] or part of the alternatives such as the “agent’s head” [Nakano and Ishii, 2010].

Semantic information on the AOIs can also be utilized. Schaffer et al. [Schaffer et al., 2016] focused on a design structure of catalog content; items in catalog content are grouped by certain attributes. They characterized the gaze feature by using the relationship between two items such as a parallel relationship or contrast relationships. This representation is based on both semantic information and users’ behavior.

1.4.2 The Factors of Eliciting Users’ Gaze Behavior

Users’ gaze behavior is affected not only by users’ internal states such as preference and intention but also the effect of external factors such as users tending to look at the center of the content [Borji, 2012, Judd et al., 2009].

External factors

Visual attention is stimulus driven and saliency based during content browsing, and the research of modeling visual attention has been an active topic for over 20 years [Borji and Itti, 2013]. The saliency map, proposed by Itti et
al. [Itti et al., 1998], is a representative implementation based on feature integration theory. Yonetani et al. [Yonetani et al., 2013] revealed that the spatial and temporal gap between the users’ gaze and the dynamics of the salient region indicate the users’ cognitive state without analyzing the semantic information of the displayed content.

**Internal factors**

The users’ gaze behavior is affected by their internal factors from several aspects. Yarbus showed that the gaze behavior is strongly influenced by the tasks in which they are engaged or their cognitive goals [Yarbus, 1967]. Gaze behavior is used to estimate their variety of internal states including knowledge levels [Cole et al., 2013], cognitive abilities [Steichen et al., 2014], engagement [Ishii et al., 2013], and preferred items [Brandherm et al., 2008, Hirayama et al., 2010]. For example, Brandherm et al. [Brandherm et al., 2008] proposed an approach for estimating user’s preferred target in displayed content by frequency and duration of gaze targets.

**1.4.3 Users’ Gaze Behavior and Decision Making**

As mentioned, users adopt several strategies during decision making. Because users’ gaze behavior also changes corresponding to the strategy, their decision state including strategy or phase can be estimated by observing gaze behavior [Ball, 1997, Shi et al., 2013]. For example, Ball [Ball, 1997] showed the relationships between users’ decision strategies and a multiple-step transition of gaze targets in an information matrix consisting of items and attributes.

In contrast, gaze behavior also affects the users’ decision making. Shimojo et al. [Shimojo et al., 2003] revealed that the users tend to choose alternatives that look at long durations.

**1.5 Problem Statement**

Let us assume an MCDM situation where a user chooses one item from several alternatives of multi-attribute content, a digital catalog whose displayed items have multiple attribute types. Moreover, the decision has a fair impact on the user’s life, as shown in Figure 1.1, but the user does not have enough understanding of his or her own preference. The aim of this study was to build a basis of interactive
assistance for users’ choice behavior in such situations. Specifically, we focus on users’ gaze behavior as mentioned in Section 1.4, the system assists users’ choice behavior based on the estimation of users’ internal states from users’ gaze behavior.

As mentioned, several kinds of goals can be considered during users’ choice behavior. The goals of assistance that had to be taken into account in this study are as follows:

I) An assistant helps the user recognize the structure of a decision problem by mentioning possible evaluation criteria (i.e., divergence of the users’ knowledge).

II) An assistant helps the user choose items that match the user’s preference by estimating the user’s selection interests and recommending items (i.e., convergence of the users’ selection interests).

For the goal I), the system needs to have the structure of the problem beforehand. The prepared evaluation criteria limit the decision-support system because the effectiveness of the support strongly depends on the chosen evaluation criteria. However, preparing evaluation criteria themselves in a top-down manner is difficult in many cases because appropriate evaluation criteria can vary depending on content, individuals, and engaging tasks.

For goal II), the system needs to estimate users’ selection interests from users’ non-verbal behavior. Laddering [Reynolds and Gutman, 1988] is a well-known technique to probe a user’s preference behind the target selection in marketing. Marketers change their sale strategies by repeatedly asking the reason for having chosen targets. In contrast to laddering, which explicitly asks the reasons to users verbally, the situation we assume is that users do not have a clear understanding of their preference, and inputting their preference to the systems explicitly is difficult.

Also, the system needs to evaluate alternatives regarding users’ selection interests for goal II). To estimate users’ selection interests, preparing evaluation criteria beforehand and estimating users’ selection interests using these criteria can be one solution. Here, since the evaluation also depends on situations, we need to address how to represent evaluation criteria so that the system can associate evaluation criteria with alternatives.

To sum up, toward achieving the goals, we addressed the following issues: how to represent/prepare evaluation criteria; and how to estimate users’ selection
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interests from gaze behavior.

1.6 Contributions

The main contributions of this study are three-folds: (1) We introduce a novel representation of users’ selection interests by introducing a notion of aspects, which represents why users look at (i.e., evaluation criteria); (2) we focus on users’ comparison behavior that reflects users’ aspect of focus and propose a comparison detection approach based on the bias of gaze behavior; and (3) we propose a generative model of gaze behavior to learn aspects and to estimate users’ selection interests behind users’ comparison behavior.

1.6.1 Representation of users’ internal states

While some studies that estimated users’ interest from gaze represented users’ interests as an item of displayed content in which the user takes interest [Brandherm et al., 2008, Hirayama et al., 2010], these representations and estimation are not enough for recommendations. Instead, the reason a user chooses a target (i.e., evaluation criteria) is important to recommend appropriate alternatives similar to the laddering. In this study, we focus on aspects of items as possible reasons for decision making and by characterizing these aspects of items by the degree of association with attribute values, we propose a hierarchical structure of decision problem. Here, users’ selection interests are referred to as the importance weights of these aspects because the importance weights of the aspects can be an indicator on which ones the user focuses for the decision as mentioned in Section 1.2.4.

1.6.2 Users’ comparison behavior

Specifically when users browse a multi-attribute content, it is difficult to know why the users look at only by observing the users’ gaze targets. Users often fix a certain criterion and compare targets that satisfy the criterion during the comparison, so users’ comparison behavior is expected to reflect evaluation criteria. Here, one observation of users’ comparison behavior is gaze behavior (i.e., transition of the gaze targets), and gaze moves without users’ explicit intention and reflects users’ implicit intention. This is why we focused on users’ gaze behavior in this study.
1.6.3 Gaze Behavior Modeling

As mentioned in the Section 1.3, preparing evaluation criteria in a top-down manner is difficult in many cases. One approach overcomes this difficulty by using a data-driven method and by finding possible evaluation criteria from users’ behavior [Jin et al., 2004, Iwata et al., 2009, Bhargava et al., 2015]. We herein borrow the idea of topic models [Hofmann, 1999] and propose a generative process of gaze behavior using aspects. By observing a much amount of users’ gaze behavior, this gaze behavior model learns aspects in a data-driven approach and estimates selection interests based on learned aspects.

1.7 Structure of the Thesis

Figure 1.4 shows the structure of the thesis. We first describe a framework of the proposed aspect-oriented gaze behavior model in Chapter 2. By introducing this probabilistic generative model of gaze behavior, the proposed framework estimates users’ selection interests from users’ gaze behavior based on probabilistic
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inference. In addition, once selection interests are estimated, because the proposed model is generative, the users’ items of interests or region of interests can be predicted.

In this thesis, we specifically focus on two difficulties, which are important for gaze behavior modeling, in the following chapters. (1) Multiscale comparison behavior detection is proposed in Chapter 3 to overcome the difficulties described in the previous section. In Chapter 4, the gaze behavior model is extended by taking attributes-of-focus into account, and (2) the effect of the layout is taken into account in Chapter 5. Once aspects are learned, an assistant can support users’ decision making by estimating their preference based on those aspects. We show aspect-based interactive assistance in Chapter 6.

Chapter 2: Framework of Aspect-Oriented Gaze Behavior Model

In Chapter 2, we introduce a notion of aspects and a framework of gaze behavior model to learn the aspects and to estimate selection interests from gaze behavior. The proposed framework is based on the topic model, and by modeling a generative process of gaze behavior stochastically, aspect learning and selection interest estimation are achieved using the hidden parameter estimation. Once aspects are learned from a large amount of users’ gaze behavior (i.e., in a data-driven fashion), their selection interests can be estimated.

Chapter 3: Multiscale Exact Test: Comparison behavior detection using statistical testing

In Chapters 3, 4, we introduce a framework of aspect learning by taking users’ comparison behavior into consideration. To do that, we first utilize a multiscale comparison behavior detection approach named the multiscale exact test (MSET) in Chapter 3.

The MSET is a method to detect users’ attribute values of focus, which we refer to as attributes-of-focus, from gaze behavior. Because users’ comparison behavior can be observed temporally and partially, short-term analysis is applied to detect attributes-of-focus for gaze behavior. An appropriate window size is also determined to introduce short-term analysis; we therefore apply a null hypothesis test for multiple scales. By modeling users’ neutral browsing behavior, this test identifies the periods of users’ significant gaze behavior and detects attributes-of-focus from identified periods.
Chapter 4: Gaze behavior model with attributes-of-focus for aspect learning

Then, we introduce a framework of aspect learning with attributes-of-focus in Chapter 4. In this chapter, we specifically focus on users’ attributes-of-focus, which can be observed temporally and partially from users’ gaze behavior (i.e., a part of a sequence of attribute values of gaze targets). The proposed framework first detects users’ attributes-of-focus using the MSET introduced in Chapter 3 and deals with the detected attributes-of-focus as an observation of a gaze behavior model. This two-step approach enables the gaze behavior model to learn aspects by explicitly taking the users’ attention resource into account.

Chapter 5: Gaze behavior model with spatial effect for item recommendation

In Chapter 5, we focus on the spatial effect on the gaze behavior. As we mentioned in Section 2.6.1, the users’ gaze behavior is affected both by internal and external factors. Therefore, how to distinguish these two sets of factors is the question to estimate users’ selection interests from gaze behavior.

Our approach to address the issue is to deal simultaneously with these two factors in a unified generative model. Here, we introduce an extension of gaze behavior model by taking account of the effect of the layout.

Chapter 6: GazeAHP: Tracing selection interests and supporting users to recognize the structure of problems

Finally, in Chapter 6, we show aspect-based interactive assistance by utilizing the MSET introduced in Chapter 3 and selection interests estimation introduced in Chapter 4. The interactive assistance is based on AHP and named GazeAHP. Here, we specifically focus on two functions of assistance, probing and sorting, and show the effectiveness of our proposed approach from several viewpoints in interactive assistance.
Chapter 2

Framework of Aspect-Oriented Gaze Behavior Model

2.1 Introduction

One of the important issues to estimate users’ selection interests is how to construct the state space of interests. Some existing studies represented users’ interests as on which targets the users focus \cite{Brandherm2008, Hirayama2010, Jawaheer2014}. However, this representation is not enough when it comes to building a recommender system because this representation is only for a displayed content and has no information about not displayed alternatives.

To address this issue, we introduce *aspects* of items which can be reasons why users look at alternatives (i.e., evaluation criteria). Since these aspects can vary depending on users and situations, it is hard to prepare in a top-down manner. One approach for overcoming this difficulty is to learn aspects from users’ behavior, that is, in a data-driven fashion.

Among a variety of observable behaviors during users’ content browsing, users’ comparison behavior is one of the most important cues to learn evaluation criteria. This is because users tend to fix an evaluation criterion of focus for a certain period, and alternatives that users compare may therefore be related to the evaluation criterion of focus. In particular, gaze behavior conveys rich information to trace users’ comparison behavior because users compare several items in a short term by gaze, in which the evaluation criteria of focus can be assumed to be fixed. Besides, eye movements are affected by users’ implicit intention. Therefore, the evaluation criteria can be learned without users’ explicit command.

In this chapter, we propose a probabilistic aspect-oriented gaze behavior
model to learn aspects, estimate users’ selection interests and predict items of interests. The proposed model is an extension of the probabilistic Latent Semantic Analysis (pLSA) [Hofmann, 1999], one of the topic models, to include the characteristics of content browsing as described in Chapter 1.

The contributions of this chapter are as follows:

- We introduce a notion of *aspects* for users’ evaluation criteria of decision making and introduce a novel representation of users’ selection interests.
- We propose a framework of generative gaze behavior model to learn aspects and to estimate users’ selection interests from gaze behavior.

### 2.2 Obtaining State Space of Users’ Internal States from Users’ Behavior

One of the popular issues in the analysis of human-computer interaction is the estimation of latent user states from observed users’ behavior (e.g., eye movements), where the states include interests [Brandherm et al., 2008, Hirayama et al., 2010], intentions [Eivazi and Bednarik, 2011, Bednarik et al., 2012, Ishikawa et al., 2012] and attentive states [Yonetani et al., 2012]. The underlying approach of these studies is to extract various gaze features, such as fixation duration and saccade length, and to associate them with discrete user state labels (e.g., interested in item A, B, C, ..., high or low concentration) in a supervised learning fashion. Using these approaches enable us to estimate mental states from newly observed gaze data. However, these approaches need to assume what kind of states users are likely to become and give the labels of states in a top-down manner beforehand. This limitation is critical for our situation since a variety of aspects can be considered for users’ interests in a general situation.

On the other hand, data-driven approaches to learn mental states from observed eye movements are proposed in the fields of information retrieval (ranking) [Puuolamaki et al., 2008, Pasupa et al., 2009, Sugano et al., 2013], recommendation [Yoshitaka et al., 2007], and interaction mining [Jayagopi et al., 2012]. However, these approaches deal with users’ interests toward only displayed items [Sugano et al., 2013, Yoshitaka et al., 2007] (or interaction targets [Jayagopi et al., 2012]). In addition, the effect of layout design cannot be separated from gaze of item region [Puuolamaki et al., 2008, Pasupa et al., 2009].
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2.2.1 Learning State Space by Topic Models

Topic models such as the pLSA [Hofmann, 1999] and the Latent Dirichlet Allocation (LDA) [Blei et al., 2003] are the typical approach to obtain several bases that well represent observations in a data-driven fashion. The concept of the topic models is that by stochastically modeling a generative process of observation, the bases of observations are learned as a latent parameter estimation.

Topics or trends can also be learned from not only semantic information of content but also users’ behavior [Hofmann, 2004, Jin et al., 2004, Iwata et al., 2009]. In this case, these learned topics can be regarded as evaluation criteria, i.e., the bases of the users’ internal state space to estimate their interests.

We here show an example of obtaining the bases of observation by topic models using the pLSA. In the pLSA, topics are considered as the bases of the state space of words, and a topic $z$ is characterized by a categorical probability distribution of an observation $\{P(w|z)\}_w$, where $w$ is a word. Also, a document $d$, which consists of words, is represented as a mixture of topics $z$ by a categorical probability distribution $\{P(z|d)\}_z$.

The generative process of words in the pLSA is as follows. For each document $d$, a topic $z$ is first determined according to the probability distribution $\{P(z|d)\}_z$. Then, a certain word $w$ is generated according to the probability distribution of an observation $\{P(w|z)\}_w$, conditioned by topic $z$. By iterating these process $N$ times, the observations of a document are finally generated as a sequence of $N$ words. The graphical model of the pLSA is shown in Figure 2.1. Each node shows one parameter and the edge of this graphical model shows a causality of parameters. The plate in Figure 2.1 means that the process on the plate iterates several times. With this generative model, suppose a large number of documents are observed, multinomial parameters $\{P(w|z)\}_w$, which characterize topics, can be learned in a data-driven fashion.
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2.3 Learning Evaluation Criteria from Gaze Behavior

As mentioned in the precious section, some existing studies learns users’ internal states including interests behind users’ purchase behavior, i.e., decision behavior. While these techniques represent users’ state space by alternatives (e.g., learned trends consist of a set of alternatives [Iwata et al., 2009]), the reason why the user chooses a certain alternative may not be because what the alternative is but because the alternative has a specific criterion. That is, alternative itself is not important but features of alternative become important for obtaining evaluation criteria behind users’ choice behavior. In fact, laddering [Reynolds and Gutman, 1988], which is a well-known technique to probe users’ latent intention behind purchasing behavior in the field of marketing research, repeatedly asks users “why is that important to you?” to understand reasons to choose the alternative behind features of the alternative. Since the situation we assume is that users do not have a clear understanding of their preference in contrast to laddering, which explicitly asks the reasons to users verbally, in this thesis, we try to obtain evaluation criteria behind users’ choice behavior from users’ gaze behavior.

Here, the problem is that it is hard to know users’ evaluation criteria behind users’ gaze target specifically when each of alternatives has multiple attributes. To overcome this difficulty, we focus on “users’ comparison behavior.” As mentioned above, when users have evaluation criteria to compare alternatives, gaze targets may commonly satisfy that certain evaluation criteria. Therefore, observing users’ comparison behavior can be a key to learning evaluation criteria. The approach can be applied to the situation where users browse several alternatives such as catalog content.

2.4 Component of the Gaze Behavior Model

In this section, we first introduce a notion of aspects and representation of users’ internal states, which are component of the proposed model.

2.4.1 Aspects

In this study, we focus on “why the user compares the items” and introduce aspects of items as the possible reasons of comparison (i.e., evaluation criteria). Here, an “aspect of item” is a viewpoint those items are looked at, and we as-
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Figure 2.2: An example of aspects

Assume each aspect can be characterized by the degree of association with each of attribute values. For example, an aspect “healthy” is highly related to “vegetable” and “green color,” and “good for diet” is related to “vegetable” and “low calorie.”

Figure 2.2 shows an example of correlation between items, attribute values, and aspects. We assume that items can be seen from several aspects such as healthy food and good for diet because the item has attributes related to several aspects.

<table>
<thead>
<tr>
<th>Attribute value</th>
<th>Low calorie</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegetable</td>
<td>Green</td>
</tr>
<tr>
<td>Carrot</td>
<td>△</td>
</tr>
<tr>
<td>Cucumber</td>
<td>○</td>
</tr>
<tr>
<td>Apple</td>
<td>△</td>
</tr>
<tr>
<td>Greenpeace</td>
<td>○</td>
</tr>
</tbody>
</table>

| Aspect          | Healthy     | Good for diet |
|-----------------|-------------|
| Carrot          | △           |
| Cucumber        | ○           |
| Apple           | △           |
| Greenpeace      | ○           |

2.4.2 Representation of Users’ Internal States

In this study, the evaluation criteria are assumed to be broader perspectives than attribute values and can be directly evaluated from the decision goal. Here, we assume that users evaluate alternatives by aspects of items as mentioned above. While attribute values itself can also be considered as criteria, in this study, we regard attribute values as sub-criteria and explicitly distinguish attribute values from evaluation criteria.

By using aspects, users’ internal states can be represented as Figure 2.3. Specifically, users’ selection interests are represented by the degree of importance on the aspects. By giving the relationship in green area in Figure 2.3 from the knowledge base of the content domain, aspects can be learned as the degree of association with attribute values (blue area in Figure 2.3) and users’ selection interests can be estimated as importance weight on aspects (red area in Figure 2.3).
Figure 2.3: Hierarchical structure for decision making. Users’ selection interests are represented as each evaluation criterion’s weight of importance, and evaluation criteria are characterized by how they are related to each attribute value. Attribute values and alternatives are connected if alternatives have the specific attribute value.

2.5 Formulations of the Content-Browsing Situation

We here formulate users’ internal states during content browsing. We assume a situation in which a user browses a content and denote this situation with mathematical notation as follows. The content displays a set of items \( I = \{I_1, \ldots, I_N\} \), and every item is occupied a region \( R_n \in \mathcal{R} = \{R_1, \ldots, R_N\} \). Here, each region \( R_n \) is corresponded to an item \( I_n \) and each item occupies one item region. We here denote mapping function \( I(r) \) to represent an item that occupies region \( r \).

Every item has common \( M \) attribute types and takes one attribute value for each attribute type. Here, all attribute values as \( \{V_1^{(1)}, \ldots, V_K^{(M)}\} = \{V_1, \ldots, V_K\} \) with the number of all attribute values \( K = \sum_m K_m \), where \( K_m \) is the number of possible attribute values of attribute \( m \), for convenience.

2.5.1 Model of Aspects

Let us assume a set of \( Q \) aspects \( C = \{C_1, \ldots, C_Q\} \), which depends on a content domain but does not depend on users and only displayed items in the content. Here, we characterize these aspects according to the degree of association with
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We model a process of content browsing as follows. During session $s \in S$, a user is assumed to have an interest modeled by $\theta(s)$, and the user first decides aspect-of-focus $c_t \in C$ at each time $t$, where $c_t$ is determined according to the probability

each of attribute values. That is, we model an aspect $C_q$ by a multinomial parameter $p_q = (p_{q,1}, \ldots, p_{q,K}) \ (p_{q,k} \geq 0, \sum_k p_{q,k} = 1)$, where $p_{q,k}$ denotes how much the aspect $C_q$ is related to attribute value $V_k$.

2.5.2 Model of Selection Interests

We represent users’ selection interests by the importance weight of each aspect (i.e., evaluation criterion). Specifically, we model users’ selection interests as an $Q$-dimensional parameter vector $\theta = (\theta_1, \ldots, \theta_Q) \ (\theta_q \geq 0, \sum_r \theta_q = 1)$, where $Q$ is the same as the number of evaluation criteria. This $\theta$ determines a probability distribution that models how much the user focuses on each evaluation criterion, as will be described in the next section. Let us consider each browsing behavior for one decision making as a session, and users’ selection interests are constant in each session for simplicity.

2.6 Generative Process of Gaze Behavior

We model a process of content browsing as follows. During session $s \in S$, a user is assumed to have an interest modeled by $\theta(s)$, and the user first decides aspect-of-focus $c_t \in C$ at each time $t$, where $c_t$ is determined according to the probability
distribution \( P(c_t = C_q|s) = \theta_q(s) \). Note that, we assume \( \theta(s) \) does not change during \( s \) for simplicity. Then, attribute-of-focus \( v_t \) is determined according to the probability distribution \( P(v_t|c_t = C_q; p_q) \) based on multinomial parameter \( p_q \), which represents a degree of association between attribute values and aspects. Finally, region \( r_t \in R \) is looked at depending on displayed item with the attribute-of-focus \( v_t \).

In this study, not only the gaze targets itself but also attribute values of focus are utilized to observations of the model in order to take several factors into consideration as will described in Section 2.6.1. Particularly, in Chapter 4, the observations are attributes-of-focus, which are attribute values on which users specifically focus at a specific moment to directly take attribute values of focus into account. In Chapter 5, the observation is the regions that the gaze target allocates to take the effect of the spatial layout into account. Therefore, in this chapter, an observation at time \( t \) in session \( s \) is denoted as \( o_t^s \) and a set of observations are denoted as \( \mathcal{O} = \{ \{o_t^s\}_t \}_s \). Note that, the probability of an observation \( o_t \) is generated from an aspect-of-focus \( c_t \) is described as \( P(o_t|c_t = C_q; p_q) \) for simplicity although this probability is conditioned by not only the multinomial parameter of aspects but also the knowledge base of the content and the effect of layout when the gaze targets are considered as the observation.

Here, we assume that the relation between aspects and attribute values does not depend on a session. Then, the joint probability of an observation and aspect-of-focus for given session \( s \) is derived as follows:

\[
P(o_t^s, c_t = C_q|s; p_q) = \theta_q(s).
\]  

Hence, the probability of observation \( o_t^s \) is given by

\[
P(o_t^s|s; \{p_q\}) = \sum_{q=1}^{Q} P(o_t^s, C_q|s; p_q)
\]

\[
= \sum_{q=1}^{Q} P(o_t^s|C_q; p_q)\theta_q(s)
\]  

by marginalization over \( C \) in Equation (2.1). As a result, the probability of the sequence of observations in session \( s \), \( \{o_t^s\}_t \), is derived as

\[
P(\{o_t^s\}_t|s) = \prod_{t=1}^{T_e} P(o_t^s|s; \{p_q\}) = \prod_{t=1}^{T_e} \left\{ \sum_{q=1}^{Q} P(o_t^s|C_q; p_q)\theta_q(s) \right\}.
\]
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Figure 2.5: Graphical model of the pLSA and the proposed model

Figure 2.5 shows a relationship between the pLSA and the proposed model. Similar to topic learning in the topic models, the proposed model can learn aspects as the degree of association with attribute values.

2.6.1 Observation model

As mentioned in the previous section, this study deals with two kinds of observations to take different factors into account. This section represents observations of the gaze behavior model.

Gaze behavior segmentation

At first, we describe how to analyze users’ gaze behavior. As we mentioned in Section 1.4, users’ eye movements are observed as the 2-D points on a screen, and several kinds of annotations of eye movements are utilized to eye movements analysis such as sampling rate based analysis [Eivazi and Bednarik, 2011, Bednarik et al., 2012, Sugano et al., 2013] or AOI based analysis [Nakano and Ishii, 2010, Kübler et al., 2014]. Although duration length of gaze targets convey information, in this study, we specifically focus on the actions that users change browsed target and utilize AOI based analysis. This is because if several browsed target commonly satisfies a feature even when users change browsed target, the common features can be considered as the basis of users’ comparison behavior. That is, the common features in users browsing behavior can be considered as evaluation criterion of the decision making.

For the AOI based analysis, we first annotate item regions on the content and map point of gaze into the gaze targets, and then define time \( t \) based on the transition of gaze targets. When users’ gaze targets are determined, the region where gaze stayed below a threshold (under 100ms) are eliminated because users’ fixation duration length to obtain information of targets is more than 100ms [Rayner, 1998] and shorter intervals of gaze are considered as measurement noise or temporarily passed region when the user changes gaze targets.
This sequence of gaze target is utilized to original gaze behavior in this study and we refer to the distribution of gaze targets in the sequence as *gaze distribution*.

**Attribute values of focus**

Attribute values on which users focus convey information of users’ choice behavior [Ball, 1997, Pfeiffer et al., 2015]. For example, Ball [Ball, 1997] revealed that users’ decision strategy could be estimated from the multi-step of transitions in the item-attribute matrix. As such, if users’ attribute values of focus can be traced, users’ aspect of focus (i.e., evaluation criteria) behind users’ gaze behavior may be determined. Therefore, our approach is to adopt attribute values of focus as the observations of the gaze behavior model to obtain aspects from users’ gaze behavior. However, attribute values on which users focus are not always directly observable because not all attributes are not displayed or the accuracy of eye tracking is low. To overcome the difficulty, we introduce a comparison behavior detection approach in Chapter 3, and apply the attribute-of-focus (i.e., detected attribute values of focus) to the observations of the gaze behavior model in Chapter 4.

**Gaze target region**

Users’ eye movements are affected both users’ internal state and external factor as mentioned in Section . That is, users’ gaze target is determined by these both factors and therefore distinguishing these two effects are needed to trace users’ selection interests. In particular, we specifically focus on the effect of absolute positions in the content (i.e., center bias [Judd et al., 2009, Borji, 2012]). To take external factors into account, in Chapter 5, not gaze targets but the regions that display gaze targets are dealt with observations of the model.

### 2.7 Estimation of Model Parameters

In this section, we describe how to estimate model parameters shown in Figure 2.31.

The parameters to be estimated are the interests in each session, \( \theta(s) \), and the multinomial parameters that represent the degree of association between aspects and attribute values, \( \{ p_q \} \). That is, we estimate aspects themselves in the learning phase so that they represent training data well.
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Here, the probability of the sequence of the observations in session $s$ is given by Equation (2.3). Therefore, the probability of the set of observations $O$ is given by

$$P(O) = \prod_{s=1}^{S} \prod_{t=1}^{T_s} \sum_{q=1}^{Q} P(o^s_t | C_q; p_q) \theta_q(s)$$  \hspace{1cm} (2.4)

In this thesis, we learn every parameter by solving optimize problem:

$$\max_{(\theta(s)), \{p_q\}_q} \sum_{s=1}^{S} \sum_{t=1}^{T_s} \log \left( \sum_{q=1}^{Q} P(o^s_t | C_q; p_q) \theta_q(s) \right)$$

subject to

$$\sum_{q} \theta_q(s) = 1 \forall s$$

$$\sum_{k} p_{q,k} = 1 \forall q.$$  \hspace{1cm} (2.5)

2.7.1 Learning Aspects (Figure 2.4 (a))

When we solve the optimization problem (Equation (2.5)) to learn aspects, input and output parameters of the algorithm are as follows:

**Input parameters** $O$ (the set of observations)

**Output parameters** $\{p_q\}$ (the degree of association between aspects and attribute values), $\theta(s)$ (selection interests in each session)

To learn these parameters, we use the EM algorithm [Dempster et al., 1977] that repeats the following E-step and M-step until log-likelihood $L$ converges. We give random values that satisfy constraint equations as initial values.

**E-step** computes posterior probabilities of latent variables, $\{P(C_q | s, o^s_t)\}_{s,t,q}$ under current parameters.

**M-step** updates parameters $\{p_q\}$ and $\{\theta(s)\}$ to maximize the log-likelihood under the obtained probabilities in E-step.

2.7.2 Estimating Selection Interests (Figure 2.4 (b))

When we estimate interests $\theta(\hat{s})$ of new session $\hat{s}$, the parameters are as follows:

**Input parameters** $\{p_q\}$ (the degree of association between aspects and attribute values), $\{o^\hat{s}_t\}$ (the sequence of observations of the new session)
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**Output parameters** $\theta(\hat{s})$ (selection interests of the new session)

We also use the EM algorithm to learn the parameters. Note that, in contrast to learning aspects, we maximize only $\theta(\hat{s})$.

### 2.7.3 Predicting of Observation (Figure 2.4 (c))

When we predict an observation of this generative model from learned aspects and estimated selection interests, the parameters are as follows:

**Input parameters** \{ $p_q$ \} (the degree of association between aspects and attribute values), $\theta(s)$ (selection interests of the session)

**Output parameters** \{ $P(o|s)$ \} (probability that observation is generated)

These parameters are derived by Equation (2.2).

### 2.8 Extension of the Propose Model

In this chapter, we introduce the gaze behavior model based on the pLSA. Here, one possible extension to the model is to take a prior distribution of users’ selection interests. Probability of $\theta$ is considered instead of the point-estimation of the $\theta$, and the prior of the probability distribution $P(\theta)$ is modeled. LDA [Blei et al., 2003] is an extension of the pLSA by introducing Dirichlet distribution as a prior distribution of the topics. This extension enables us to represent users’ selection interests with its ambiguity by a parameter of the distribution. In Chapter 6, we introduce a Dirichlet distribution to the model as a prior distribution and propose an approach to trace temporal changes of users’ selection interests with its ambiguity.
Chapter 3

Multiscale Exact Test: Comparison Behavior Detection using Statistical Testing

3.1 Introduction

Evaluation criteria on which users focus gives a clue to assist users’ decision making similar to the laddering [Reynolds and Gutman, 1988]. However, users sometimes only have a fuzzy understanding of their selection interests and cannot tell assistants about their evaluation criterion of focus. Therefore, users’ evaluation criteria of focus estimation is a key technique to decision support. To do that, users’ comparison behavior is essential as mentioned in Section 1.5. Specifically, this study focuses on users’ gaze behavior because users’ comparison behavior can be observed as the sequence of gaze targets.

From preliminary experiments, there are two observations:

- Users do not always compare several items and sometimes just browse content to obtain information on the displayed items.
- Users do not always take account of all attribute types of items but focus on some of them, and that attribute types of focus can change dynamically.

These observations indicate that users selectively switch their attention within an attention resource, a limited capacity of resources for attention. That is, both “when” the user compares needs to be identified and “which attribute types/values” of items reflect users’ interests needs to be detected. We here in-
introduce a two-step approach to detect users’ comparison behavior named Multiscale Exact Test (MSET). At first, by modeling a users’ neutral browsing behavior, a hypothesis statistical test is adopted to identify users’ biased gaze behavior. Then, comparing the histogram of gaze targets in the detected periods and neutral browsing model enable us to detect attribute values on which users’ specifically focus, we refer to as attribute-of-focus.

The contribution of this chapter is as follows: We propose a multiscale comparison detection approach to identify users’ attribute-of-focus while users browse multi-attribute content by detecting the bias of users’ gaze behavior with its scale by the statistical test.

3.2 The Concept of the Multiscale Exact Test

As introduced in Section 3.1, to take account of users’ attribute-of-focus while browsing multi-attribute content is crucial to obtain evaluation criteria. In this section, we propose an attribute-of-focus detection method from users’ gaze behavior. The detected attribute-of-focus are used as inputs of the learning method of evaluation criteria described in Chapter 4.

To discover users’ attribute-of-focus, we need to address (1) how to perform short-term analysis for attribute-of-focus detection and (2) how to determine the analysis window size. The reason why we need to deal with (1) is as follows. As mentioned in Section 3.1, users do not always compare items, and the users’ comparison behavior can be observed temporarily. Moreover, even if the user focuses on certain evaluation criteria, the users’ attribute-of-focus can be changed dynamically. For example, if a user focuses on “healthy” food, the attribute value of focus can change from “vegetable” to “green color.” Therefore, to trace the change of users’ attribute-of-focus, a short-term analysis for gaze behavior needs to be applied. Counting how many times each attribute value is looked at is not enough because the difference of the number of items having the same attribute value in the content is not taken into account. For example, if a catalog content contains five items and four of five are “green,” the number of times a user looks at “green” items increases even if the user does not focus on any colors. Also, for (2), how long users pay attention to an attribute-of-focus depends on users and situations, and the appropriate analysis window size can be different. Therefore, to determine the analysis window size in a top-down manner is difficult.

To address these issues, we focus on a bias of users’ gaze behavior in a short-
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Figure 3.1: An example of detected attribute-of-focus. Each row shows an attribute value. Each column shows one attribute-value vector of browsed target, and white color denotes an item has that attribute value. (a) shows an original attribute-value sequence, (b) shows a sequence of attribute-of-focus detected by MSET.

term window. When a user takes an interest in specific evaluation criteria, the user tends to browse items that match certain evaluation criteria, and the users’ gaze behavior has some bias. Our approach is to detect that bias from neutral browsing by a framework of the hypothesis test. Modeling neutral browsing with a simple probabilistic model and using “the user is browsing in a neutral manner in the time window” as the null hypothesis, the bias can be detected as a $p$-value (i.e., the probability that the observed behavior within a window obeys the neutral browsing model). To cope with the small sample size in a short-term window, we adopt an “exact test,” which can be applied to different scales of windows including sizes with a few samples. As a result, the proposed method can be seen as a multi-scale analysis, and biases of users’ gaze behavior are identified together with those window sizes. By observing the count of attribute values in the identified window, the attribute values on which the user focuses are also detected. Figure 3.1 shows an example of attribute-of-focus detection. (a) shows the original gaze behavior, i.e., the sequence of attribute values, and (b) shows the sequence of attribute-of-focus detected by the MSET. As shown in Figure 3.1, the MSET highlights the attribute values on which the user focuses.

In this chapter, attribute-of-focus are detected independently for each of attribute types in contrast to all attribute values are uniformly considered as observation in the previous chapter. Therefore, we redefine a notation of attribute
values. A set of possible values of the $m$-th attribute type is denoted as $\{V_k^{(m)}\}_{k=1}^{K_m}$. By using attribute values, an item $I_n \in \mathcal{I}$ can be corresponded to an attribute-value vector $V_{I_n}^{(m)} = (v_{I_n,1}^{(m)}, \ldots, v_{I_n,K_m}^{(m)})^\top$, where the value of $v_{I_n,k}^{(m)}$ is 1 when item $I_n$ has attribute value $V_k^{(m)}$ and is 0 otherwise.

Let us denote users’ attribute-of-focus of attribute type $m$ at time $t$ in a vector form as $f_t^{(m)} = (f_{t,1}^{(m)}, \ldots, f_{t,K_m}^{(m)})^\top$. If the user focuses on an attribute value $V_k^{(m)}$ at time $t$, $f_{t,k}^{(m)}$ is 1 and otherwise 0. Evaluation criteria are related to attribute values across several attribute types (e.g., “vegetable” and “green color”). However, the variations of combinations of attribute values become significant when the number of attribute types is large. To avoid the combinatorial complexity and keep the algorithm tractable, the proposed test is independently applied to each attribute type. That is, users’ attribute-of-focus of each attribute type are first detected, and then the attribute-of-focus of all attribute types are obtained by merging those results. Therefore, in this section, we omit $(m)$ that indicates attribute type $m$ for simplicity.

We first model users’ neutral browsing behavior by a multinomial distribution of observed attribute values. The multinomial parameter is given by a vector $p$ for each attribute type. The $k$-th element of $p$ denotes the probability that how likely the attribute value $V_k$ is looked at under neutral browsing. Suppose we have gaze information as a sequence of 2-D points on displayed content. First, we obtain the sequence of gaze targets $t_1, \ldots, t_T$ from the sequence of gaze points. Note that, we define time $t$ not by fixed-rate sampling used in eye-movement measurement but on the basis of the transition of gaze targets (i.e., $i_{t-1} \neq i_t$) because we specifically focus on users’ comparison behavior. Then, we convert this sequence of gaze targets into a sequence of attribute values by referring to the attribute-value vector of each item $i_t$. As a result, we obtain a sequence of attribute-value vectors (attribute-value sequence) $\{V_i\}_t = \{V_{i_1}, \ldots, V_{i_T}\}$. Here, suppose an attribute-value sequence of length $l$ are observed and a frequency distribution of observed attribute values in the sequence in the window is calculated. Let us denote the observed frequency in a vector form $x_l$, whose elements are sum to $l$ (we will describe following sections in detail). We simply refer to $x_l$ as gaze-attribution distribution. Then, we assume that $x_l$ in neutral browsing follows a probability distribution function $g(x_l; l, p)$. That is, users’ distinctive browsing behavior is identified by a $p$-value, which is the probability that the gaze-attribute distribution $x_l$ or more biased distribution occurs in the window occurs under the assumption of neutral browsing. Note that a function $g$ represents a distribution
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of gaze-attribute distributions, and the small $p$-value means that the gaze behavior in the window is biased.

Let us consider two kinds of attributes: categorical attributes and ordinal attributes. In terms of the categorical attributes, a user may focus on each attribute value; for example, a user takes interests in “red” or “green” for a color. In contrast, regarding the ordinal attributes, a user may focus not on each attribute value but on a threshold of attribute values; for example, a user is concerned with a price “under $15.” We first introduce the MSET for categorical attributes in Section 3.3.1 and then explain the MSET for ordinal attributes in Section 3.3.2 as an extension to the case of categorical attributes.

3.3 Multiscale Exact Test

3.3.1 In Case of Categorical Attributes

If an attribute type is categorical, each attribute value can be considered independently. In this case, distinctive browsing behavior is detected through the deviation from a multinomial distribution.

Modeling neutral browsing behavior Neutral browsing is defined as the users’ browsing behavior when they are not focused on any specific criterion. We simply assume that users browse catalog content uniformly when they are in neutral browsing. The model parameter $p = (p_1, \ldots, p_K)$ is calculated as follows, where $p_k$ denotes how likely the attribute value $V_k$ is to be looked at. Given a catalog content that contains $N_k$ items having the $k$-th attribute value $V_k$, the $k$-th element of the multinomial parameter is derived as $p_k = N_k / N$.

MSET for categorical attributes We utilize the exact multinomial test to detect users’ distinctive browsing behavior for categorical attributes by given significance level for the test. To determine appropriate window sizes for the analysis, we apply the exact multinomial test to multiple time scales (Figure 3.2). Assume that we have an attribute-value sequence of length $l$ and that the $k$-th attribute value exists $x_k$ times in the sequence ($k = 1, \ldots, K$). The probability of gaze-attribute distribution $x_l = (x_1, \ldots, x_K)$ of a time window in neutral browsing
follows a multinomial distribution,

\[ g_m(x_i; l, p) = l! \prod_{k=1}^{K} \frac{p_k^{x_k}}{x_k!} \]  

(3.1)

where \( p \) is the multinomial parameter defined in the previous paragraph.

Let \( \{ V_{i,t'} \}_{t'=l-l+1} \) be a subsequence of an attribute-value sequence \( \{ V_i \}_t \), where \( 1 \leq t' \leq T \), and \( l \) \((1 \leq l \leq 10)\) is the window size. The gaze-attribute distribution \( x_{(l,t)} \) is calculated for each subsequence (Figure 3.2, Step 1), where an additional subscript \( t \) is added to specify the position of the window. Then, distinctive windows can be identified by comparing the \( p \)-value to the significance level (Figure 3.2, Step 2). Here, the number of observation we assume is small (i.e., 10 or less); therefore, not Pearson’s chi-squared test but the exact multinomial test.
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is applied. In contrast to the chi-squared test, which uses the approximation of the distribution assuming large sample size, the exact multinomial test directly calculates the \( p \)-value of observations using the original multinomial distribution:

\[
P_{(l,t)} = \sum_{\hat{x} \in g_m(x;l,p)} g_m(\hat{x};l,p),
\]

where the sum ranges over all outcomes as likely as, or less likely than, that observed. The MSET identifies “when” and “how long” the user’s gaze behavior is biased (i.e., time \( t \) and scale \( l \)) as shown in the left-bottom in Figure 3.2. This identification means that the users focus on some attribute values in \( t - l \leq t' \leq t \).

The MSET detects the users’ attribute-of-focus for each identified biased periods. Attribute-of-focus at time \( t \), \( f_t \), are determined by comparing a relative frequency of attribute values to the multinomial parameter. Specifically, if the relative frequency of the \( k \)-th attribute value \( x_k/l \) is higher than the multinomial parameter \( p_k \), the attribute value \( V_k \) is regarded as a part of the set of attribute values of focus (i.e., \( f_t,k = 1 \)) (Figure 3.2, Step 3).

Since the same \( t \) can be included in several windows (subsequences), multiple attribute-of-focus \( f_{t,w} \) can be detected for time \( t \), where the additional subscript \( w \) is an index of a window. Here, let \( V^f_{t,w} = \{ V_k | f_{t,k} = 1 \} \) be a set-form of attribute-of-focus \( f_{t,w} \) obtained from window \( w \). We consider \( V^f_t = \bigcup_w V^f_{t,w} \) as the obtained attribute-of-focus at time \( t \) (we also use the corresponding vector-form \( f_t \) for the result).

3.3.2 In Case of Ordinal Attributes

In contrast to categorical attributes, people often concern a range of values for ordinal attributes (e.g., price is less than $10). For this reason, it is better not to consider each attribute value independently but to divide the values into groups. To simply deal with ranges of values, we here assume that users have some threshold to divide attribute values into two groups and that the user focuses on one of those two groups. Under this assumption, we model users’ gaze behavior by binomial distribution and utilized the exact binomial test to detect users’ distinctive browsing behavior for ordinal attributes.

To determine a set of attribute values of focus, the binomial test is first applied to several thresholds. In this paper, all attribute values \( V_k \) \( (k = 1, \ldots, K - 1) \) are chosen for possible thresholds.
We prepare a binomial distribution for each threshold $V_k$ with the model parameter $p_k = N_k / N$, where $N_k$ is the number of items whose attribute value is higher than $V_k$. The $p_k$ is the parameter describing how likely items having an attribute value higher than $V_k$ are looked at under neutral browsing.

**Modeling neutral browsing behavior**

We prepare a binomial distribution for each threshold $V_k$ with the model parameter $p_k = N_k / N$, where $N_k$ is the number of items whose attribute value is higher than $V_k$. The $p_k$ is the parameter describing how likely items having an attribute value higher than $V_k$ are looked at under neutral browsing.

Figure 3.3: Proposed flow of the MSET to detect attribute-of-focus for ordinal attributes. Different color in attribute-of-focus denotes different attribute value.
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MSET for ordinal attributes In contrast to categorical attributes, we model users’ gaze behavior by binomial distributions with different thresholds and utilize the exact binomial test for each of multiple window sizes. Assume we have an attribute-value sequence of length \( l \), and the attribute values over threshold \( V_k \) exist \( x_k \) times in the sequence. The probability of gaze-attribute distribution \( x_k^l = (l - x_k, x_k) \) of a time window in neutral browsing follows a binomial distribution,

\[
g_b(x_k^l; l, p_k) = \frac{l!}{x_k!(l - x_k)!} p_k^{x_k} (1 - p_k)^{l - x_k},
\]

where \( p_k \) is a binomial parameter defined in the previous paragraph.

Similar to Section 3.3.1, we apply an exact test to each subsequence \( \{V_{t'}\}_{t'=t-l+1}^t \) of an attribute-value sequence. In the case of the ordinal attributes, \( p \)-value is calculated for each threshold \( V_k \) (Figure 3.3, Step 2) using

\[
P_{(l,t,k)} = \sum_{\hat{x}: g_b(\hat{x}; l, p_k) \leq g_b(x_k^l; l, p_k)} g_b(\hat{x}; l, p_k).
\]

The MSET also detects attribute-of-focus in each identified period by relative frequencies of attribute values similar to the categorical-attribute cases. If the relative frequency \( x_k/l \) is higher than the binomial parameter \( p_k \), then the attribute values higher than \( V_k \) are regarded as attribute values of focus, i.e., \( f_{t,k'} = 1 \) \( (k' > k) \) (Figure 3.3, Step 3). On the other hand, if relative frequency distribution, \( 1 - x_k/l \), is higher than \( 1 - p_k \), the attribute values under or equal to the threshold \( V_k \) are regarded as attribute values of focus, i.e., \( f_{t,k'} = 1 \) \( (k' \leq k) \). Since the same \( t \) can be included in several windows, similar to the categorical-attribute cases, we take a union of multiple attribute-of-focus detected from all windows that include time \( t \). Note that this union is obtained from each of thresholds \( V_k, k = 1, \ldots, K - 1 \). Therefore, we denote the union as \( \mathcal{V}_{t,k}^f \).

To merge the attribute-of-focus \( \mathcal{V}_{t,k}^f \) \( (k = 1, \ldots, K - 1) \) denoted with different thresholds, we take \( \mathcal{V}_t^f = \cap_k \mathcal{V}_{t,k}^f \) so that the range of values becomes the narrowest (Figure 3.3, Step 4). This is because this test may detect a larger range of values as an attribute-of-focus (e.g., when the user focuses on only under $5, the test detects not only under $5 but also under $10 as attribute values of focus).
3.4 Evaluation

We evaluated the proposed approach in terms of “When users are given a specific selection interests, how well attribute-of-focus are detected from the users’ gaze behavior correspond to the given tasks?” Two types of data were used for the evaluation: toy data and actual gaze data collected from eye tracking. Toy data was used to verify the concept of the proposed framework using ground truth data explicitly.

3.4.1 Toy Data

To prepare toy data, we simulated the following content and evaluation criteria. A content consisting of eight items was randomly generated for each session, where each item had three attribute types \( \{X, Y, Z\} \) and each content satisfied the conditions described below. The proposed method was verified using two types of attributes: categorical and ordinal attributes.

Here, attribute type \( X \) was categorical attribute whose values were \( \{a, b, c, d\} \), and attribute types \( Y \) and \( Z \) were ordinal attributes whose values were both \( \{1, 2, 3, 4\} \). Two of eight items had the same attribute value for each of three types in a content (i.e., the number of items having a certain attribute value was equally set to two) so that the number of attribute values was not biased. With this content, four evaluation criteria \( C_q (q = 1, 2, 3, 4) \) were prepared. Each evaluation criterion \( C_q \) was given as a set of attribute values \( V_{qc} \) such as “the value of attribute type \( X \) is \( a \) and the value of attribute type \( Y \) is higher than 2.” Here, the multinomial parameter of evaluation criterion \( p_q \) introduced in Chapter 2 was set uniformly for attribute values in evaluation criteria (i.e., \( p_{q,k} = 1/|V_{qc}| \) if \( V_k \in V_{qc} \), and 0 otherwise, where \( |\cdot| \) is the cardinality of the set).

Two phases, a neutral browsing phase and a focused browsing phase, were prepared to verify whether the MSET could identify the focused phases and detect attribute-of-focus from those focused phases. Therefore, we simulated the situation where these two phases occurred alternately during users’ browsing behavior. The duration length of neutral browsing and focused browsing phases were set to 20 and 10, respectively, to verify the applicability of the MSET for short sequences.

In the neutral browsing phase, the probabilities of items being looked at were set to be uniform in accordance with the neutral-browsing model described in
Section 3.3. In contrast, users’ browsing behavior in the focused browsing phases was generated based on the proposed model described in Chapter 2 as follows. The simulated user was first given a selection interest \( \theta \) so that the user always focuses only one evaluation criterion as a task (i.e., \( P(c_t = C_q) = 1 \) for a specific evaluation criterion \( C_q \) and 0 otherwise). Then, attribute-of-focus at time \( t \) was given as a subset of an evaluation criterion \( V_{c_q}^f \) (i.e., \( V_{c_q}^f \subset V_{c_q}^c \)) in order to prepare a sequence of attribute-of-focus, \( \{ f_t \}_t \), for training data. Here, the number of attribute values \( |V_{c_q}^f| \) is as many as or slightly less than \( |V_{c_q}^c| \). For example, when the evaluation criterion was “the value of attribute type \( X \) is \( a \) and the value of attribute type \( Y \) is more than \( 2 \),” attribute-of-focus at time \( t \) was given as “the value of attribute type \( X \) is \( a \) and the value of attribute type \( Y \) is \( 4 \).” Under given attribute-of-focus, the probabilities of items being looked at were set according to the number of attribute values of items that match the attribute-of-focus. We generated five sessions for each evaluation criterion, i.e., we had \( 5 \times 4 = 20 \) sessions.

### 3.4.2 Results on Toy Data

An example of calculated \( p \)-values and the detected attribute-of-focus by the MSET on the toy data are shown in Figure 3.4 (a) and (b), respectively. Figure 3.4 (b) shows that the proposed multiscale detection method can detect distinctive periods with an attribute-of-focus in that period. The significance level was set to 1% to determine attribute-of-focus. In this example session, the specified evaluation criterion was “the value of attribute type \( X \) is \( b \), and the value of attribute type \( Z \) is more than \( 2 \).” These results show that value \( b \) of attribute \( X \) and values 3, 4 of attribute \( Z \) were successfully detected in focused browsing periods (gray periods in Figure 3.4). However, the MSET did not fully detect all attribute values specified by evaluation criterion. This was because the simulated user did not always focus on all attribute values in an evaluation criterion, but focused on a part of the evaluation criterion as an attribute-of-focus (i.e., simulated user sometimes did not focus on value 3 of \( Z \)).

To confirm the accuracy of the detection results of participants’ comparison behavior by MSET more quantitatively, similarities between detected attribute-of-focus and task related attributes are shown in Figure 3.5. In these results, the similarities were defined by cosine similarities:

\[
\text{Sim}(f, \hat{f}) = \cos(f, \hat{f}),
\]
Figure 3.4: An example of the results of the MSET on toy data: (a) $p$-values and (b) identified distinctive browsing period and detected attribute-of-focus. Each figure of (a) shows when and how long distinctive browsing occurs. Since attribute type $Y$ and $Z$ are ordinal attributes, three figures of $p$-values are shown for three thresholds. Each figure of (b) corresponds to each attribute type, and different colors indicate different attribute values. White and gray periods show neutral browsing phase and focused browsing phases, respectively.
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Figure 3.5: Similarities between detected attribute of focus and task related attribute values

where \( f \) denotes a detected attribute-of-focus and \( \hat{f} \) denotes a vector-form of task-related attribute values of the given task. Here, all detected attribute-of-focus were regarded as the attribute values on which the participant focuses, that is, \( f_k = \sum_t f_{k,t} \). The purpose of the MSET is to detect users’ comparison behavior, three baseline method were prepared: *All, Top, Comparison*.

**All** attribute values of focus are determined by the gaze-attribute distributions of whole sequence, \( f_k = \sum_t v_{i,t} \).

**Top** attribute values of focus are determined by the attribute values of the most browsed items by the participant, \( f = V_{l_{top}} \).

**Comparison** attribute values of focus are determined by the attribute values that commonly held by the most browsed and the second most browsed items by the participant, \( f_k = f_{k,l_{top}}f_{k,l_{top2}} \).

The difference between the MSET and these baseline methods were enough significant \( (p < .01) \). These results show that by the MSET successfully detects users’ comparison behavior with its attribute values of focus.

3.4.3 Actual Gaze

We conducted an experiment to evaluate the proposed method with actual gaze data obtained from the cooperation of 37 participants (18 males and 19 females,
university students, ranging from age 19 to 34, mean and standard deviation of age were 22.3 and 2.9, respectively).

**Experimental Design**

In the experiments, participants were asked to select one item (PC, laptop computer) from 12 displayed items on a screen (see Figure 3.6), and an eye tracker \(^1\) under the display was used to measure participants’ eye movements. Each item had five attribute types: *price*, *screen size*, *CPU score*, *memory capacity*, and *weight*. All attribute types were ordinal, and each attribute type could take three attribute values, respectively. A content for each session was prepared so that four out of 12 items had the same attribute value for each of five types in each content. We gave participants tasks that specified requirements of “situations” and “purpose” for each session; for example, “Please assume that you will use your primary PC at home to watch movies or to play games. Which PC do you think is best for that situation?” By giving tasks, we assumed that the participants’ selection interests were constant during decision making. Common three tasks were prepared and used for all participant. Each participant conducted three sessions corresponding to the three tasks, where the order of the tasks was randomized. Therefore, these three tasks were considered to be the evaluation criteria. These requirements were not explicit constraints but were implicitly related to several attribute values. For instance, a PC for playing games or watching movies required “a high CPU score and large memory capacity.” We refer to these values as *task-related attribute values*. Table 3.1 summarizes three requirements given as tasks and task-

---

\(^1\)Tobii X120 Eye Tracker: Freedom of head movement is \(300 \times 220 \times 300\) mm, sampling rate is 60 Hz, and accuracy is 0.5 degrees.
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Table 3.1: Given tasks and attribute values expected to be related to the tasks

<table>
<thead>
<tr>
<th>Given situation</th>
<th>Purpose of selection</th>
<th>Task-related attribute values</th>
</tr>
</thead>
<tbody>
<tr>
<td>To use at home</td>
<td>To play games</td>
<td>High CPU score $V_3^{(CPU)}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Large memory capacity $V_3^{(mem)}$</td>
</tr>
<tr>
<td>To carry outside</td>
<td>To take a note</td>
<td>Small screen size $V_1^{(siz)}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Right weight $V_1^{(wei)}$</td>
</tr>
<tr>
<td>To buy with low cost</td>
<td>To see web pages</td>
<td>High CPU score $V_3^{(CPU)}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Low price $V_1^{(pri)}$</td>
</tr>
</tbody>
</table>

Figure 3.7: Points used for the calibration of the eye tracker. This figure expresses only where these points are located, and size is exaggerated.

The related attribute values of each of the tasks. Therefore, letting $V_{rq}^{c}$ ($r = 1, 2, 3$) be the set of task-related attribute values of task $r$, we considered $V_{rq}^{c}$ as the grand truth of the aspect learning. To elicit participants’ comparison behavior, we set the number of items that fulfill each evaluation criterion $V_{rq}^{c}$ in each session as two so that participants could not uniquely decide on one item on the basis of a given task.

To decrease the influence of the spatial layout, we randomized the position in the content. In this experiment, the number of sessions we obtained were 37 (participants) × 3 (tasks) = 111 (total sessions).

Procedure

Each participant was first asked to sit facing the display and to position their face to be aligned with the chin rest (Figure 3.6). The eye tracker was then calibrated for each participant. After the calibration, we explained the content and proce-
The experimental procedure of each session consisted of the followings four steps.

**Step 1** Participants were explained a task.

**Step 2** The accuracy of eye tracker’s calibrated parameter was confirmed.

**Step 3** Contents were displayed, and the participants were asked to choose items.

**Step 4** After participants chose an item, we asked them which PC they had chosen.

Calibration before Step 1, and calibration conformation in Step 2, as shown in Figure 3.7, five points (depicted by red points) on the display were used to calibrate the eye tracker. Then, the other four points (depicted yellow points in Figure 3.7) on the display were used to measure calibration error. If this error was over a threshold, we retried the calibration until the error was under the threshold.

The purpose of this study is modeling gaze behavior while user compares and explores displayed items. However, when we human browse a content and make a choice from it, most of us glance at it and try to grasp what items exist and where they are located as discussed in Section 1.2.5. Hence, we try to decrease the effect of this phase, what we refer to as the glimpse phase, so that we can observe eye gaze patterns more related to the comparison and exploration of displayed items. For instance, Hirayama et al. [Hirayama et al., 2010] took an approach that all articles are displayed at few seconds intervals in turns before measurement of gaze data for analysis. Therefore, in Step 3, to explicitly distinguish users’ glimpse phase from comparison behavior in decision making [Russo and Leclerc, 1994, Shi et al., 2013], we followed their approach. That is, all items were displayed at intervals of three seconds in turn before the measurement of gaze data for analysis. Since we did not limit decision time, participants browsed content and compared items before deciding on one item.

### 3.4.4 Results on Gaze Data

We first investigate the basic properties of the decision-making sessions such as the duration length and summarize some statistics found from the results of the MSET to better understand the browsing behavior seen in the experiments.
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Figure 3.8: (a) Histogram of session duration length. The mean of duration length was 33.3 seconds and the median was 25.6 seconds. (b) Histogram of the number of gaze target transitions in each session. The mean number of times was 37.8, and the median was 33.

Figure 3.9: (a) Histogram of the ratio of focused browsing phase in each session detected by the MSET. The mean of the ratio was 64.9%, and the median was 69.4%. Note that these durations were not actual sampling times but were based on the number of times targets were looked at in a session. (b) Histogram of the number of attribute values of focus in attribute-of-focus detected by the MSET for all session. The mean number of focused value was 1.59, and the median was 2.

Figure 3.8 (a) and (b) shows the histograms of session duration length and the number of gaze-target transitions in each session, respectively. From these figures, we can see that the participants’ comparison in several sessions were short. One of possible reasons is that they did not need a time for comparison due to the procedure of the experiments. That is, because we gave a specific task for each
session and explicitly distinguished screening phase, the participants might have almost decided items during screening phase.

Figure 3.9 (a) shows the ratio of the total length of focused browsing phases detected by the MSET. Note that the length was based on the number of times gaze-target transitions. This result indicates that participants did not always compare items and sometimes only examines several items to acquire information of the displayed content. In such situations, the participants’ browsing behavior might not reflect any evaluation criteria. Figure 3.9 (b) shows the histogram of the number of detected attribute values by the MSET. We can see that participants focused on one or two of 15 attribute values while browsing multi-attribute content. Those results show that participants’ attribute-of-focus could be observed temporarily (Figure 3.9 (a)) and attribute-of-focus is partial of attribute values of items (Figure 3.9 (b)).

An example result of calculated $p$-values and the detected attribute-of-focus from actual gaze data is shown in Figure 3.10. The significance level was set to 1%, similar to Section 3.4.2. The task was to select an item with higher CPU score, $V_3^{(CPU)}$, and larger memory capacity, $V_3^{(mem)}$. Here, the subscripts 3, denote the largest attribute values in each of types, i.e., CPU scores and memory capacity. In this session, we can see that the participant first focused on high CPU score and then compared items with high CPU score and large memory capacity.

To confirm the accuracy of the detection results of participants’ comparison behavior by MSET more quantitatively, similarities between detected attribute-of-focus and task related attributes are calculated same as toy data (see Figure 3.11). In these results, the similarities were calculated by cosine similarity by Equation (3.5). The difference between the MSET and these baseline methods were significant ($p$-values were $1.4 \times 10^{-2}, 2.9 \times 10^{-7}, 1.9 \times 10^{-7}$, respectively). These results show the MSET successfully detects participants’ attribute-of-focus.

3.5 Discussion

In this section, we discuss the limitations of the proposed framework.

Detection by the significance level The MSET identifies users’ comparison behavior by comparing $p$-value and the significance level. However, this identification ignores the degree of the bias of the users’ gaze behavior, and therefore the identification results depend on the significance level we sat. To address this is-
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![Figure 3.10: An example of the results of the MSET on gaze data: (a) $p$-values and (b) identified distinctive browsing period and detected attribute-of-focus. Each figure of (a) shows when and how long distinctive browsing occurred. Since all attributes are ordinal, two figures of $p$-values for two thresholds. Each figure of (b) corresponds to each attribute type.](image)

Focus on a range of ordinal attribute values  In the analysis of the MSET, ordinal attribute values are divided into two groups with one threshold, but this is not
appropriate when a user focuses on a middle range of attribute values. Although our approach can detect a middle range of users’ focus by taking an intersection of detection results (e.g., “more than $5” and “less than $20”), our approach is not designed to directly detect a middle range of attribute values as attribute-of-focus. One simple approach to overcome this limitation may be introducing two thresholds to divide attribute values. However, modeling all range of attribute values becomes a combinatorial problem.

**The effect of spatial layout** While we simply assume that users uniformly browse displayed items on a screen in the neutral browsing, the position of each item in the content may affect users’ gaze behavior (e.g., center bias [Borji, 2012]). Therefore, taking account of the effect of spatial layout to neutral browsing model is expected to increase the accuracy of the attribute-of-focus detection.
Chapter 4

Gaze Behavior Model with Attribute-of-Focus for Aspect Learning

4.1 Introduction

As mentioned in Chapter 2, constructing the state space of interests is one important issue to realize interactive assistance systems because effectiveness of interactive assistance depends on the state space. In this chapter, we propose an approach to obtain possible evaluation criteria from users’ comparison behavior because users’ comparison behavior reflects the users’ evaluation criteria. To address the issues that how can we obtain evaluation criteria by taking users’ comparison behavior into account, we propose a framework for obtaining evaluation criteria from gaze behavior by taking account of users’ focus on attribute values.

The proposed framework consists of two steps as shown in Figure 4.1. The first step highlights short-term biased segments during users’ content browsing using the MSET introduced in Chapter 3. Then, the results is used in the second step with the Aspect-Oriented Gaze-Behavior Model. In this chapter, we describe how to adopt gaze behavior model described in Chapter 2 to the MSET.

In our framework, the MSET first detects users’ attribute-of-focus for each attribute type from users’ gaze behavior (the left side of Figure 4.1). To obtain evaluation criteria after detecting users’ attribute-of-focus, we apply the aspect-oriented gaze-behavior model (the right side of Figure 4.1). Note that the proposed model has a hierarchical structure similar to the AHP (shown in Figure 2.3),
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Figure 4.1: Proposed flow of two-step approach to obtain evaluation criteria from users’ gaze behavior. The first step detects users’ attribute-of-focus, and the second step learns evaluation criteria from detected attribute-of-focuses.

where each aspect is described by the degree of association with each of attribute values.

The contribution of this chapter is as follows: We propose a novel framework of learning evaluation criteria in a bottom-up fashion by introducing a detection method of attribute-of-focus in order to take into account users’ dynamic focus change on attribute types and attribute values.

As described in Section 2.7.2, by using aspects learned from a large amount of users’ gaze data of comparison behavior, a user’s selection interests can be estimated from the user’s newly observed gaze data through probabilistic inference.

4.2 Approach for Learning Evaluation Criteria

With the representation of aspects, the goal of this chapter is to learn the degree of association between aspects (evaluation criteria) and attribute values from users’ attribute-of-focus. This learning phase is the second step of our framework (see
4.2. APPROACH FOR LEARNING EVALUATION CRITERIA

We apply topic models to gaze behavior in order to learn evaluation criteria as a form of aspect and propose an aspect-oriented gaze-behavior model in Chapter 2. Figure 4.2 shows the overview of the proposed model. Its top side shows the generative process of attribute-of-focus from selection interests. In our model, the sequence of attribute-of-focus \( \{ f_t \}_{t} \) is considered as a users’ gaze behavior, that is, the observation \( \mathcal{O} \) in Chapter 2 is the sequence of attribute-of-focus as described in Chapter 3. Corresponding to a document, we define a session that consists of a sequence of attribute-of-focus detected by the MSET during one decision making. Besides, by corresponding aspects of items to topics in the pLSA, the proposed gaze-behavior model has the similar structure of pLSA as shown in

---

**Figure 4.2: Graphical models of pLSA and proposed model**

**Figure 4.3: A probabilistic generative process of attribute-of-focus from users’ selection interests**

also Figure 4.1).
In contrast to the pLSA, which considers each word as an observation, the observation of our model at each time step is “attribute-of-focus” from user’s internal selection interest. Therefore, its observation model should be able to represent joint distribution of attribute values constituting attribute-of-focus. One possible approach for modeling such a multivariate joint probability is the use of a naive Bayes model consisting of multiple categorical distributions, where each of the distributions corresponds to each attribute type and expresses how likely each value of the type becomes attribute-of-focus. However, the use of a naive Bayes model is not appropriate here because, in many situations, users simultaneously focus on not all attribute types but only a part of them due to “attention resource” as discussed in Section 4.1. On the other hand, multiple attribute values can be detected as attribute-of-focus of a single attribute type using the MSET described in Chapter 3, and we want the model to express this multiplicity of focus as well.

To take both the partiality and multiplicity of users’ focus into account, we explicitly model users’ “attention resource” in our gaze-behavior model. Specifically, we first consider a multinomial distribution on “all the attribute values” as the observation model and introduce the number of attribute values of simultaneous focus, \( n_t \), as a parameter of the attention resource at time \( t \). Assuming the parameter \( n_t \) is given from the result of the MSET and used as the number of “trial of focus” at a time, we successfully represent users’ focus on partial attribute types and multiple attribute values. Note that the same attribute value does not appear more than once in our observation of attribute-of-focus, while the multinomial distribution also allows multiple observation of the same value up to \( n_t \). In spite of that, the approximation with multinomial distribution is still reasonable in our case since \( n_t \) is much smaller compared to the total number of attribute values (\( K \) is used for notation in the next subsection).

With this model, suppose the sequences of attribute-of-focus are observed, aspects can be learned by maximum likelihood parameter estimation of the probabilistic model. Once aspects are learned, users’ selection interests can also be estimated (the right side of Figure 4.3).

### 4.3 Formulations of the Content-Browsing Situation

We here formulate users’ internal states during content browsing by introducing additional notations to those used in Chapter 2 and Chapter 3. We redefine the
attribute-of-focus as \( f_t = (f_{t,1}, \ldots, f_{t,K})^\top \) and model the aspect as a multinomial parameter vector, whose number of elements is \( K \), for the convenience. Besides, by using the number of attribute values of focus \( n_t \) at time \( t \), introduced in the previous section, we assume that attribute values of focus, which is represented as an attribute-of-focus \( f_t \), is obey a multinomial probability distribution \( h(f_t; n_t, p) \), conditioned by \( n_t \) and a multinomial parameter of an aspect \( p \).

### 4.4 Generative Process of Attribute-of-Focus

The generative process of gaze behavior is modeled as follows (Figure 4.3). During session \( s \), a user is assumed to have a selection interest modeled by \( \theta(s) \) and first focuses on an aspect-of-focus at each time \( t \) based on users’ selection interest ((1) to (2) in Figure 4.3) similar to Chapter 2.

To take attribute-of-focus into consideration, the latter part of aspect model is extended from Chapter 2. We assume that the user turns attention to attribute values, represented as an attribute-of-focus \( f_t \), conditioned by the aspect-of-focus \( c_t \). When \( c_t \) is determined to be \( C_q \), \( f_t \) is assumed to obey the multinomial probability distribution \( P(f_t|c_t = C_q) = h(f_t; n_t, p) \) ((2) to (3) in Figure 4.3). Note that the function \( h \) is also conditioned by \( n_t \), the number of the attribute values of focus. In our framework, \( n_t \) is assumed to be given as the estimated number of attribute-of-focus by the MSET. \( h(f_t; n_t, p) \) is derived as

\[
    h(f_t; n_t, p) = n_t! \prod_{k=1}^{K} \frac{f_{t,k}!}{n_t! p_{q,k}^{f_{t,k}}} = n_t! \prod_{k=1}^{K} p_{q,k}^{f_{t,k}} \tag{4.1}
\]

where \( n_t = \sum_k f_{t,k} \). We assume that the user generates the sequence of attribute-of-focus by repeating these generative process for every time step in a session with constant selection interests \( \theta(s) \).

The joint probability of an aspect-of-focus and attribute-of-focus in session \( s \) is derived as follows by assuming the conditional independence of \( f_t \) and \( s \) given \( c_t \):

\[
    P(f_t, c_t = C_q|s) = P(f_t|c_t = C_q)P(c_t = C_q|s) = h(f_t; n_t, p) \theta_q(s). \tag{4.2}
\]

Hence, the probability that an attribute-of-focus \( f_t \) is observed in session \( s \) is given
by
\[ P(f_t | s) = \sum_q h(f_t; n_t, p_q) \theta_q(s). \] (4.3)

### 4.5 Estimation of Model Parameters

In this section, we list the parameters to be estimated. When we have \( S \) sessions of decision making, parameters to be estimated are \( \theta(s) \), users’ selection interests in each session \( s \), and \( \{p_q\}_q \), multinomial parameters that characterize aspects. Here, the probability of attribute-of-focus \( f_t \) in session \( s \) is given by Equation (4.3).

Remind that the parameter \( n_t \) is given as described in Section 4.4. Given the parameters \( \theta(s) \) and \( \{p_q\}_q \), the likelihood of a sequence of attribute-of-focus \( \{f_t^{(s)}\}_t \) in session \( s \) is computed as:

\[
L(\{f_t^{(s)}\}_t) = \prod_t P(f_t^{(s)} | s) = \prod_t \sum_q h(f_t^{(s)}; n_t, p_q) \theta_q(s). \tag{4.4}
\]

That is, optimization equation is described as follows:

\[
\text{maximize } \sum_s \sum_t \log \left( \sum_q h(f_t^{(s)}; n_t, p_q) \theta_q(s) \right) \\
\text{subject to } \sum_q \theta_q(s) = 1 \forall s \\
\sum_k p_{q,k} = 1 \forall q. \tag{4.5}
\]

### 4.6 Evaluation

We evaluated the proposed framework in terms of two points: (1) When users are given a specific selection interests, how well evaluation criteria obtained from the users’ gaze behavior correspond to the given selection interests; and (2) how well selection interests are estimated from gaze behavior? The data for evaluation were same as Chapter 3.
4.6. EVALUATION

Figure 4.4: Given tasks and learned aspects with and without the MSET on toy data. The size and color of each dot depict the value of the multinomial parameter $p_{q,k}$, which corresponds to the degree the aspect $C_q$ is related to attribute values $V_k$.

Figure 4.5: Similarities between given evaluation criteria and learned aspects with and without the MSET. Each bar of the (a) shows the similarity between learned aspect and the evaluation criterion given as the task. (b) shows the mean of similarities of all tasks.
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Table 4.1: Results of evaluation criterion estimation on toy data. Number in each cell shows the number of sessions that were estimated as engaged task $q$ ($q = 1, \ldots, 4$). “No comparison” means the MSET could not detect a bias of gaze behavior in the session.

<table>
<thead>
<tr>
<th>Actual task</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>No comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

4.6.1 Toy Data

Figure 4.4 (a) shows attribute values specified as given tasks (i.e., evaluation criteria) and Figure 4.4 (b) and (c) show the learned aspects by the parameter estimation introduced in Chapter 2, with and without the use of the MSET. Here, for the “without the MSET,” not the attribute-of-focus (e.g., Figure 3.1 (b)) but the original attribute-value sequence obtained from gaze data (e.g., Figure 3.1 (a)) was directly used for the input of the aspect learning. This result shows that the learned aspects with the MSET had much clear association with the attribute values that correspond to one of given tasks. To confirm the effect of the MSET more quantitatively, similarities between learned aspects and evaluation criteria were calculated as shown in Figure 4.5. In these results, the similarities were defined by the cosine similarity of two parameter vectors,

$$\text{Sim}(q, \hat{q}) = \cos(p_q, \hat{p}_{\hat{q}}),$$ (4.6)

where $p_q$ denotes a multinomial parameter of a learned aspect $q$ ($q = 1, 2, 3, 4$) and $\hat{p}_{\hat{q}}$ denotes the evaluation criterion of given task $\hat{q}$ ($\hat{q} = 1, 2, 3, 4$). Here, the pair-matching was determined so that the sum of the similarities of four pairs became the largest among all possible pairs $(q, \hat{q})$. These results show that the MSET much improves the distinctiveness of learned aspects.

Once aspects are learned, the proposed framework can also estimate users’ selection interests as shown in Figure 4.5 (b). Table 4.1 shows the results of selection-interests estimation. In this experiment, we assumed that users’ selection interests were related to only one evaluation criterion. Therefore, the estimation can be considered as the task classification in which the result is given by the maxi-
4.6. EVALUATION

The maximum probability of estimated selection interests, \( \arg \max_q P(C_q|s) \). Since the proposed method first detects attribute-of-focus by the MSET and estimates selection interests from detected attribute-of-focus, this approach can estimate selection interests only when biased gaze behavior is detected. “No comparison” means that the MSET could not detect any window with biased gaze behavior of gaze behavior. In these simulation results, the MSET successfully detected comparison behavior as a bias of gaze behavior for all sessions, and the accuracy of evaluation criterion estimation was 95%. This result shows that the proposed approach can also estimate users’ selection interests.

4.6.2 Actual Gaze Data

The results of the learned aspects with and without the MSET are shown in Figure 4.6 (b) and (c), respectively, and can be compared qualitatively with the task-related attribute values shown in Figure 4.6 (a) in terms of the degree of association with the attribute values. In the aspect learning, the number of aspects was set to be the same as that of tasks so that aspects corresponding to the given tasks were obtained. These results show that the learned aspects were more distinct when the MSET was applied, and the attribute values highly associated with each aspect seem to be similar enough to the task-related attribute values for all the three tasks.

To confirm the effect of the MSET quantitatively, similarities between the learned aspects and the given tasks were calculated in the same manner as the evaluation with toy data (see Section 3.6.1 and Equation (4.6)). Figure 4.7 shows the similarity scores between each task and the corresponding aspects found by the matching of the given tasks and the learned aspects similar to Section 4.6.1. Compared to Figure 4.4, although the similarity score of “without the MSET” was similar, the score of “with the MSET” was higher on the gaze data than on the toy data. This difference might be because of the misdetection of attribute-of-focus due to the difference of the parameter of neutral-browsing model and durations of the focused browsing phase. In contrast to the actual gaze data, whose binomial parameter of neutral-browsing model was \( p \in \{1/3, 2/3\} \) and the ratio of focused browsing phase was around 65% (as shown in Figure 3.9 (a)), we simulated with the toy data the browsing situation where the binomial parameter was \( p \in \{1/4, 1/2, 3/4\} \) for all attribute types and the ratio of focused browsing phases was 33%. Therefore, the possibility of false positive from the MSET on the toy data expected to be higher than that of the actual gaze data.
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Figure 4.6: An example of task-related attribute values (given evaluation criteria) and learned aspects with and without the MSET on the gaze data. The number of aspects was set to be three, the same as that of tasks. The size and color of each dot depict the value of the multinomial parameter $p_{q,k}$, which represents the degree the aspect $C_q$ is related to attribute values $V_k$. 

(a) Task-related attribute values (evaluation criteria)  
(b) Learned aspects with the MSET  
(c) Learned aspects without the MSET
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Figure 4.7: Similarities between task-related attribute values and aspects with and without the MSET. Each bar of (a) shows the similarity between learned aspect and each evaluation criterion given as the task on actual gaze data. (b) shows the mean of similarities of all tasks.

Table 4.2 shows the results of task estimation based on the maximum probability of the estimated selection interests, $\arg \max_q P(C_q|s)$ similar to Section 4.6.1. In 11 out of 111 sessions, the MSET did not detect users’ comparison behavior as a bias of gaze behavior, and the accuracy of task estimation was 78.4%. The reason why the MSET could not detect participants’ comparison behavior can be contributed to the duration lengths of content browsing in several sessions were quite short as shown in Figure 3.8. That is, participants decided on one item after looking just a few times and therefore did not compare items well.

Note that, in this experiment, we designed the tasks so that an attribute value was related to two evaluation criteria (i.e., high CPU score was an attribute value related to both task 1 and task 3) to confirm that participants’ engaging tasks are distinguished by not only a single attribute value but the combination of several attributes. Although this design decreases the separability of the estimation of task 1 and task 3, the accuracy of the tasks were still higher than 80% once attribute-of-focus was detected by the MSET.

These results show the effectiveness of the proposed two-step approach, especially using the MSET, to learn evaluation criteria as the aspects of items and to estimate users’ engaging task from participants’ gaze behavior. In particular, the results of Figures 4.4 and 4.6 indicate that considering users’ “focus” on attributes (i.e., attribute-of-focus) is crucial to analyze users’ comparison behavior.
Table 4.2: Results of evaluation criterion estimation on gaze data with the MSET. Number in each cell shows the number of sessions that were estimated as engaged task $q$ ($q = 1, 2, 3$). “No comparison” means the MSET could not detect a bias of gaze behavior in the session.

<table>
<thead>
<tr>
<th>Estimated task</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>No comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>28</td>
<td>0</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>30</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>0</td>
<td>29</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 4.3: Results of evaluation criterion estimation on gaze data without the MSET. Number in each cell shows the number of sessions that were estimated as engaged task $q$ ($q = 1, 2, 3$).

<table>
<thead>
<tr>
<th>Estimated task</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual task</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>36</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>29</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>0</td>
<td>18</td>
</tr>
</tbody>
</table>
4.7 Discussion

In this section, we discuss the limitations of the proposed framework from the viewpoint of user’s internal model.

Dynamics of users’ interests  Users’ selection interests are affected by many factors such as individual preferences and temporary interests elicited by external information. In some research fields including education, these two different types of interests are often called *individual interests* and *situational interests* [Wentzel and Wigfield, 2009], respectively, and we borrow these terms in the following discussion. While users’ individual interests do not depend on only intrinsic personality but the users’ experience and can change over time, they are comparatively stable. On the other hand, situational interests change dynamically depending on stimuli (e.g., novel information, goals) provided to the users.

However, our model assumes that users’ selection interests, \( \{ \theta \} \), are constant during content browsing, and in our experiments, we therefore gave the participants a task for each session. Using this experimental setting with tasks, we assume that the influence of situational interests was much more dominant than individual interests and that the selection interests were constant during each session. Although this experimental setting is preferable to verify the feasibility of the proposed model and algorithm for learning evaluation criteria, which is the main focus of this paper, users’ selection interests change dynamically in actual situations and it should be addressed in order to put the method to practical use.

One approach is to exploit the results of attribute-of-focus detection by the MSET (Chapter 3). By dividing a sequence of attribute-of-focus with its change points of attribute values, the users’ selection interests can be considered to be constant in each of the segments. Then, the proposed learning and estimation methods can be applied to these segments, i.e., \( \{ \theta \} \) is assumed to be piece-wise constant.

The degree of users’ attention  As explained in Section 4.4, we take account of users’ attention resources in the proposed gaze-behavior model with the model parameter \( n_t \), which is the number of attribute values of focus in a multinomial distribution \( h(f_t; n_t, p_q) \). However, in the context of modeling attention resources, the degree of attention is considered; that is, a user allocates continuous-valued attention resources toward each object within a limited capac-
Figure 4.8: Learned aspects by changing the number of aspects

ity [Goldstein et al., 2011] in contrast to our model that described attention as a binary entity. Specifically, we use threshold-based analyses for both the identification of biased periods and the detection of attribute-of-focus in those periods.

While the binary representation of attention is simple, it poses another question how to determine appropriate thresholds and there may have some information lost through the binarization. For example, a significance level is used as the threshold for $p$-values but the MSET analysis completely ignores the periods whose $p$-value exceed the significance level as we discussed in Section 3.5. A simple remedy is to map $p$-values to the degree of attention to have $f_{i,k} \in [0,1]$ instead of thresholding, which yields $f_{i,k} \in \{0,1\}$.

**The number of aspects** The proposed method finds evaluation criteria based on unsupervised learning likewise topic models, and therefore the number of aspects needs to be given. In our experiments, the given number of aspects was the same as that of tasks to evaluate the learned aspects in terms of the similarity to the given tasks. In practice, the number of evaluation criteria can vary depending on users and situations (e.g., content and tasks) as mentioned in Section 2.4.1.

Figure 4.8 shows an example of learned aspects with different number of aspects. In this result, aspects $C_1$ to $C_3$ are determined by the sum of the similarities.
of three pairs that became the largest among all possible pairs similar to the experiment. Aspect $C_4$ in the results of the number of aspects is 4 and 5 shows that “cheaper, large screen size, low CPU score” is one aspect of participants’ decision making. This aspect can be interpreted as “To watch movie with large screen.” Because the task in the experiment was not explicitly mentioned as a set of several attribute values, several participants may focus on the screen size to watch the movies. However, “cheaper” attribute is strongly related to aspect $C_4$ and $C_5$ when the number of aspects is 5. Therefore, one possible reason is that participants sometimes focus on the “cheaper” alternatives and the other attributes are happen to detected by the MSET.

To determine the appropriate number of aspects, one approach is to apply standard hyper-parameter estimation of unsupervised learning, e.g., non-parametric Bayes. However, the “interpretation” of learned aspects is desirable for many applications, such as speech dialog systems using evaluation criteria for probing questions [Misu et al., 2011]. While this issue is not covered in this study, a procedure for determining the number of aspects needs to be investigated in terms of the interpretation of learned aspects.
Chapter 5

Gaze Behavior Model with the Spatial Effect for Item Recommendation

5.1 Introduction

In this chapter, we introduce the effect of the spatial layout of the content into our proposed gaze behavior model. As mentioned in Chapter 4, users’ gaze behavior is affected by not only users’ internal states but also the visual attention to the content. For example, users tend to look at a salient region [Itti et al., 1998] or around the center of the content (center bias) [Borji, 2012]. Also, the degree of the effect of these external factor depends on the situation, content, users and can be changed. Therefore, how to discriminate these two effects is one question to estimate users’ internal states.

The idea of our approach is that both internal factors (i.e., selection interests) and external factors (i.e., visual attention) are dealt with in a unified model. To unify these effects, the observation of the model is a region of the content, in contrast to the model in Chapter 4, whose observations are attribute-of-focus. Therefore, this model can generate not only on which attribute values users focus but where users look at, that is, gaze behavior.

In this study, we specifically focus on the absolute position in a content i.e., center bias, and do not consider other effects (i.e., salient region or temporal relations of gaze targets).

The contribution of this chapter is as follows: We introduce the effect of the
CHAPTER 5. GAZE BEHAVIOR MODEL WITH THE SPATIAL EFFECT FOR ITEM RECOMMENDATION

Figure 5.1: Generative process of gaze behavior from users’ selection interests spatial layout to users’ gaze behavior model. The proposed model can estimate users’ selection interest and predict where users tend to look at or which alternatives are preferred by users based on estimated selection interests by taking spatial layout into account.

5.2 Generative Process of Gaze Behavior

As mentioned above, the observations of this model $O$ is the region that occupied alternatives $\{R_n\}_i$. As denoted in Section 2.3, these regions $R_n \in \mathcal{R}$ is corresponded to each of item $I_n \in \mathcal{I}$.

The generative process is as follows: At first, as introduced in Chapter 2, users’ aspect-of-focus $c_t \in \mathcal{C}$ is determined by users’ selection interests. Then, attribute-of-focus $v_t \in \mathcal{V}$ is determined according to the probability distribution $P(v_t = V_k|c_t)$. In this chapter, we simply assume that users focus on one attribute value in each time, and therefore, this probability distribution $P(v_t = V_k|c_t)$ is a categorical distribution. Note that, each aspect $C_q \in \mathcal{C}$ is modeled by the degree of association with attribute value $V_k$ (i.e., $P(V_k|C_q)$). Finally, region $r_t \in \mathcal{R}$ is looked at depending on displayed item $I(r_t)$ with the attribute-of-focus $v_t$ (as described below, we model this as $P(r_t|v_t)$).

Here, we assume that conditional probabilities $P(r_t = R_n|v_t = V_k)$ and $P(v_t = V_k|c_t)$. 

...
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$V_k|c_t = C_q$ are constant. Then, the joint probability of a region-of-gaze, attribute-of-focus and aspect-of-focus for given session $s$ is derived as follows:

$$P(r_t = R_n, v_t = V_k, c_t = C_q|s) = P(R_n|V_k)P(V_k|C_q)P(C_q|s). \quad (5.1)$$

Hence, the probability that the user looks at the region $R_n$ is given by

$$P(r_t = R_n|s) = \sum_{k=1}^{K} \sum_{q=1}^{Q} P(R_n, V_k, C_q|s) = \sum_{k=1}^{K} \sum_{q=1}^{Q} P(R_n|V_k)P(V_k|C_q)P(C_q|s) \quad (5.2)$$

by marginalization over $V$ and $C$ in Equation (5.1). As a result, the probability of the region-of-gaze sequence in session $s$, $\{R_{nt}^s\}_t = (R_{n1}^s, \ldots, R_{nt}^s)$, is derived as

$$P(\{R_{nt}^s\}_t) = \prod_{t=1}^{T_s} P(R_{nt}^s|s) = \prod_{t=1}^{T_s} \left\{ \sum_{k=1}^{K} \sum_{q=1}^{Q} P(R_{nt}^s|V_k)P(V_k|C_q)P(C_q|s) \right\}. \quad (5.3)$$

5.3 The Effect of Layout in the Gaze Behavior Model

Since a gaze distribution, which is a distribution of alternatives in a sequence of users’ gaze targets, on a display are affected by not only the user’s selection interest but also the position of items and its spatial design, some existing research introduced a prior knowledge that users tend to look at the center of the display. Indeed, the frequency distribution of region-of-gaze through all sessions in our experiment (described in detail in Section 5.6) is given as Figure 5.2, and we can see that the center of the display tends to be looked at than surrounding areas. In this distribution, not the actual center but upper of the center tends to be looked at. This may because the participants’ head is located an upper side of the content.

In this chapter, we try to deal with the gaze behavior by taking the effect of the content layout into account. As introduced in Chapter 2, the equation of our model (Equation (5.1)) is based on the pLSA, which is one of the probabilistic generative models. Figure 5.3 shows a graphical model of the pLSA and proposed model which the effect of the layout. Although the pLSA cannot deal with the spatial and temporal structures among words (i.e., observations), in terms of the eye movement analysis, these structures of gaze targets are important (e.g., item
Figure 5.2: Normalized frequency distribution of region-of-gaze on the display obtained from the experiment in Section 5.6

layout in the content and the temporal order of items that are looked at). Therefore, in this chapter, we extend the pLSA (Figure 5.3(a)) as shown in Figure 5.3(b).

Figure 5.3: Graphical model of the pLSA and the proposed model

In the pLSA, word $w$ is generated from aspect $z$ as an observation. In our model, in contrast, attribute-of-focus $v$, which is not observed from outside, is first generated from aspect $c$, and users’ region-of-gaze, which is actually observed, is then generated from the attribute-of-focus $v$. Because this region-of-gaze $r$ is affected by a content layout, we introduce probability distribution $\phi$ when users determine region-of-gaze $r$ from attribute-of-focus $v$ (red-dotted frame in Fig-
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This $\phi$ is a mixture of the effect of the layout and a knowledge base of the content domain, which contains what attributes does each item in the content have. We will discuss in detail in Section 5.5 how to consider the effect of layout and how to model $\phi$. By adding one layer between observations and aspects, the conditional probability $P(R_n|V_k)$ can be calculated in advance, and aspects can be learned and user’s selection interests can be estimated independently the model of $\phi$.

As such, considering $P(R_n|V_k)$ instead of $P(I_n|V_k)$ directly is important in the formulation in the previous section. And, this enable us to use the structure of content layout. Although $P(R_n|V_k)$ also depends on $\phi$, in what follows we denote as $P(R_n|V_k)$ for simplicity.

5.4 Estimation of Model Parameters

In this section, we list the parameters of estimation by taking the effect of layout into consideration. At first, we suppose that the probability of regions conditioned by each attribute value, $(R_n|V_k)_{n,k}$, is known in every content.

Here, the probability of the region-of-gaze sequence in session $s$ is given by Equation (5.3). Therefore, the probability of the set of region-of-gaze sequences $O$ is given by

$$P(O) = \prod_{s=1}^{S} \prod_{t=1}^{T_s} \sum_{k=1}^{K} \sum_{q=1}^{Q} P(R_{nt}|V_k)P(V_k|C_q)P(C_q|s).$$

That is, optimization equation is described as follows:

$$\max_{(\theta(s), \phi_q)} \sum_{s=1}^{S} \sum_{t=1}^{T_s} \log \left( \sum_{k=1}^{K} \sum_{q=1}^{Q} P(R_{nt}|V_k)P(V_k|C_q)P(C_q|s) \right)$$

subject to

$$\sum_q \theta_q(s) = 1 \forall s$$

$$\sum_k \phi_{q,k} = 1 \forall q.$$
once aspects are learned. That is, both

\[
P(R_n|s) = \sum_{k=1}^{K} \sum_{q=1}^{Q} P(R_n|V_k; \phi) P(V_k|C_q) P(C_q|s), \quad (5.6)
\]

and

\[
P(I_n|s) = \sum_{k=1}^{K} \sum_{q=1}^{Q} P(I_n|V_k) P(V_k|C_q) P(C_q|s) \quad (5.7)
\]
can be predicted by this generative model.

## 5.5 Model of Effect of Layout

In this section, we propose two ways of modeling \( \phi \) in Figure 5.3, which is a probability distribution taking into account the effect of layout together with knowledge base, as described in the previous section. While region-of-gaze may have some temporal correlation in general, i.e., users tend to look at a region close to the previous gaze target, we particularly focus on the effect of the absolute position in a content as mentioned in Chapter 2.

### 5.5.1 Mixture Model

First, we propose a mixture (additive) model. In this model, we assume that a user has two latent states when the user looks at a region in a content. One state represents that the user focuses on items based on the user’s selection interests, and the other state represents that the user looks at regions depending on only the spatial arrangement (i.e., layout). For example, the user tends to look at an item located close to the center of a content (so called a center bias). To combine these two states into the model, we here assume that a user browses a content by switching the two states.

In particular, we model \( P(R_n|V_k) \) as follows. Suppose that we have knowledge base \( KB = \{(I_n, V_k) \mid I_n \text{ has } V_k\} \), as the relation between item \( I_n \) and attribute value \( V_k \). Then, we assume that the joint probability distribution of these two parameters is simply given by \( P(I_m, V_k) = 1/|KB| \), where \( |\cdot| \) denotes the cardinality of a set. Under this assumption, conditional probability \( P(I_n|V_k) \), which is a probability of item \( I_n \) been interested in when attribute value \( V_k \) is given for attribute-of-focus, can be considered as follows, with the number of items, \( N \), in
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the displayed content:

\[
P(I_n|V_k) = \begin{cases} 
\frac{P(V_k, I_n)}{P(V_k)} = \frac{P(V_k, I_n)}{\sum_n P(V_k, I_n)} & (V_k \text{ exists in the content}) \\
\frac{1}{N} & (\text{otherwise}). 
\end{cases} 
\]  

(5.8)

We assume that when a user chooses an item of gaze, the user first recalls an attribute value related to the user’s selection interest, and then chooses an item that has the recalled attribute value. Here, in case that no item in the content has the recalled attribute value, we assume that the user chooses one item with equal probability.

Then, we assume that the effect of the layout is given as the probability distribution \( P(R_n; \gamma) \) with parameter \( \gamma \), which is independent of displayed items. We finally model the probability of region \( R_n \) being looked at under given attribute value \( V_k \) as follows:

\[
P(R_n|V_k) := (1 - \beta_t) P(I(R_n)|V_k) + \beta_t P(R_n; \gamma),
\]  

(5.9)

where \( \beta_t \) is a parameter that determines the mixture weights for time \( t \).

5.5.2 Prior-Based Model

Another way to model the effect of the layout is to consider \( P(R_n; \gamma) \) as a prior. An existing study in the field of visual saliency also proposed a method to calculate the saliency of the image by dealing with the effect of layout, center bias, as a prior \cite{Borji, 2012}. In the previous section, we assume that a user has two states in content browsing, i.e., interest-driven focus on items and the effect of the layout are exclusive at a time. In contrast, we can introduce another model in which one state is affected or modulated by the other. In other words, we here consider that the two factors, i.e., selection interests and layout, simultaneously affect user’s gaze distribution.

In particular, we model \( P(R_n|V_k) \) as follows. Suppose we have two parameters \( P(V_k, I_n) \) and \( P(R_n; \gamma) \) as described in the previous section. Note that, we have relation

\[
P(R_n|V_k) = \frac{P(V_k|R_n)P(R_n; \gamma)}{\sum_n P(V_k|R_n)P(R_n; \gamma)}
\]  

(5.10)

and that it is reasonable to assume \( P(V_k|R_n) = P(V_k|I(R_n)) \). Therefore, we model the probability distribution of region \( R_n \) being looked at given an attribute value
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\( V_k \) as follows:

\[
P(R_n|V_k) = \begin{cases} 
\frac{P(V_k|I(R_n))P(R_n;\gamma)}{\sum P(V_k|I(R_n))P(R_n;\gamma)} \times \frac{P(V_k,I(R_n))}{\sum P(V_k,I(R_n))}, & (V_k \text{ exists in the content}) \\
P(R_n;\gamma) & (otherwise).
\end{cases}
\] (5.11)

5.5.3 Difference of Two Models

Both these models consider the effect of layout (i.e., center bias), and can represent the difference of the probability of items looked at even though the items have same attribute values.

The mixture model is similar to smooth distribution \( P(R_n|V_k) \) by mixture of \( P(R_n;\gamma) \), therefore, while the estimation result of the prior-based model is sensitive to prepared attributes, that of the mixture model can be generalized by smoothing. Moreover, since the prior-based model assumes two factors, interest-driven focus on items and the effect of layout, simultaneously affect user’s gaze distribution, this model cannot consider that the region happens to attract the user’s gaze while the user changes gaze target to others.

Although the mixture model assumes that two states of content browsing are exclusive, the parameters themselves are calculated by marginalizing these two states. As a result, while the mixture model and the prior-based model use different calculation of \( P(R_n|V_k) \), i.e., additive and multiplicative, respectively, both models seem not so different in terms of approximating the distribution of \( P(R_n|V_k) \) as will be discussed in the next section. In addition, if the same parameter \( \gamma \) is used, the probability distribution can be tuned by \( \beta_t \) for the mixture model. Hence, the use of the mixture model, Equation (5.9), has an advantage in terms that the model is able to adaptively change the weight of interest-driven and layout-driven gaze behavior by using the parameter \( \beta_t \).

5.6 Evaluation

In order to evaluate the proposed model, we conducted experiments with recorded gaze data when participants were browsing displayed contents. To verify whether a variety of aspects can be represented by the proposed approach, we give participants one task in each session so that they are encouraged to browse a content from various viewpoints. We also assume that giving tasks enables par-
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Participants to keep their selection interests constant in one session. Since this model generates the region-of-interests, we evaluate this model in terms that how well this model simulates users’ gaze behavior, in contrast to the evaluation in Chapter 4, which is from the point of aspect learning. That is, the evaluation is how the model can predict users’ gaze-of-interests and items-of-interests through selection interests estimation. In this chapter, we also evaluate our model from the points of the difference of attributes and the number of aspects. To do that, semantic information of the content is not presenting in the content, and not only semantic attributes but also appearance attributes are prepared for the model parameters.

5.6.1 Experimental Setting

Participants  Nine participants (5 males and 4 females, ranging from age 20 to 30) took part in the experiment. The order of tasks was randomized for each participant, and the order of displayed contents in one task was also randomized. Every participant had normal vision or corrected vision. Since the used eye tracker could not measure eye gaze direction correctly if the participant put glasses, participants were allowed to correct their vision only by contact lens.

Equipment  A display1 and an eye tracker2 under the display connected to a personal computer were installed. Each of participants was asked to sit in front of the display and to browse contents on the display. Eye movements of each participant were captured by an eye tracker.

Displayed contents and tasks  Food images were used for contents, where each of the contents had a tiled layout of the images (as shown in Figure 5.4). We got permissions to use these images for our experiments and prepared five image sets consisting of twelve images. Every image was originally used for web pages of recipe3, or book of recipe4. Two out of the five image sets were used for all tasks (i.e., three tasks), and the remaining three image sets were used for each task (see Table 5.1). In order to avoid the effect of specific layout for one item, the

---

1DELL, 24inch, W520mm/H325mm, resolution:1920×1200pixel
2Tobii X120 Eye Tracker, freedom of head movement is 300×220×300mm, sampling rate is 60Hz, accuracy is 0.5 degrees.
3Mizkan Co., Ltd. (http://www.mizkan.co.jp/index.html)
order of laid out images in one content was randomized for each session. Hence, although all participants took part in the same tasks with the same image sets, each displayed content including their spatial layout was different.

Figure 5.4: Example of displayed content. Every image is diverted from a web page, Mizkan Co., Ltd. (http://www.mizkan.co.jp/index.html), and a book (Sally, photo by Takeshi Kubota (2013). I scientificized “delicious” and made it a recipe (in Japanese). Sunmark.) by getting permissions for using in our experiments.

Each participant was engaged in the following three tasks:

• Choose three foods in the order you think are healthy.

• Choose three foods in the order you want to eat when you are hungry.

• Choose three foods in the order you want to cook by yourself.

In each of the above tasks, an ordered list of items was asked to be answered in the expectation that each participant compared and explored more interested items.
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5.6.2 Procedure

Each of the participants was first asked to sit in front of the display. Here, the position of the seat was determined individually so that the participant’s eye gaze direction could be obtained correctly by the eye tracker (about one meter away from the display). In this experiment, a chin rest was not used since the situation we assume was free-viewing of digital signages.

The procedure for the experiments was as follows (Figure 5.5): We first (a) calibrated the eye tracker, and then for each session, (b) gave a task, (c) presented a content, (d) had a questionnaire, (e) verified the calibration. Each participant was engaged in three tasks as described in the previous section, and in each task, the participant took three sessions with changing the displayed content. As a result, each participant took nine sessions. Therefore, the number of sessions in this experiment is $9 \times 3 \times 3 = 81$ sessions.

For the calibration (Figure 5.5 (a)), five points were used to calibrate the parameters of the eye tracker and the other four points were used to measure the calibration error similar to Chapter 3. Then, the participant was explained a task (Figure 5.5 (b)) and a content was displayed (Figure 5.5 (c)).

Similar to the procedure in Chapter 3, to explicitly distinguish users’ glimpse phase from comparison behavior in decision making [Russo and Leclerc, 1994, Shi et al., 2013], all items were displayed at intervals of one second in turn before the measurement of gaze data for analysis. Thanks to this phase, participants preliminarily receive all items in a content, and the bottom-up visual attention for items was expected to be decreased.

After this phase, all twelve images in the content were re-displayed all together, and the point-of-gaze sequence was captured starting from this time for one minute. After finishing one session, three items chosen in that session were noted by a questionnaire (Figure 5.5 (d)). This is because we also expect that the effect of the displayed content in a current session to the next session can be
decreased by having a questionnaire before the next session and not keeping in
mind that items.

Then, the calibration error (Figure 5.5 (e)) was measured similar to (Figure 5.5 (a)). If this error was below a threshold, we proceeded to the next session; otherwise, we took a calibration phase (Figure 5.5 (a)) before proceeding to the next session.

5.6.3 Evaluation Scheme

In the evaluation, by assuming that a participant looks at and chooses items depending on their selection interests, our model was evaluated by the prediction accuracy of region-of-gaze that the participant tends to look at and item-of-interest that the participant selected by Equation (5.6) and Equation (5.7), respectively. Here, the prediction accuracy of items was evaluated by comparing to the items chosen by the participant in a questionnaire.

Note that, aspects are related to viewpoints from which participant looks at items in the content, and these aspects are to be learned for each content domain, e.g., food catalog, map, etc. Moreover, since a variety of viewpoints can appear when participants browse a content, it is preferred to prepare a wide range of attribute values in the learning process of aspects. Taking this into account, as for attributes in this experiment, food category (rice, meat, vegetable, fish and noodle), calorie and the number of steps to cook, were prepared as the semantic attributes. In particular, information of recipes placed together with the food images on the web pages or the book (see Section 5.6.1) was used. To reduce the number of attribute values, original calories were quantized into four clusters. On the other hand, color information in the entire region of each of the images was prepared as appearance attributes. Specifically, hue and intensity of images were calculated and vector quantized into sixteen clusters.

In order to evaluate the difference of these attributes, we conducted the analysis with the following three combinations:

**SA:** only the semantic attributes

**AA:** only the appearance attributes

**SA+AA:** both the semantic and appearance attributes

To verify how the number of aspects influences the results, two types of the number of aspects were prepared, and the prediction accuracies were compared.
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As described in Chapter 2, we assume that participants’ selection interests were fixed in one session. Therefore, participants’ selection interests in one session were estimated from a part of the session. Here, a leave-one-out (LOO), cross-validation scheme was adopted. The calculation procedures of prediction accuracy of region-of-gaze and item-of-interest were the following.

At first, aspects were learned from the other 80 sessions. Also, the effect of layout, $\gamma$, were calculated by using gaze distributions in these 80 sessions. Then, the participant’s selection interest was estimated from first $x[\%]$ of the test session using the learned aspects. Here, several values of $x$ were adopted to see how the length of sessions used for the estimation affects the prediction accuracy.

Next, probability distributions for the regions and items in the content were estimated using estimated selection interest and learned aspects by Equation (5.6) and Equation (5.7). Here, these distributions serve as the “prediction” of the region-of-gaze of remaining $100 - x[\%]$ of the session and that of item-of-interest, respectively. That is, both region prediction (compared to actual region-of-gaze in remaining part of the session), and item item prediction (compared to three items chosen by the user) were evaluated. As for the measurement of the evaluation, the precision, which is often used in the field of information retrieval, was utilized.

The grand truth for regions and items were obtained by the actual region-of-gaze obtained from $100 - x[\%]$ of the session and by a questionnaire, respectively. Since three items chosen by the user were used for the grand truth of the item prediction, three regions that were most frequently looked at by the participant were used for the grand truth of the region prediction. In the calculation of precision, the order of the three regions and items were not considered.

Since we assume that the effect of the layout is constant as described in Section 5.5.1, the weight parameter $\beta_t$ in the mixture model is fixed and the subscript $t$ is omitted.

**Baseline Method**

Nearest neighbor (NN) recommendation was used as a comparison method, which is one of the basic methods in collaborative filtering and can predict item-of-interest. In order to accommodate with the proposed method, “what attributes participant focuses on” was used instead of “what items participant looks at” regarding using features. Specifically, the frequency distribution of region-of-gaze, $n(s, R_n)$, was calculated from point-of-gaze sequence in each session, and the fre-
quency distribution of item-of-gaze, \( n(s, i(R_n)) = n(s, R_n) \) was derived. Here, we re-denoted an attribute-value vector of each item as \( V_{I_n} \in \{0, 1\}^K \) by using all possible attribute values. Each element of this vector denotes by 1 and 0 whether item \( I_n \) has the attribute value (1) or not (0). In other words, if an item has attribute value \( v_k \in \mathcal{V}, k\)-th element of the vector becomes 1. For each session, \( s \), an attribute-value vector of interest, \( V_{\text{comp}} \), was calculated using \( V_{I_n} \), and the frequency distribution of item-of-gaze, \( n(s, I_n) \), was calculated as follows:

\[
V_{\text{comp}}(s) = \sum_{n=1}^{N} n(s, I_n) V_{I_n}. \tag{5.12}
\]

Flow chart of this comparison method is shown in Figure 5.6. For each test of LOO, a set of attribute-value vectors of interest, \( \{V_{\text{comp}}(s) \mid s \in \text{learning sessions}\} \), was prepared. Then, an estimated attribute-value vector \( V_{\text{near}} \in \{V_{\text{comp}}\} \) was obtained, which had the nearest cosine distance from the attribute-value vector of interest \( V_{\text{comp}}(s_{\text{test}}) \) calculated from the first part of the test session. Finally, as a prediction for item-of-interest, one item was chosen whose attribute-value vector \( V_{I_n} \) was the nearest from the estimated attribute-value vector \( V_{\text{near}} \). In addition, the region that contained the predicted item was obtained as a prediction of region-of-gaze.

Although this comparison method has a similarity to the proposed method in terms that it also considers attribute values that items have, this is inherently a memory-based method while the proposed method is model-based. Hence, comparing these two methods can verify the effectiveness of the modeling of gaze.
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Figure 5.7: Prediction accuracy of region-of-gaze. 50[\%] of each session was used to estimate selection interest.

behavior.

5.6.4 Results

Prediction of region-of-gaze

We show in Figure 5.7 the results of predicting region-of-gaze for two numbers of aspects (Q = 6, 12), respectively. Here, we set $\beta = 0.5$ as a mixture ratio in the mixture model described in Section 5.5.1.

Prediction accuracies were calculated for three types of combination of attributes, SA, AA and SA+AA as described in Section 5.6.3. In this result, 50[\%] of each test session was used to estimate the selection interests. The vertical axis shows the obtained prediction accuracy by comparing predicted regions and actual region-of-gaze in the remaining 50[\%] of each test session. In all situations, the proposed model can predict region-of-gaze with higher accuracy. We can also confirm that considering the effect of layout improves prediction accuracy.

Figure 5.8 shows the result of prediction accuracy of region-of-gaze with respect to different parameter $\beta$ and the ratio of each test session used for the interest estimation (the number of aspects: 6, used attributes: SA). In this result, prediction accuracy fell when the ratio was 90[\%]. This is because our evaluation scheme compared predicted regions and actual region-of-gaze in remaining $100 - x[\%]$ of each test session. In short, the longer session the model uses for estimation, the shorter session the model can use for evaluation, and more difficult
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Figure 5.8: Prediction accuracy of region-of-gaze with respect to different mixture ratio \( \beta \) (the number of aspects: 6, used attributes: SA) and different ratio in each of test sessions used for estimating the participant’s selection interests.

to predict region-of-gaze in these remaining sessions.

**Prediction of Item-of-Interest**

Figure 5.9 shows the results of predicting item-of-interest for two different numbers of aspects \( Q = 6, 12 \), using \( \beta = 0.5 \). These results show that the proposed model can also predict item-of-interest of each session with higher accuracy compared to baseline method. We can also see that the prediction accuracy of the prior-based model often becomes very lower depending on using attributes.

Figure 5.10 shows the result of prediction accuracy of item-of-interest with respect to different parameter \( \beta \) and the ratio of each test session used for the interest estimation (the number of aspects: 6, and attribute: SA). This result shows that longer session the model uses for estimation, better prediction of item-of-interest the model can obtain.

**Learned aspects**

The aspects learned from all sessions for two different number of aspects \( Q = 3, 12 \) are shown in Figure 5.11. In this figure, each column shows the relation between an aspect and attribute values, \( P(V_k|C_q) \). Therefore an attribute value
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Figure 5.9: Prediction accuracy of item-of-interest. 50[\%] of each session was used to estimate selection interest.

Figure 5.10: Prediction accuracy of item-of-interest with respect to different mixture ratio \( \beta \) (the number of aspects: 6, used attributes: SA) and different ratio in each of test sessions used for estimating the participant’s selection interests.

with high score has more strong relation with that aspect. Here, only semantic attributes were used because each aspect was easily interpreted. In this analysis, the mixture ratio of the effect of the layout was \( \beta = 0.5 \).

In addition, estimated selection interests \( \theta(s) \) in each session when browsing image set 1 are shown in Figure 5.12, where these selection interests are estimated


Figure 5.11: Examples of learned aspects ($\beta = 0.5$, used attributes: SA). Left: the number of aspects: 3, right: the number of aspects: 12. Attribute values with high score have strong relation with that aspect.

simultaneously with 12 aspects in Figure 5.11.

5.7 Discussion

Effectiveness of the proposed model From the results of Figures 5.7 and 5.9, we observe that the proposed method successfully predicts user’s region-of-gaze and item-of-interest even though the training data set is not large enough. This result indicates the effectiveness of the proposed gaze behavior modeling since the model is considered to have contributed on the generalization of selection interests from a small size of observation.

Effectiveness of the considering the effect of layout Regarding the effect of layout, we showed that by including this effect into the model (Sections 5.5.1 and 5.5.2), the prediction accuracy can be improved (Figures 5.7 and 5.9). We can see that an appropriate $\beta$ exists in (0, 1), and the most appropriate value varies depending on the timing of estimation in a session (Figures 5.8 and 5.10).

This result also suggests that the value of $\beta_t$ should be changed over time while constant value was used during a session of the experiments. While all prediction accuracy of item-of-interest is improved in the mixture model, some prediction accuracy of region-of-gaze becomes worse. This result may be caused
Figure 5.12: Examples of estimated selection interests $\theta(s)$ in each session ($\beta = 0.5$, used attributes: SA, displayed image set: 1). Sessions with high score have strong relation with that aspect shown in Figure 5.11 (right).

by constant $\beta_t$, i.e., even though a user compares items of interests in the latter part of the session, the proposed model predicts regions with the effect of layout same as the first part of the session.

**Difference of the use of attribute types** Figure 5.7 shows that the use of different attribute types does not strongly affect prediction accuracy in the mixture model. Therefore, we can obtain a good prediction of region-of-gaze only using the appearance attributes that can be extracted automatically by image processing in contrast that the semantic attributes require manual annotation. Note that, if we want to interpret learned aspects, it is useful to use the semantic attributes. On the other hand, Figure 5.9 shows that using both the semantic and the appearance attributes yields the highest accuracy, and we can say that it is better to use a various types of attributes.

**Difference of two models** By comparing the prior-based model to the model without considering the effect of layout, we observe that the prediction accuracy of both region-of-gaze and item-of-interest sometimes takes lower values. As discussed in Section 5.5.3, the prior-based model assumes that when a user looks at an item, the user’s attribute-of-focus is one of the attribute value that items have. Therefore, we consider that the prior-based model is more affected by prepared attributes compared to the mixture model.
Interpretation of learned aspects  Regarding the interpretation of learned aspects, the use of less number of aspects ($Q = 3$) associates each aspect with more attribute values (Figure 5.11, left). On the other hand, the use of larger number of aspects ($Q = 12$) makes attribute values associated with each aspect sparse, and it is easy to be interpreted (Figure 5.11, right). For example, the 6-th aspect can be interpreted to “elaboration,” which requires many steps for cooking, and the 9-th aspect can be related to “healthy,” since it has large weights on vegetable and low-calorie (Figure 5.11, right).

Difference of the number of aspects  In general, more aspects we set, more interpretable results we obtain because few number of attribute values are related to each of aspects as shown in Figure 5.11. However, in terms of prediction accuracy, increasing the number of aspects does not necessarily improve the accuracy. For instance, when we predict region-of-gaze with the semantic attributes (Figure 5.7), using 12 aspects has lower accuracy than using 6 aspects due to overfitting of the model. In summary, we have to choose an appropriate number of aspects depending on the purpose of the model.

Representing variety of user’s selection interests  From the estimated selection interests of each session when browsing image set 1 shown in Figure 5.12, we observe that different tasks cause different aspects. While task 1 and task 2 have some specific peaks in the estimated distributions, task 3 (choose three foods in the order you want to cook by yourself) involves various types of aspect distributions (selection interests). This result indicates that task 3 had more degree of freedom for the users to choose items. Even in such a case, the proposed model seems to successfully deal with user’s different selection interests in individual sessions.
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GazeAHP: Tracing Selection Interests and Supporting Users to Recognize the Structure of Problems

6.1 Introduction

The analytic hierarchy process (AHP) [Saaty, 2008] is one of the basic structured techniques to support users’ MCDM as mentioned in Section 1.2.3. Users understand the problem by structuring the hierarchy. Once the hierarchy is constructed, the utilities of each alternative can be calculated, and the users can organize or recognize their selection interests. However, if users do not have enough knowledge about the domain, structuring a hierarchy becomes difficult.

The use of interactive recommender systems is one approach to this issue. If the structure of decision problems of concern is given as a hierarchy, the system can assist users’ decision making by suggesting evaluation criteria. For example, Misu et al. [Misu et al., 2011] applied the hierarchical structure of a problem to a user model and proposed a spoken dialog system to assist users’ decision making by interactively providing knowledge about the content domain through verbal interaction. Since this system estimates user preferences by pairs of system’s action and users’ reaction, a large number of interactions are required for the estimation, which may degrade smoothness of decision making.

In this chapter, we propose a framework named GazeAHP, which is an interactive recommendation based on users’ gaze behavior. Given a hierarchy of decision problem with evaluation criteria, the system is able to estimate user se-
lecion interests from users’ gaze behavior instead of users’ pairwise comparison as shown in Chapter 2.

To interactively assist users’ decision making, following questions need to be addressed:

- How the system determines the action to take.
- How the system determines the action timing.

In this study, we adopt a multiscale detection approach proposed in Chapter 3 to decide an action timing. This approach detects an attribute value on which users specifically focus, which we refer to as attribute-of-focus, by short-term analysis. Also, by preparing the relationship between aspects and each of attribute values, an action is determined by estimated selection interests using the method introduced in Chapter 4.

The aim of interactive assistance is to assist users to understand the structure of the problem and construct a selection interests. Therefore, we try to estimate how easy users’ selection interests can be changed, i.e., ambiguity of users’ selection interests, while selection interests estimation approach introduced in Chapter 2 is a point estimation by maximum likelihood estimation. By estimating both users’ selection interests and its ambiguity, the system can change strategies of actions. For example, if the user’s selection interests can easily change, i.e., the ambiguity is large, the system suggests an evaluation criterion to assist users to construct selection interests while the system recommends items based on current selection interests when the ambiguity is small. By assuming Dirichlet distribution $P(\theta)$ for the probability distribution of selection interests $\theta$, users’ selection interests and its ambiguity can be estimated by a Dirichlet parameter $\alpha$.

We show the effectiveness of the GazeAHP in terms how the system’s interaction helps users “understand the problem of decision making and choose items” by proactively providing the knowledge of association between user preferences and attributes of items and how the users’ selection interests changes as a reaction to the system’s action.

### 6.2 The framework of GazeAHP

The procedure of the AHP is described in Section 1.2.3.

1. Structure the decision problem as a hierarchy.
6.3 Interaction design

Interactions for decision support consists of two steps: probing and sorting. In this chapter, we hypothesize that the proactive assistance that provides users the information of association between evaluation criteria and attribute-of-focus helps users understand the problem of decision making. Therefore, not only the attribute-of-focus $V^f_t$ detected by the MSET but also the estimated users’ aspect-of-focus $C^f$ are simultaneously shown to the users during the interaction. Here, attribute-of-focus is first detected as the attribute value on which the user specifically focus while multiple attribute values were detected as attribute-of-focus in Chapter 3. Then, users’ aspect-of-focus is estimated instead of step 2 of the AHP as the evaluation criteria based on gaze behavior model introduced in Chapter 4 as $C^f = \arg \max_q P(C_q|V^f_t)$.

As we will describe in Section 6.4, the temporal change of selection interests with its ambiguity is also estimated for post-analysis. However, the strategy of interactive assistance uses only estimated aspect-of-focus because the main target here is to confirm the effect of above two basic actions.
Probing step  The system probes users by asking whether estimated aspect-of-focus is collect or not using detected attribute-of-focus such as “You are browsing items with green color (attribute value). Are you interested in healthy food (evaluation criteria)?” With the confirmation of the system’s estimation to the users, the system can update estimated user states and avoid taking incorrect actions. Besides, the system’s explicit mentioning of estimated aspect-of-focus and detected attribute-of-focus facilitates the users to structure the problem (step 1) as mentioned in the previous section.

Sorting step  This step corresponds to steps 3 and 4 of the AHP introduced in Section 6.2. In this step, the system rearranges items based on user preferences (step 3) so as to assist users’ comparison behavior. Before the system rearranges the content, the system explicitly asks users whether the users want to sort or not in order to avoid users’ confusion to the sudden change of the content and to share the evaluation criteria for the sort. This sharing enables the users to evaluate alternatives on the preference and helps users decide alternatives (step 4). For example, “If you are interested in healthy food (evaluation criteria), vegetable and green color (attribute values) may be the important criteria. Do you want to sort the displayed content based on healthy food (evaluation criteria)?”

The flow of the GazeAHP is shown in Figure 6.1. The system first probes user preferences, and then, if the system can confirm that the estimation is correct, the system takes sorting action.

6.4 Tracing Temporal Changes of Selection Interests

While selection interests estimation introduced in Chapter 2 adopts a maximum-likelihood estimation, i.e., point estimation, for simplicity, the posterior probability distribution of selection interests itself can be estimated (i.e., with Bayes
estimation) since the proposed model is a probabilistic generative model. As we mentioned in Section 6.1, in this chapter, by assuming a Dirichlet distribution for a probability distribution of users’ selection interests, users’ selection interests and its ambiguity are simultaneously estimated.

At first, a sequence of attribute-of-focus are obtained from users’ gaze behavior by the MSET introduced in Chapter 3. Then, fixed-length window are applied to the sequence of attribute-of-focus, and estimate posterior probability distribution $P(\theta | f_w)$ for each of windows as follows:

$$
P(\theta | f_w) \propto \sum_q P(f_w | C_q)P(C_q | \theta)P(\theta) = \sum_q h(f_w; n_w, p_q)\theta_q^\alpha_{w,q}, \quad (6.1)
$$

where $n_w = \sum_{t \in w} \sum_k f_{t,k}$, and $p_q$ is a multinomial parameter corresponding to the aspect $C_q$ as described in Chapter 3. Here, we assume uniform distribution for the prior distribution of the $P(\theta)$ (i.e., $\alpha_{w,q} = 1$). Finally, the Dirichlet parameter $\alpha_{w}$, which generates a probability distribution $P(\theta)$, are estimated for each of windows based on [Minka, 2000]. As a result, the temporal changes of user’s selection interests together with its ambiguity are traced as a sequence of $\alpha_{w}$.

6.5 Evaluation

We conducted an experiment to evaluate the proposed interaction framework with the cooperation of 37 participants, who also participated the experiments in Chapters 3 and 4.
6.5.1 Experimental Design

In the experiments, participants were asked to select one item (laptop computer) from 12 displayed items on a screen (see Figure 6.2), and participants’ eye movements were captured by an eye tracker. Each item had five attribute types such as CPU score and memory capacity.

The purpose of this experiment is to confirm the effect of providing the knowledge of the evaluation criteria as being related to attribute values by objective and subjective evaluation.

Therefore, two types of interaction strategies were prepared: attribute-value based interaction (AB) and evaluation-criteria based interaction (CB). Participants were divided into two groups to assign each of those two strategies. Three evaluation criteria \(C_q (q = 1, 2, 3)\) related to attribute values \(V^c_q\) were prepared for CB strategy same as the experiment in Chapter 3 (see Table 3.1). Here, by giving the same weights on each attribute values in Table 3.1 (i.e., \(P(V_k \mid C_q) = 0.5, V_k \in V^c_q\)), users’ aspect-of-focus were estimated by \(\text{arg} \max_q P(C_q \mid V^f_t)\). Although an attribute value “large memory capacity” equally relates to two aspects (i.e., \(C_1\) and \(C_3\)) in this table, aspect \(C_1\), “To play games or watch movies at home,” is estimated as an aspect-of-focus when “large memory capacity” is detected as an attribute-of-focus in this study.

Two modes, display modes and interaction modes, were prepared during interactive decision assists. In the display mode, the system only displayed items, and participants compared items based on individual preference. A timing of switching these modes is determined by the MSET. In particular, once the system detected participants’ attribute-of-focus by the MSET, the system changed its modes from display mode to interaction mode. To explicitly switch the participants’ attention between the two modes, the system showed dialog boxes, which completely hid the displayed content. Besides, the systems’ questions (i.e., probing question and sorting question) were restricted to only yes-no question, and participants’ answers were given by mouse clicks.

The interaction mode consisted of two steps as mentioned in Section 6.3. In contrast to the CB strategy, which simultaneously showed aspect-of-focus and attribute-of-focus to participants, the system showed only attribute-of-focus for the AB strategy.

\(^1\)Tobii X120 Eye Tracker: Freedom of head movement is 300 × 220 × 300 mm, sampling rate is 60 Hz, and accuracy is 0.5 degrees.
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Note that, several attribute values were not related to any evaluation criteria, which we refer to as criteria-unrelated attributes, since the number of prepared evaluation criteria was small. Therefore, if criteria-unrelated attributes were detected as attribute-of-focus, the system could not estimate users’ aspect-of-focus and it was impossible to act to participants. To uniform the action timing among two strategies, the system took actions to participants only when the detected attribute-of-focus was included in the criteria-related attributes, $V^f_I \in \bigcup_q V^c_q$.

6.5.2 Procedure

Each participant was first asked to sit facing the display and to position their face to be aligned with the chin rest (Figure 6.2). Then, the eye tracker was calibrated. After the calibration, participants were explained the content and procedures of this experiment. In this experiment, the task was “Please select one laptop computer, which you actually want to buy and use.”

The procedure consisted of the following four steps.

**Step 1** Participants were explained three evaluation criteria as example criteria.

**Step 2** The accuracy of eye tracker’s calibrated parameter was confirmed.

**Step 3** Contents were displayed, and the participants were asked to choose one item with system’s assistance.

**Step 4** Participants were asked to answer a questionnaire with five-point Likert scales after they chose an item.

6.5.3 Analysis and Discussion

In the proposed framework, the system took actions to participants only when the criteria-related attributes were detected as attribute-of-focus. Therefore, if the attribute values were not detected during decision making, the interaction did not occur. In this experiment, the significance level to detect participants’ attribute-of-focus was set to 5%. Criteria-related attributes were detected as attribute-of-focus from 30 out of 37 participants’ decision making (16 for AB strategy and 14 for CB strategy), i.e., 30 participants decided an item with the system’s interaction. We used an objective and subjective measure to evaluate our framework from these 30 participants’ decision making.
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Figure 6.3: The number of times interaction occurs and the total duration of decision making

Figure 6.4: The ratio that the system’s probing action is correct

Objective evaluation

Figure 6.3 shows the result of the number of times interaction occurred and the total duration length of decision making. The mean of the number of interaction times were 3.75 and 3.71, respectively, and the mean of the duration length of AB strategy and CB strategy were 72.5 and 66.5 sec., respectively.

Here, we show how the system’s estimation is correct in Figure 6.4. The accuracy of the probing action is more than 70% and all the system’s probing actions were true in more than half sessions, 9 of 16 sessions in AB strategy and 9 of 14 sessions in CB strategy. Since how easy participants can decide items depends on the ratio of the system’s estimation, we picked the results only when all the system’s probing are collect. Figure 6.5 shows the results of the participants’ decision making that all the estimated selection interests were collect. The difference were not significant ($p = 0.34$ and 0.19 with Welch t-test, respectively) but these results indicate that participants with CB strategy could decide with shorter duration
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Figure 6.5: The number of times interaction occurs and the total duration of decision making only when all the estimated selection interests were collect during one choice behavior length, and indicate that with the system’s probing by not only attribute-of-focus but also aspect-of-focus, the participants could smoothly decide items from alternatives.

Figure 6.6 shows examples of transition of the Dirichlet parameters in the session and the timing of interaction. In these results, multinomial parameter \( \{ p_r \} \) was given by evaluation criteria of given tasks similar to Chapter 4 with additive smoothing. These results show that the participant in CB strategy compares several alternatives from different aspects in turn just after sorting and then compare alternatives that satisfy the criteria, while the participant in AB strategy first glances at the content because of the re-arranging the content and compare alternatives that satisfy the criteria. The aim of sorting action is to assist participants comparison behavior based on an aspect-of-focus by re-arranging alternatives based on participants’ aspect-of-focus. However, this result implies that sorting action assists participants to once change aspect-of-focus and to browse content from different aspects by gathering alternatives having higher evaluation score, i.e., divergent action.

The histogram of the difference of mean of \( r_i^f \) are shown in Figure 6.7. These results show that almost all sorting action in AB strategy help participants decrease ambiguity of the selection interests. Also, while half of sorting actions in CB strategy assist participants’ selection interests construction, the other half actions triggers the changes of aspect-of-focus and gives an opportunity to explore the content.

To confirm this difference of the users’ browsing strategy, we observe the difference of histogram of region-of-gaze. Figure 6.8 shows a histogram of region-of-gaze before and after sorting action. Figure 6.8 (a) shows a center bias of this
Figure 6.6: (a) An example of transition of estimated $\alpha_t$ and (b) the timing of system’s action and participant’s reaction, where $+$ is yes, and $-$ is no.

Figure 6.7: The histogram of transition of mean of $\alpha_q$ after system’s action. (a) is a histogram of AB strategy and (b) is that of CB strategy.

content. The sorting action arranges items by total order and row-first. That is, the score of alternative located top-left is the highest and bottom-right is the lowest. These results show that participants in CB strategy well look at the alternatives having lower scores in terms of an aspect-of-focus (i.e., alternatives located in the bottom row), while participants in AB strategy look at the alternative having the highest score well (i.e., alternatives located in the top row).

Subjective evaluation

For participants’ subjective evaluation, we asked participants the evaluations for the decision behavior including the decision process and chosen items, and eval-
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Figure 6.8: The histogram of region-of-gaze in the all sessions. (a) The histogram before sorting action (i.e., first displayed content) of all session and (b) the histogram after sorting action in AB strategy, and (c) the histogram after sorting in CB strategy.

Figure 6.9 shows the evaluation for the decision behavior conditioned by the ratio of probing action. Here, “allcorrect” means all probing actions are correct. Although we expected that participants with CB strategy tended to successfully construct their preference, and therefore those scores were higher than the scores of participants with AB strategy, those two results were not distinct. One possible reason is the prepared criteria were too simple. Therefore, participants could structure the decision problem as a hierarchy without the system’s suggestion. Moreover, the ambiguity of the criteria may be another reason. The evaluation for interactions with the system were shown in Figure 6.10. Almost all scores of evaluation of CB strategy were higher than that of AB strategy especially when
the system’s estimation is correct. In particular, the results show that CB strategy was felt more “Appropriate action,” the result of CB is 4.7 and AB is 4.0 while the significance is not large ($p = 0.10$ with Welch t-test). However, these results also show the fault of the system’s action decreases the scores of evaluation for interaction. A possible reason of this result is the system’s action in CB strategy mentions not only users’ attribute-of-focus detected by the MSET but the estimated selection interests, and therefore participants feel bothered to the system when the estimation is failed. This is also confirmed in Figure 6.11. The score of “Mental load” and “Bothersome” are higher when the system’s estimation is failed in CB strategy ($p = 0.18$ and 0.03, with Welch t-test to “CB-withfalse” and “AB-withfalse”, respectively).

Besides, we asked participants “why did you think this system is useful/useless for your decision making?” In qualitative feedback, nine of 16 participants with AB strategy commented “the sorting makes my decision easier.”
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That is, in AB strategy, the sorting step had an impact on participants’ decision making.

In contrast, in the case of the participants with CB strategy, six out of 14 participants also mentioned sorting step, but four participants commented “the system interacts me by the criteria on what I actually focus,” and one participant commented “the system organizes information in my place.” These results show that the impact of system’s probing step became larger than AB strategy in the CB strategy and might increase the evaluations.
Chapter 7

Conclusion

7.1 Summary

In this thesis, we propose a novel modeling of users’ selection interests and a framework for estimating users’ selection interests from gaze behavior. The contributions of this thesis are: (1) We introduce aspects of items as users’ evaluation criteria for decision making and introduce a novel representation of users’ selection interests by the importance weight of aspects; and (2) we propose a generative model of users’ gaze behavior by focusing on users’ comparison behavior to learn aspects and to estimate users’ selection interests from users’ gaze behavior.

At first, we introduce a notion of aspects and a framework of the proposed gaze behavior model in Chapter 2. To model users’ selection interests, we assume that aspects of items can be possible reasons for users’ comparison behavior (i.e., why the user compares alternatives) and that these aspects can be characterized by the degree of association with each of attribute values. Under this assumption, the proposed framework learns aspects (i.e., the degree of association with attributes) from users’ gaze behavior by maximum likelihood estimation. Gaze-behavior models proposed in Chapters 4 and 5 inherit the framework.

In Chapter 3, we propose a users’ comparison detection method by introducing the statistical hypothesis test for multiple scales. By assuming users’ neutral browsing behavior model, users’ comparison behavior is detected by the deviation of gaze behavior distribution from neutral browsing model. Then, we propose a framework to learn users’ possible evaluation criteria via a bottom-up method, which explicitly takes users’ focus into account in Chapter 4 by concluding Chapter 3.

In Chapter 5, we take the effect of visual attention into account. In particular,
the absolute position in the content, which is called center bias, is to be the target of this study. We introduce two kinds of model of the effect of layout and compare these models regarding prediction accuracies of the generative models.

Finally, we introduce an interactive assistance based on Chapters 3 and 4. The interactive assistance is based on the AHP, and the system assists users several parts of the procedure of the AHP instead of the users, such as structuring problems and giving assessment scores to each of elements. The experimental results show that our approach proposed in this thesis can be a basis of the interactive assistance.

7.2 Future Work

In this section, we discuss the limitations of the proposed framework and extensions. Then, we discuss prospects to the interactive assistant system based on the proposed framework.

7.2.1 Limitations and Extensions

We discussed the limitations of the proposed framework from the viewpoints of aspect learning and observable gaze behavior.

Aspect learning

One limitation of aspects learning is caused by the number of observed data while this framework (i.e., parameter inference) assume a large amount of data.

Unprepared attributes We represent aspects by association with attribute values that presented in the content. That is, aspects that related to unprepared attribute values cannot be learned. Besides, to learn multiple attribute values as same aspects, these multiple attribute values need to be presented in the same content. To solve these issues, possible approaches are to prepare more variety of attributes and to deal with the combination of multiple attribute values as a new attribute value. However, these approaches cause the increase of the number of attribute values, and then becomes difficult to learn parameters.

Interpretation of aspects As discussed in Chapters 3 and 4, the interpretation of learned aspects is important issue for applying the proposed framework to inter-
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active systems while the example of assistance proposed in Chapter 6 uses aspects prepared in a top-down manner. To address this issue, one extension is to apply interpretation approach to topic models [Mei et al., 2007, Chang et al., 2009]. Here, the ease of interpretation can be one measure for determining the number of aspects.

Features of gaze behavior

The proposed model in Chapter 2 simplified users’ gaze behavior in many aspects, for example, by assuming users’ focus on attribute values are determined at each time independently. We here discuss some limitations arise from the simplification of the observation of gaze-behavior model. While the limitations in the previous section can be overcome by the current model, several extensions need to overcome the limitations in this section.

Temporal patterns of browsing targets For the estimation of users’ interests in decision making, temporal patterns of browsing targets convey useful information. For example, a user’s “re-fixation” on a target indicates that the user specifically focuses on the target and compares it with the other alternatives [Schaffer et al., 2016]. Although these temporal patterns are indirectly considered in the MSET as the identification of a bias of users’ gaze behavior in a short-term window, explicit modeling of gaze-transition patterns by a gaze-behavior model has a possibility of finding natural interpretation of users’ gaze behavior.

Duration information Since we are particularly interested in users’ comparison behavior, time $t$ of the proposed gaze-behavior model was chosen as the change of the gaze targets (i.e., gaze-target transition). This is suitable to treat the number of times a target is looked at as the importance weight on the target. However, this approach cannot examine how carefully the user looks at that targets. Sugano et al. [Sugano et al., 2013] showed with Random Forests that the duration length is one of the most contributed features to estimate users’ interests. Taking physical duration information into account may enable us to examine the degree of users’ focus on a gaze target while browsing content.
7.2.2 Prospects to Interactive Decision Assistance

In this section, we describe prospects of interactive decision support based on our approach. Under the situation where users do not have enough knowledge or do not have a clear understanding of users’ selection interests, proactive assistance can be useful. Here, let us consider a concierges’ decision assistance, which is one of the popular proactive support.

Concierges interact with customers and estimate customers’ internal states for appropriate assistance. The motivation of their interaction is having a clone of the customers’ internal states to support customers in customers’ shoes. They first try to know customers’ internal states such as preference, intention, and knowledge about the content domain. To do that, by presenting information or suggesting some criteria, they incrementally probe the internal states by customers’ reaction. After that, they recommend alternatives with its association with customers’ internal states.

To realize concierge-like assistance, the system needs to have several functions, such as presenting information to users, asking a question to users and suggesting criteria to understand users’ internal states deeply. In this study, we specifically focus on a function that the system helps users organize the problems and we show an example of interactive assistance based on gaze behavior named GazeAHP introduced in Chapter 6. The GazeAHP introduces two actions to assist users to understand the structure of the problem and to construct a selection interest: probing and sorting. To evaluate these two actions, the system’s action set is very limited and the system’s action strategy is deterministic, which uses only aspect-of-focus detected by the MSET proposed in Chapter 3.

Here, we introduce several extensions as follows to extend our framework to concierge-like assistance. While the GazeAHP assumes that users do not have a structure of problems but have knowledge about what attributes the item has and what the attribute is, users sometimes do not have enough knowledge about the meaning of attribute value. For example, users know an alternative has a high CPU score but do not know what CPU score is. Therefore, giving not only the relation between each element in the problem structure but the information about each element to users are also important assistance from the viewpoint of the information presentation.

Also, our proposed framework can estimate a variety of users’ internal states such as the ambiguity of users’ selection interests as shown in the analysis in...
Chapter 6. Since useful assist can be changed depending on the ambiguity of users’ selection interests, estimating ambiguity of users’ selection interests enables the system to effectively change the support strategy. For example, if users have only fuzzy understanding of their preference, the system suggests several evaluation criteria while the system recommends alternatives that match users’ selection interests when users’ selection interests are almost constant. Precisely because systems can have much more information and obtain much more information from not only users’ verbal behavior but also users’ non-verbal behavior (e.g., gaze behavior and micro-facial expression), the systems are expected to effectively change the strategies and provide information to the users.

Over the past decade, a much amount of interactive systems were proposed not only in task-oriented interactive systems but non-task-oriented interactive systems \cite{Misu et al., 2011, Yoshino and Kawahara, 2015, Hiraoka et al., 2016, Lowe et al., 2017, Liu and Lane, 2017}. In these communication systems’ research, several kinds of approach to learning interactive strategies are applied such as reinforcement learning in Partially Observable Markov Decision Process \cite{Misu et al., 2011, Yoshino and Kawahara, 2015, Hiraoka et al., 2016}, and also by Neural Network techniques \cite{Lowe et al., 2017, Liu and Lane, 2017}. By applying these techniques, we believe that the proposed framework can be a basis of interactive assistant systems.
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