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Abstract

We study the topological and dynamical properties of the one-dimensional Majorana

fermions in the presence of several competing interactions. First part is devoted to the study

of the ground-state phase diagram and dynamics of the Majorana fermions. We first map out

the ground-state phases of the model and identify the universality classes of the transitions

by the exact solution and the conformal-field-theory techniques. Each phase is characterized

by order parameters, winding number, and the entanglement spectrum. We then investigate

the dynamical properties during temporal linear changes (sweeps) of the parameters of the

Majorana interactions through the critical points which separate two topological phases

using the time-dependent Bogoliubov transformation with the open boundary condition.

When the sweep speed is slow, the correlation functions and the entanglement entropy

exhibit characteristic periodic structures in space after the interaction parameter crosses the

critical points identified above. On top of this, the degenerate levels in the entanglement

spectrum show splitting and oscillating structures. By explicitly calculating the above

quantities for excited states, we attribute these behaviors to the Bogoliubov quasiparticles

(bogolons) generated near the critical points. We also show that the entanglement spectrum

reflects the strength of the Majorana correlations not only in the ground state but also in

the excited states.

In the second part, we study the quantum phase transitions and the stability of Majorana

zero modes in the one-dimensional Majorana fermions when the chemical potential is peri-

odically modulating in space. We study the non-local properties such as the entanglement

spectrum and the string correlation functions by using the numerical Bogoliubov transforma-

tion for the open boundary condition. As we vary the phase of the modulation, the number of

the Majorana zero modes changes, which manifests itself in the degeneracy of the lowest level

of the entanglement spectrum. Next, we investigate the quantum phase transitions driven by

the change in the amplitude of the modulation. In particular, for certain values of the wave

number and the phase of the modulation, we observe a quantum phase transition from one

topological phase into another where there is a single Majorana zero mode and the string

correlation function oscillates in space. We also show that in a certain case, the degeneracy

of the entanglement spectrum and the number of the Majorana zero modes do not change

even for large enough amplitude of the modulation. Finally, we characterize the phases of

the system with the periodic boundary condition by the topological invariant, which reflects

the number of the zero-energy excitations with the open boundary condition.
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Chapter1

Introduction

1.1 Background

Understanding phases of quantum many-body systems is one of the most important topics

in the condensed-matter physics. Due to thermal fluctuations, many-particle systems at finite

temperatures show a variety of phases. These phases are well described by the Landau theory

of symmetry breaking with local order parameters [1]. For example, the Ising model with

Z2 symmetry exhibits two phases when we vary the temperature; one is a symmetry-broken

ordered phase with local magnetization as the order parameter, and the other is disordered

phase with vanishing local order parameter.

There is another type of fluctuations (quantum fluctuations) which are dominant at zero

temperature. Compared to the phases stabilized by thermal fluctuations, quantum fluctua-

tions give rise to more complex phases. Theoretical and experimental studies have discov-

ered phases called topological phases such as quantum Hall effect (QHE) [2, 3], the Haldane

phase [4–12], quantum spin liquids [13, 14], and topological insulators [15–19] and supercon-

ductors [20, 21]. These phases in one dimension are characterized not by any local order

parameters of the Landau theory but by non-local order parameters [6–12], and their emer-

gent edge excitations [4, 22]. In two or higher dimensions, there appear quasiparticles in the

bulk which obey fractional statistics [23, 24] and ground-state degeneracy depending on the

geometry where the systems are defined [25, 26]. For example, the non-local order parame-

ters [6] for the Haldane phase in the spin-1 Heisenberg antiferromagnet in one dimension are

called the string order parameters and are able to detect the hidden antiferromagnetic order

in the ground state [4].

The quantum Hall states are insulating in the bulk and metallic at the edges, which are

distinct from trivial band insulators. They are realized in the electrons in two dimensions

under strong magnetic field and the Hall conductance is proportional to a topological invariant

[27]. This number, called the Chern number, reflects the topological nature of the Landau
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band. In analogy to the QHE, Kane and Mele theoretically predicted the quantum spin Hall

effect (QSHE) on the graphene with spin-orbit interactions [15]. This phase is characterized

by the spin current at the surface and the Z2 topological invariant, which in the presence

of the time-reversal symmetry is stable until the energy gap closes. Thus this phase is

robust against interactions and disorder which preserve time-reversal symmetry. However,

it is found that the spin-orbit interaction in the graphene is too weak to show the QSHE.

Instead of graphene the use of HgTe/CdTe quantum well has been theoretically proposed and

experimentally realized later [16, 17]. The concept of the QSHE is generalized to the three

dimensional cases, which is called the topological insulators [18,19].

The topological superconductors are the topological phases which have superconducting

gaps and particle-hole symmetry [21]. Because of the particle-hole symmetry, the zero-energy

excitations are the Majorana quasiparticle excitation. One of the simplest models which are

known to host these phases would be the Kitaev model of spinless p-wave superconductor

in one dimension. [20]. This model is believed to be realized by the proximity effect of a

quantum wire placed on superconductors [28–30]. A similar model is obtained using the

optically trapped fermion atoms [31]. In the topological phase of the Kitaev model with open

boundaries, a pair of unpaired Majorana fermions appearing at the two ends of the system

form a non-local fermion excitation with zero energy, leading to the two-fold degeneracy

in the ground states. The modes are stable until the energy gap of the system closes and

thus characterize the topological phase. Because of the non-local nature of the Majorana

fermions, they obey non-Abelian statistics and can be used for the topological quantum

computation [32,33].

In the context of the quantum-information science, quantum entanglement has been pro-

posed to characterize phases. Entanglement is non-local correlation inherent in quantum

mechanics. There are mainly two ways to quantify entanglement: entanglement entropy and

entanglement spectrum. The entanglement entropy, which is defined as the von Neumann

entropy of the reduced density matrix of the subspace, is used to study the quantum phase

transitions [34–45]. In the gapped phases, the entanglement entropy satisfies the area law:

the entanglement entropy is proportional to the surface area of the subspace [39, 44]. In

particular, the entanglement entropy of one-dimensional gapped systems is constant [36]. At

the critical points, on the other hand, the entanglement entropy logarithmically diverges;

the scaling of the entanglement entropy carries information on the conformal field theories

underlying the critical points such as the central charge [34, 35]. The entanglement entropy

is also used in the study of the topological phases and reflects topological properties in the

ground states [37,38,40–43,45].

The spectrum of the eigenvalues of the reduced density matrix, called the entanglement
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spectrum, contains more information than the entanglement entropy and thus has been pro-

posed as the fingerprints of topological phases [46]. Sometimes it is more convenient to

consider the logarithm of the inverse of the eigenvalues of the reduced density matrix. In

Ref. [46], it is shown that the level structure of the entanglement spectrum of the fractional

quantum Hall state obtained this way has a close relationship with the energy spectrum of

the physical boundary excitations appearing at the edge of the system. Thereafter the entan-

glement spectrum has been used in theoretical studies of the topological phases and now it

is well-known that in a variety of topological phases the level structure of the entanglement

spectrum reflects that of the emergent excitations at the edges of the systems [47–59].

1.2 Motivation of this thesis

The study of the Majorana fermions is important from the view point of both quantum-

information science and condensed-matter physics. Since the first proposal of quantum com-

putation using the Majorana zero modes [32], the stability of the modes has been attracting

much attention from the quantum-information perspective [60–62]. To manipulate them in

the actual experiments, we must know entanglement and non-local correlation of them. In

condensed-matter physics, on the other hand, much effort has been devoted to the investiga-

tion of the topological phases exhibiting the Majorana fermions [63]. As the Kitaev model

is the simple model and exactly solved, a lot of theoretical works have use it to explore the

Majorana fermions. Because the Kitaev model does not contain all the effects which are rel-

evant in the real experiments, we have to consider them by modifying the Kitaev model. For

example, there are theoretical studies concerning the effects of long-range interactions [64,65],

periodic modulation [66,67], disorder [68], and quartic interaction [69]. Because several types

of Majorana interactions such as long-range ones may change the number of the Majorana

zero modes [64, 65], we expect a variety of phases and critical points. Furthermore the sta-

bility of the Majorana zero modes against spatially periodic modulation and disorder has

been considered in Ref. [66], where the authors found out the enhancement of the topological

phase by the modulation and the transitions from the topological phase to a trivial phase.

Because the modulation of the chemical potential influences the topological phases by inho-

mogeneously disturbing the pairing pattern of the Majorana fermions, the interplay of the

long-range interaction and the modulating chemical potential would cause non-trivial effects

on the formation of topological phases characterized by the Majorana fermions. Thus it

would be interesting to study how the pattern of the correlation of the Majorana fermions is

affected by the interaction and modulation of chemical potential in the light of entanglement

and non-local correlations.

Dynamical properties of systems associated with phase transitions have been extensively
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studied for a long time [70–81]. In particular, dynamics during temporal linear changes

(sweeps) of the parameters of the interactions across the critical points has been investi-

gated [73–80]. In phases characterized by conventional local order parameters, a universal

relation called the Kibble–Zurek scaling [71, 72] is known to hold between the defect density

and the sweep rate. Recently, connection between the time evolution from the ground states

and the topological properties during parameter sweeps across critical points of topological

phase transitions has been studied intensively [82–87]. It is found that dynamics associated

with topological phase transitions depends on their topological properties and differs from

what is expected from the Kibble–Zurek physics [82–85]. In order to further understand how

the topology affects the dynamics, it is desired to study the entanglement properties. The

references [79–81] found that the dynamics of the entanglement entropy and the entangle-

ment spectrum gives us a new perspective in the study of phase transitions: it may detect the

dynamical phase transition. In topological systems in their equilibrium, it has been already

recognized that the string correlation functions, the entanglement entropy, and the entangle-

ment spectrum are useful to study the topological phases of the ground states [88]. Thus, it

is an important issue to pursue this direction and study dynamical properties in topological

systems in terms of the string correlation functions, the entanglement entropy, and the en-

tanglement spectrum of excited states. To focus on only low-lying excitations for simplicity,

we study the dynamics during the interaction sweeps rather than following a quench where

all the excitations are involved in the dynamics.

1.3 Plan of this thesis

In this thesis, we study entanglement and dynamical properties in topological phases of

Majorana fermions in one dimension. This thesis is organized as follows: In Chapter 2, we

review the topological phases in one dimension using pedagogical examples such as the spin-1

Heisenberg model and the Kitaev model. We characterize the phases of these models by

the entanglement properties, edge modes, and non-local order parameters. There we also

introduce a powerful way of representing ground states in one dimension called the matrix-

product representation to classify the topological phases.

In Chapter 3, we summarize several numerical methods used in this thesis. We begin with

the Bogoliubov-transformation method for free fermion models to study the ground-state and

dynamical properties. Then, we sketch the algorithm of a relatively new method, called the

infinite time evolving block decimation (iTEBD) [89, 90], based on the matrix-product state

to numerically obtain the ground-state wave function. The method to calculate entanglement

quantities and correlation functions is also illustrated.

In Chapter 4, which is based on Refs. [91,92], we present extensive analyses on the ground-
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state and dynamical properties of a generalized Kitaev model with several competing inter-

actions. We first map out the ground-state phase diagram of the model and characterize each

phase by the topological invariant, order parameters, and entanglement. The universality

classes of the critical points among these phases are determined analytically. On the basis

of the phase diagram obtained in this way, we study the sweep dynamics across the critical

points of topological phase transitions. To see topological properties, we calculate the en-

tanglement spectrum as well as the correlation functions and the entanglement entropy. We

observe spatially periodic structures in the distance dependence of correlation functions and

in the block-size dependence of the entanglement entropy. On the other hand, we observe

temporal oscillation and splitting of the degenerate levels of the entanglement spectrum. To

clarify why these structures appear, we study the topological properties of the Bogoliubov

quasiparticles (bogolons) from a viewpoint of the correlation of Majorana fermions. Focusing

on the Majorana correlations, we give a physical picture for the entanglement properties for

the excited states. In addition, we discuss the origin of the breakdown of adiabaticity.

In Chapter 5, which is based on the results presented in Ref. [93], we study quantum phase

transitions that happen in one-dimensional Majorana-fermion systems under inhomogeneous

chemical potential periodically modulating in space when its phase and the amplitude are

varied. Specifically, we consider the effect of a next-nearest-neighbor interaction and the pe-

riodic modulation in the chemical potential on the topological properties of the Kitaev model

focusing on entanglement and non-local correlation. We numerically calculate the entangle-

ment spectrum and the string correlation functions by using the Bogoliubov-transformation

method. When we vary the modulation, the degeneracy in the lowest level of the entangle-

ment spectrum changes, which we confirm corresponds to the degeneracy of the ground states

and the topological invariant.

In Chapter 6, we conclude this thesis and give some future perspectives. Supplemental

information is summarized in Appendices A-E.
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Chapter2

Topological phases

In this chapter, we review the topological phases in low dimensions which cannot be un-

derstood by the Landau paradigm of symmetry breaking. The Landau theory describes the

phase transitions by the pattern of symmetry breaking of the system. A lot of ways have

been theoretically proposed to characterize topological phases such as non-local order param-

eters [6–12], edge modes [4,22], entanglement [37,38,47,48,94–96]. In Sec. 2.1, we use entan-

glement to define and classify phases. There are topological phases where the symmetries play

an important role in the classification, although any symmetries do not break [47,48,94–96].

The phases which are distinct from trivial ones only in the presence of certain symmetries

are called the symmetry protected topological phases (Sec. 2.1.1). In Sec. 2.2, we represent

the states of this class by the matrix-product states. We illustrate the matrix-product rep-

resentation of the Haldane phase of S = 1 Heisenberg antiferromagnet as the example. In

Sec. 2.3, we show the fermion models which we study in Chapters 4 and 5. These models

also show topological phases which would be clearly seen in the Majorana representation.

2.1 Entanglement

Entanglement is non-local correlation in quantum mechanics which is absent in classi-

cal systems, and is contained in the (ground-state) wave functions. It is widely used in a

variety of fields in physics such as statistical mechanics, condensed-matter physics, quantum-

information science, quantum field theory and so on. In condensed-matter physics, for exam-

ple, entanglement can be used to detect the quantum phase transitions [35,36,47,48,58,59].

It is also found that entanglement is useful to characterize phases such as the quantum Hall

states [46,53] and quantum spin liquids [37,38] which cannot be described by Landau’s local

order parameters. In quantum-information science, on the other hand, entanglement is the

key to efficiently represent states of quantum many body systems. In fact, we write the wave

function by the product of tensors and numerically obtain the ground state by optimizing it.
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The amount of entanglement gives us a good criterion in the optimization problem. This fact

is used for the iTEBD method [89, 90] and density matrix renormalization group (DMRG)

method [97], which are now recognized as efficient ways to obtain the ground-state wave

functions of quantum systems in one dimension.

In this section, we see how entanglement is quantified and is used to characterize phases.

In Sec. 2.1.1, we show classification scheme beyond that of Landau. In Sec. 2.1.2, we give

a representation where the entanglement property is apparent, which is also useful for the

matrix-product representation in Sec. 2.2. In Secs. 2.1.3, 2.1.4, we define physical quantities

to quantify entanglement.

2.1.1 Entanglement and phases

In condensed-matter physics, we have much interest in the ground-state properties of quan-

tum systems. The system is described by the Hamiltonian H and we usually want the wave

function defined in the Hilbert space. We assume that the Hilbert space is spanned by prod-

ucts of local basis {|mi⟩} of the i-th site. For a long time, we used local order parameters to

determine which phase the state belongs to. This is well described by the Landau theory of

symmetry breaking based on corresponding order parameter: if the Hamiltonian possesses a

symmetry G, then the symmetry group F of the ground state is one of the subgroups of G.

This pattern of symmetry breaking enables us to classify the phase transitions. It had been

believed that the Landau theory describes all orders and transitions. Since the discovery of

the QHEs, however, it turned out that the theory cannot be used for the classification. In

fact, all the quantum Hall states have the same symmetry, although there are distinct phases

characterized by different topological numbers [27]. Toward construction of new theory which

describes new types of order beyond Landau description, several universal properties such as

topological degeneracy of the ground states [26] and fractional statistics [23,24] are theoreti-

cally proposed.

Recently it has been found that entanglement plays an important roll in classifying phases

[47, 48, 94–96, 98]. To explain it, we first consider that the deformation of states under local

unitary transformation. We say that the Hamiltonian is gapped if it has excited states with

finite energy gap and it is local if its support of each term is finite. We consider a family

of the local Hamiltonian H(g) which smoothly depends on a parameter g. Let the states

|Ψ(0)⟩ and |Ψ(1)⟩ be the ground states of the Hamiltonians H(0) and H(1), respectively.

We define that the two states |Ψ(0)⟩ and |Ψ(1)⟩ are equivalent if there exist a family of

Hamiltonians H(g)(0 ≤ g ≤ 1) which are gapped and local and they are connected by local
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unitary transformation [98,99]

|Ψ(1)⟩ = Tg[e
−i

∫ 1
0
dgH(g)]|Ψ(0)⟩. (2.1.1)

Here Tg is the time ordering with respect to fictitious time-evolution in g. In other word,

the two gapped states |Ψ(0)⟩ and |Ψ(1)⟩ are in the same phase if and only if they can be

connected by adiabatic transformation without closing the energy gap.

In order to classify the states by the local unitary transformation (2.1.1), the entanglement

structure of the wave function |Ψ⟩ turns out to be important. We define that the wave

function is not entangled if it is written in the direct product form as

|Ψ⟩ = · · · ⊗ |s1⟩ ⊗ |s2⟩ ⊗ |s3⟩ · · · , (2.1.2)

where |si⟩ is expanded in the basis {|mi⟩} of the i-th site. On the other hand, we say that

the state is entangled if it is not a direct-product state. With the above setup, we classify

quantum states. We focus on the entanglement structure of the states and the symmetry of

the transformation.

We first consider the case where the system is not subject to any symmetry constraints. The

states are called long-range entangled (LRE) if they cannot be deformed into direct product

states by any local unitary transformations in Eq. (2.1.1). The states remain entangled

during the transformation [98]. These LRE states have the intrinsic topological order like

the QHEs: they typically have ground-state degeneracy [26] and anyonic excitation [23, 24].

This degeneracy depends on the topology of manifolds (cylinder, torus, etc.) on which the

system is defined, rather than on the symmetry of the Hamiltonian. On the other hand, the

states are called short-range entangled (SRE) if they are connected to a direct product state

by a local unitary transformation. Thus the SRE states are continuously transformed to each

other and there is only a single SRE phase when no symmetry is imposed.

Next let us consider the case where a certain symmetry G is imposed. Then the SRE

states can be richer depending on the symmetry group G. When the symmetry is broken,

the phases are described by the Landau theory. The phase transitions are associated with

the patterns of symmetry breaking G → F , which are classified by the group theory. On

the other hand, there are SRE states where the symmetry of the Hamiltonian is not broken.

They are called the symmetry protected topological (SPT) phases [100, 101], which we focus

on this thesis. The states are entangled and cannot be connected to direct product states by

the local unitary transformations (2.1.1) which preserve the symmetry. The SPT phases in

one dimension are the equivalence classes of symmetric local unitary transformations and are

classified by the group cohomology theory [94–96]. Note that there is a classification of the

SPT phases in higher dimensions using cobordism [102].
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In the presence of the symmetry, there can be distinct phases sharing the same symmetry,

and the bulk gap has to close when a phase transition between them occurs. The well known

examples of the SPT phases include the Haldane phase protected by such symmetries as

inversion and time-reversal symmetries [47] and the topological phase of the Kitaev model

protected by time-reversal symmetry and fermion parity [103], which we mainly consider in

this thesis. Note that there are also the LRE states with a symmetry constraint, which are

called the symmetry enriched topological phases [104,105].

2.1.2 Schmidt decomposition

We define the Schmidt decomposition by the singular-value decomposition of matrices [106].

Suppose that we have a normalized wave function |Ψ⟩ of the entire system. We then divide

the system into two subsystems A and B whose Hilbert spaces are HA and HB , respectively.

Defining n = dimHA, m = dimHB , the wave function |Ψ⟩ is written by the orthonormal

basis {|i⟩A}, {|j⟩B} of the subsystems A and B as

|Ψ⟩ =
n∑
i=1

m∑
j=1

Cij |i⟩A|j⟩B ∈HA ⊗HB . (2.1.3)

The singular-value decomposition of the n×m matrix C is defined as

C = UΛV (2.1.4)

with U and V respectively are the generalized unitary matrices of dimensions n×min(n,m)

and min(n,m)×m which satisfy

U†U = 1, V V † = 1. (2.1.5)

The matrix Λ is diagonal with non-negative real elements which are called singular values.

The number χ of positive singular values {λα} is called the Schmidt number and satisfies

χ ≤ min{dimHA, dimHB}. The positive singular values are called the Schmidt eigenvalues.

Then we can rewrite the above wave function as

|Ψ⟩ =
n∑
i=1

m∑
j=1

min(n,m)∑
α=1

UiαΛααVαj |i⟩A|j⟩B . (2.1.6)

From Eq. (2.1.5), we can define a new set of orthonormal basis of the subsystems A and B as

|ϕα⟩A =
n∑
i=1

Uiα|i⟩A, (2.1.7)

|ψα⟩B =
m∑
j=1

Vαj |j⟩B . (2.1.8)
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Now, from Eqs. (2.1.6)-(2.1.8), the following Schmidt decomposition of any normalized wave

function |Ψ⟩ results:

|Ψ⟩ =
χ∑
α=1

λα|ϕα⟩A|ψα⟩B . (2.1.9)

Here the states |ϕα⟩A, |ψα⟩B are called the entanglement eigenstates or the Schmidt states.

As the wave function is normalized, we obtain the following condition

χ∑
α=1

λ2α = 1. (2.1.10)

When only one Schmidt eigenvalue is finite (χ = 1), the state is a direct product of the wave

functions of the two subsystems. Note that although the two subsystems are not entangled

in this partition, they may be entangled for some partition. On the other hand, when at least

two Schmidt eigenvalues are finite, the state is said entangled.

2.1.3 Entanglement entropy

We define the entanglement entropy to quantify entanglement. To do that we divide a

one-dimensional system into two subsystems A and B as in Fig. 2.1.1. Let the size of the

subsystem A be Lsub. By using the Schmidt decomposition (2.1.9), the wave function |Ψ⟩ is
written in terms of the basis of the subsystems A and B as

|Ψ⟩ =
χ∑
i=1

λi|ϕi⟩A|ψi⟩B , (2.1.11)

where, {|ϕi⟩A} and {|ψi⟩B} are orthonormal basis of the subsystems A and B respectively,

and positive real numbers {λi} satisfy
∑χ
i=1 λ

2
i = 1. With this representation of the wave

function, the reduced density matrix ρA of the subsystem A is easily calculated as

ρA = TrB |Ψ⟩⟨Ψ| (2.1.12)

=

χ∑
i=1

λ2i |ϕi⟩A⟨ϕi|A. (2.1.13)

The trace with respect to subsystem B means that we hide the degree of freedom of B. To

quantify entanglement between the subsystem A we observe and the subsystem B we hide,

we define the entanglement entropy of the subsystem A as the von Neumann entropy for the

reduced density matrix ρA:

SA = −TrρA ln ρA = −
χ∑
i=1

λ2i lnλ
2
i . (2.1.14)
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Subsystem A Subsystem BSubsystem B

L      sitessub

Figure2.1.1 Devision of the system in one dimension: we divide entire system into two

subsystems A,B. Let the length of the subsystem A be Lsub.

As is easily confirmed, the entanglement entropy SA equals the entanglement entropy SB

calculated from the reduced density matrix ρB

ρB = TrA|Ψ⟩⟨Ψ| (2.1.15)

=

χ∑
i=1

λ2i |ψi⟩B⟨ψi|B . (2.1.16)

That is, entanglement entropy is related to the boundary of the subsystems A and B rather

than themselves. The maximal value of the entanglement entropy lnχ is attained when

λ1 = λ2 = · · · = λχ = 1√
χ . In this case, the two subsystems are called maximally entangled.

As a simple example, we consider direct product state and singlet state of two spin one-

halves. Let one spin be in the subsystem A and another spin in B. For a direct product

state
|Ψ⟩ = | ↑1⟩| ↑2⟩, (2.1.17)

we have χ = 1 and λ1 = 1, where the entanglement entropy equals 0. On the other hand, for

the singlet state

|Ψ⟩ = 1√
2
(| ↑1⟩| ↓2⟩ − | ↓1⟩| ↑2⟩) , (2.1.18)

we have χ = 2 and λ1 = λ2 = 1√
2
. The entanglement entropy is ln 2 and the subsystems

are maximally entangled. We can see from above examples that the entanglement entropy

quantifies quantum correlation of the system.

The entanglement entropy is useful in the study of quantum phase transitions in one di-

mension [36]. Here we consider the entanglement entropy of the ground state of a local

Hamiltonian. Let |∂A| be the surface area of the subsystem A. If there is spectral gap above

the ground state described by the local Hamiltonian, the correlation length ξ is finite [107].

Then the sites cannot be entangled over the distance ξ. This indicates that entanglement

between subsystem A and its complement mainly comes from their boundary and the entan-

glement entropy of A is proportional to the surface area |∂A|. This is called the area law
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of the entanglement entropy [44]. There is a rigorous proof for the area law in the quantum

system in one dimension under some condition [39].

When a one-dimensional system is gapless, on the other hand, the entanglement entropy

behaves logarithmically with respect to the length Lsub of the subsystem [36]. In this case,

we obtain the area law with logarithmic correction. The similar behavior can be seen in

the entanglement entropy in the (1+1)-dimensional conformal field theories (CFTs) [34, 35].

Generally, in the (1+1)-dimensional CFTs, the entanglement entropy scales logarithmically

with respect to the subsystem size Lsub as

SA(Lsub) ∼
c

3
lnLsub. (2.1.19)

The constant c, called the central charge, is universal constant and classifies the CFTs.

As an example, we consider the transverse-field Ising model which shows quantum phase

transition [108,109]:

HTFIM = −
N∑
i=1

σxi σ
x
i+1 − h

N∑
i=1

σzi . (2.1.20)

This model shows a quantum phase transition at h = 1 where the energy gap closes. We

show the entanglement entropy SA(Lsub) for various h in Fig. 2.1.2. Apart from the critical

point, the energy gap is finite and the entanglement entropy becomes constant for sufficiently

large Lsub. At the critical point h = 1, the entanglement entropy behaves logarithmically

with respect to the subsystem size Lsub:

SA(Lsub) ∼
1
2

3
lnLsub. (2.1.21)

Therefore, the critical point of the transverse-field Ising model has c = 1
2 and the underlying

conformal field theory is the free Majorana fermion.

The entanglement entropy is also useful for higher dimensions. In two spatial dimensions,

the ground state of gapped system can show topological order. It is known that the entan-

glement entropy of the subsystem A with a smooth boundary of length L has the following

form [37,38]:

SA(L) = αL− γtopo + . . . , (2.1.22)

where the ellipsis represents terms that vanish in the thermodynamic limit. The coefficient

α is not universal and arises from short wavelength modes localized near the boundary.

The γtopo, called the topological entanglement entropy, is universal constant characterizing

a global constraint on the entanglement. This quantity reflects entanglement properties

that survive at long distance, and therefore can be studied using an effective field theory

(topological quantum field theory) that captures the far-infrared behavior of the system.
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Figure2.1.2 The subsystem size dependence of the entanglement entropy of the
transverse-field Ising model [36]: a quantum phase transition occurs at h = 1 where
the energy gap closes. At h = 0.6, 0.8 where the energy gaps are finite, the entangle-

ment entropy closes to constant values as the subsystem size Lsub becomes bigger. At

the critical point h = 1, the entanglement entropy behaves logarithmically. The number
of sites is 503 and Lsub = 249. (Figure taken from Ref. [110].)

The are law of the entanglement entropy enables us to efficiently describe the wave function.

Let us consider the wave function of the gapped Hamiltonian. As we will see in Sec. 2.2, the

tensor network states exhibits area law and can express the ground-state wave functions

of many-body states efficiently [111]. Since the entanglement entropy becomes constant in

the thermodynamic limit in one dimension, the matrix-product state can express the wave

function. We can numerically obtain the wave function by using the iTEBD or DMRG

methods [89, 90, 97]. In two dimensions, we need other class of tensor networks, called the

projected entangled pair state (PEPS) [112]. For critical system which exhibits area law

with logarithmic correlation, a class of tensor networks, called the multiscale entanglement

renormalization ansatz (MERA), is used to express the wave function [113].

2.1.4 Entanglement spectrum

We define other character, the entanglement spectrum, to quantify entanglement [46].

When we write the reduced density matrix ρA as

ρA =

χ∑
i=1

λ2i |ϕi⟩A⟨ϕi|A (2.1.23)

= exp(−HE), (2.1.24)

we can regard the entanglement entropy as the thermal entropy at temperature T = 1 with the

“Hamiltonian” HE which we call the entanglement Hamiltonian. We define the entanglement
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spectrum as the eigenvalues of the Hamiltonian:

ξi = − lnλ2i . (2.1.25)

This quantity represents the level structure of the entanglement Hamiltonian HE, and is ex-

pected to contain more information than the entanglement entropy. In fact, Li and Haldane

have found that the low-lying part of the entanglement spectrum of the ground state corre-

sponds to the low-energy edge modes in the quantum Hall states [46]. After that work, the

study of phase transitions of various quantum systems has been done from the perspective of

the entanglement spectrum [47–59].

Let us confirm the relation between the entanglement spectrum and the edge modes in

a one-dimensional quantum system. We divide an infinite system into two subsystems and

focus on the cut end as shown in Fig. 2.1.3. A characteristic mode with zero energy, called

the edge mode, may appear at the cut end depending on the interaction pattern. In the

Haldane phase of spin-1 Heisenberg antiferromagnet [4, 5]

H =
N∑
i=1

Si · Si+1, (2.1.26)

spin- 12 edge modes appear at the ends of the system (see App. A for details): the bulk

has SO(3) symmetry whereas the edges transform under under its projective representation

SU(2). This edge degree of freedom manifests itself in the two-fold degeneracy in the lowest

entanglement level [47, 48]. In fact, we actually see it in the entanglement spectrum of the

ground state of spin-1 Heisenberg antiferromagnet in Fig. 2.1.4. In the case of the Kitaev

model of spinless p-wave superconductor introduced in Sec. 2.3, the Majorana fermion (real

fermion), which is a fractional degree of freedom of the complex fermion, appears as the edge

mode. This mode is also reflected in the degeneracy structure of the entanglement spectrum.

(Chapter 4).

2.2 Matrix-product state

In this section, we introduce an efficient way of representing quantum states that satisfy

the area law, and classify them using entanglement. In Sec. 2.2.1, we introduce the tensor

network and its diagrammatic representation. In Sec. 2.2.2, we show how to obtain wave

functions in the matrix-product state (MPS) representation, which gives us a very efficient

way to represent gapped states in one dimension, and describe the SPT phases with the MPS.

The MPS is not unique and has a gage degree of freedom. Using this degree of freedom, we

can transform the MPS into a canonical form [114,115]. In Sec. 2.2.3, we give another method
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Figure2.1.3 Bipartition of the valence bond solid state: we divide an infinite system

into two semi-infinite subsystems A and B. The ground state of the spin-1 Heisenberg
antiferromagnet (2.1.26) is well described by the valence bond solid state (see Sec. 2.2.3).
As we cut the system along the vertical dotted line, a pair of spin- 1

2
edge modes appears

there. (Figure taken from Ref. [110].)
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Figure2.1.4 The entanglement spectrum of the ground state of spin-1 Heisenberg an-
tiferromagnet is calculated by the iTEBD method with bond dimension χb = 40 (see
Sec. 2.2). Note that each level is even-fold degenerate. The two-fold degeneracy in the
lowest level corresponds to the fictitious edge mode shown in Fig. 2.1.3. (Figure taken
from Ref. [110].)

to obtain the matrix-product state and explicitly construct the matrices of the valence bond

solid state. In Sec. 2.2.4, we show how the MPS transforms under the symmetry operators

under which the Hamiltonian is invariant and how to classify the SPT phases. The review of

the MPS and the canonical form is found in Ref. [106].

2.2.1 Tensor network

We define the notation of tensor networks. For a review of tensor networks, see Ref. [116].

Let Ai1,i2,,...,iN be a tensor of rank N . In particular, we call the tensors of rank 0, 1, and 2

the scalar, the vector, and matrix, respectively. The diagrammatic representation is shown

in Fig. 2.2.1(a). The tensor of rank N has N legs. We define the contraction of tensors Aijk

and Bklm as the summation over the same indices:

Cijlm =
∑
k

AijkBklm, (2.2.1)



2.2 Matrix-product state 25

Figure2.2.1 Diagrammatic representation of the tensors. The black tetragons represent
the tensors and the legs of them correspond the indices. (a) The tensor of rank 5. (b)
The contraction of tensors.

which defines a new tensor C of rank 4. In the diagrammatic representation of Fig. 2.2.1(b),

two connected legs are summed up. By contracting tensors, we obtain the tensor network.

2.2.2 Construction of matrix-product state

We construct the matrix representation of a wave function of N -site quantum system in

one dimension. In the quantum mechanics, the wave function |ψ⟩ of the system is expanded

by the basis of the Hilbert space (physical space) {|m1, . . . ,mN ⟩} as

|Ψ⟩ =
∑

m1,...,mN

Cm1,...,mN |m1, . . . ,mN ⟩, (2.2.2)

where the |mi⟩ is the basis of the local Hilbert space Hi at the i-th site and mi represents the

physical states at the site i. We call the dimension of Hi the physical dimension and denote

it by di. For example, mi = 0, 1 corresponds to the number of a fermion at the i-th site and

di = 2 for a fermion system, and mi = −S,−S + 1, . . . , S − 1, S labels the z-component of a

spin at the i-th site and di = 2S + 1 for a system with spin-S. Because the dimension of the

Hilbert space (or the number of components of the tensor C) becomes exponentially larger

as the size N of the quantum system gets larger, the problem of numerical cost arises in the

numerical calculations. One can avoid this problem by rewriting the wave function in the

matrix-product representation. Considering the wave function as the tensor of (N + 2) legs,

we can express it as contraction of matrices as

|Ψ⟩αLβR =
∑

{mi},α1,...,αN−1

AαL,α1(m1)…Aαi−1,αi(mi)Aαi,αi+1(mi)…AαN−1,βR(mN )|m1⟩…|mi⟩…|mN ⟩,

(2.2.3)
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Figure2.2.2 Matrix-product state: black square box is the tensor A. The vertical and

horizontal legs represent the physical and ancillary spaces, respectively. Two connected

legs are summed up.

In Fig. 2.2.2, we show the diagrammatic representation of the wave function (2.2.3), which

we call the matrix-product state (MPS). The indices {αi}, αL, andβR represent the ancillary

Hilbert spaces, whose dimension is called the bond dimension and written as χb,i. The di

and χb,i may depend on the site index i in general. In the following, for simplicity, let them

independent of i and write them d and χb, respectively. For large χb, the wave function

(2.2.3) well approximate the true wave function [116]. As we will see later, if the ground

state has a small amount of entanglement, a tensor network with a small bond dimension χb

can efficiently simulate it .

Next, we consider the MPS representation from the information point of view. To express

the wave function by the tensor C, we need dN components, which grow exponentially in

N . On the other hand, we need χb × χb × d × N components in Eq. (2.2.3), which grow

linearly in N . Thus, this representation greatly reduces the computational cost in numerical

calculations.

The MPS utilizes entanglement very well. To see this, we consider the singlet state of two

spin- 12 , which is maximally entangled:

|Ψ⟩ = 1√
2
(| ↑1⟩| ↓2⟩ − | ↓1⟩| ↑2⟩) . (2.2.4)

This state cannot be written in the direct product of two states. That is, there is no set of

coefficients {C} that satisfies

|Ψ⟩ =
∑

i,j=↑,↓

C1,i|i1⟩C2,j |j2⟩. (2.2.5)

On the other hand, if we define matrices as

A(↑1) = (
1
4
√
2
0), A(↓1) = (0

1
4
√
2
), (2.2.6)

A(↑2) = (0
1
4
√
2
)T, A(↓2) = (− 1

4
√
2
0)T, (2.2.7)
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Figure2.2.3 Schmidt decomposition of the wave function |Ψ⟩ between the (r−1)-th site

and the r-th site. The black circle is the diagonal matrix Λ[r−1] of rank 2.

we can represent the singlet state as

|Ψ⟩ =
∑

m1,m2=↑,↓

A(m1)A(m2)|m1⟩|m2⟩. (2.2.8)

This means that by introducing the ancillary Hilbert spaces, non-local entanglement is en-

coded in the matrix multiplication. The entanglement structure is clearly seen through the

Schmidt decomposition

|Ψ⟩ =
∑
α

λα|ψα⟩|ϕα⟩, (2.2.9)

which we explain in the following.

We rewrite the MPS (2.2.3) by using the Schmidt decomposition [89]. First, we divide the

system between the (r− 1)-th site and the r-th site and perform the Schmidt decomposition

(Fig. 2.2.3):

|Ψ⟩ =
χr∑
α=1

λ[r−1]
α |ψ[◁r−1]

α ⟩|ψ[r▷]
α ⟩. (2.2.10)

Here the bond dimension χr satisfies

χr ≤ min{H [◁r−1],H [r▷]} (2.2.11)

and the vectors {|ψ[◁r−1]
α ⟩} and {|ψ[r▷]

α ⟩} are the orthonormal vectors of the Hilbert space

H [◁r−1] and H [r▷]. The matrix Λ[r−1] of order χr is diagonal with positive elements Λ
[r−1]
α =

λ
[r−1]
α .

We further perform the Schmidt decomposition on |ψ[r▷]
α ⟩ between the r-th site and the

(r + 1)-th site:

|ψ[r▷]
α ⟩ =

χr+1∑
β=1

d∑
mr=1

Γ
[r]
αβ(mr)|mr⟩Λ[r]

β |ψ
[r+1▷]
β ⟩, (2.2.12)
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Figure2.2.4 Schmidt decomposition: the white diamond is the tensor Γ[r] of rank 3.

Figure2.2.5 Matrix-product state: the wave function is represented by the matrices {Γ} and {Λ}.

where the bond dimension χr satisfies

χr ≤ min{H [◁r],H [r+1▷]}. (2.2.13)

Here, we expand the Schmidt basis at the r-th site with the basis of the local Hilbert space

{|mr⟩}, whose coefficient we represent by the tensor Γ[r] (Fig. 2.2.4). After doing this manipu-

lation for all the sites, we finally obtain the wave function in the matrix-product representation

(Fig. 2.2.5) as

|Ψ⟩αLβR =
∑

{mi},{α},{β}

Γ
[1]
αLβ1

(m1)Λ
[1]
β1α2
…Γ

[i]
αiβi

(mi)Λ
[i]
βiαi+1

…Γ
[N ]
αNβR

(mN )|m1⟩…|mi⟩…|mN ⟩.

(2.2.14)

We say that the MPS (2.2.14) is in the canonical form [114,115]. Unlike Eq. (2.2.3), the wave

function are represented by matrices {Γ} and {Λ} instead of {A}. As we saw above, {λ2}
are the eigenvalues of the reduce density matrix which contains information on entanglement.

If we cut the system between the r-th site and the (r + 1)-th site and two subsystems are

maximally entangled, the entanglement entropy S equals lnχ for χ = min{H [◁r],H [r+1▷]}.
Conversely the state in the form of the Schmidt decomposition with fixed χ can express

state with the entanglement entropy S = lnχ at most. Therefore the estimation of the bond

dimension χb is obtained as

χb ∼ eSmax , (2.2.15)

where Smax is the maximum value of the entanglement entropy for all possible divisions of

the system.
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Figure2.2.6 Diagrammatic representation of a canonical form. The right (left) transfer
matrix has right (left) eigenvector δ.

As we can easily see, the MPS we have constructed is not unique. Using this degree of

freedom, we can transform the MPS into the canonical form [114, 115]. For the MPS of an

infinite system, the condition for the canonical form is conveniently expressed in terms of the

transfer matrix. We call that an MPS with matrices {Γ,Λ} is a canonical form if the right

transfer matrix

TRαᾱ,ββ̄ =
∑
i

Γ(i)αβΓ
∗(i)ᾱβ̄ΛβΛβ̄ (2.2.16)

has a right eigenvector δββ̄ with the eigenvalue 1, and the left transfer matrix

TLαᾱ,ββ̄ =
∑
i

ΛαΛᾱΓ(i)αβΓ
∗(i)ᾱβ̄ (2.2.17)

has a left eigenvector δαᾱ with the eigenvalue 1. These conditions are diagrammatically shown

in Fig. 2.2.6. We require the 1 is the non-degenerate largest (in its modulus) eigenvalue. This

condition turns out to be that the state is not a cat state [117,118].

There are some merits in using the canonical form. First, as we have already seen, it

clarifies the entanglement structure of the state, which enables us to obtain the ground-state

wave function efficiently in numerical calculations such as iTEBD and DMRG methods. Sec-

ond, the calculations of physical quantities such as overlap of wave functions and correlation

functions substantially are simplifies with the canonical form. Since the expectation values of

local operators with respect to the wave function contains the products of transfer matrices,

only the largest eigenvalue becomes important in the infinite system. This fact reduces the

computational cost very much.

2.2.3 Valence bond construction

There is another method to construct the MPS, which we call the valence bond construc-

tion. In this construction, we put two spins of S = 1
2 at each site and make singlet pairs

(maximally entangled states) between neighboring spins. On top of the spin |α⟩, we introduce
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the conjugate spin |α̃⟩ by

|α̃⟩ =
2∑

β=1

Rα,β |β⟩. (2.2.18)

The orthogonal condition ⟨α̃|β̃⟩ = δαβ implies that the matrix R is unitary. We determine it

so that the neighboring spin- 12 ’s form a singlet

2∑
α=1

|α⟩|α̃⟩ =
2∑
α,β

Rαβ |α⟩|β⟩, (2.2.19)

R =

(
0 1
−1 0

)
. (2.2.20)

Next, we consider an operator that projects two spin- 12 ’s onto a spin-1 as

Â(i) =
∑

α,β,mi

Bαβ(mi)|mi⟩⟨αβ| (2.2.21)

=
∑

α,β,γ,mi

Bαβ(mi)Rγα|mi⟩⟨γ̃β|, (2.2.22)

B =
1√
2

( √
2|1⟩ |0⟩
|0⟩

√
2| − 1⟩

)
. (2.2.23)

Thus from

Â(i) =
1√
2

(
|0i⟩

√
2| − 1i⟩

−
√
2|1i⟩ −|0i⟩

)
, (2.2.24)

the MPS representation of the state is given by the matrices

Γ(1) =

(
0 0
−1 0

)
, Γ(0) =

1√
2

(
1 0
0 −1

)
, (2.2.25)

Γ(−1) =
(

0 1
0 0

)
, Λ =

1√
2

(
1 0
0 1

)
. (2.2.26)

We call the state the valence bond solid (VBS) state. The entanglement entropy of the state

is ln 2, which implies that it is a maximally entangled state.

Precisely speaking, the MPS we have obtained above is not in the canonical form. We can

check that a simple renormalization

Γ̃(m) =
2√
3
Γ(m) (2.2.27)
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makes Eqs. (2.2.25) and (2.2.26) canonical:

Γ̃(1) =

(
0 0
− 2√

3
0

)
, Γ̃(0) =

 √
2
3 0

0 −
√

2
3

 , (2.2.28)

Γ̃(−1) =
(

0 2√
3

0 0

)
, Λ =

1√
2

(
1 0
0 1

)
. (2.2.29)

This expression is used to study the Haldane phase.

The VBS state we have constructed above is the ground state of a certain Hamiltonian,

which we construct in the following. We consider the four spin-12 ’s on the i-th and (i+ 1)-th

sites. Since the two spin- 12 ’s on the neighboring sites form the singlet by construction, the

total spin of two neighboring sites is S = 0 or 1. Thus the VBS is the eigenstate with zero

energy (lowest energy) of the operator PS=2
i,i+1 which projects the space of the two spin-1’s at

the i-th and (i+ 1)-th sites onto the space of total spin Stot = 2. Using equations

(Si + Si+1)
2 = 2S(S + 1) + 2Si · Si+1 (S = 1), (2.2.30)

Si · Si+1 =


−2 (Stot = 0),

−1 (Stot = 1),

1 (Stot = 2),

(2.2.31)

the projection operator PS=2
i,i+1 is written as

PS=2 =
1

2

[
(Si · Si+1) +

1

3
(Si · Si+1)

2 +
2

3

]
. (2.2.32)

The sum of the projection operators is called the Affleck–Kennedy–Lieb–Tasaki (AKLT)

model [4, 5]

H =

N∑
i=1

[
Si · Si+1 +

1

3
(Si · Si+1)

2 +
2

3

]
, (2.2.33)

whose ground state is the VBS state. With the periodic boundary condition, the VBS state

is the unique ground state. However with the open boundary condition, it is not. In fact,

there is a spin- 12 degree of freedom at each end of the system which does not forms a singlet

with other spins at neighboring sites. In the matrix-product representation, we can freely

choose the matrix indices (αL, βR) of the VBS state. This degree of freedom is regarded as

coming from the two 1
2 spins at its edges, which are called the edge states. Therefore the

ground states are four-fold degenerate due to the two free spin-12 ’s.

The VBS state has also been used to study the Haldane phase of the spin-1 Heisenberg
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antiferromagnet [4, 5]

H =
N∑
i=1

Si · Si+1. (2.2.34)

Though the VBS state is not the exact ground state of the above Hamiltonian, it provides

a good qualitative approximation to the true ground state. See App. A for detail of the

Haldane phase.

2.2.4 Symmetry operation

If the state is invariant under a certain symmetry represented as a unitary matrix Σij , the

transformed matrix can be shown to satisfy

∑
j

ΣgijA(j) = eiθgU†
gA(i)Ug, A(i) = Γ(i)Λ, (2.2.35)

where g is an element of the group G, the matrix Ug is unitary, and eiθg is a phase factor.

The diagrammatic representation is shown in Fig. 2.2.7. This equation is very important for

classifying the SPT phases. The proof is as follows. We define a generalized transfer matrix

TΣ
αᾱ,ββ̄ =

∑
i,j

A∗
ᾱβ̄(j)Aαβ(i)⟨j|Σ|i⟩ (2.2.36)

=
∑
i,j,n

A∗
ᾱβ̄(j)Aαβ(i)⟨j|n⟩e

iθn⟨n|i⟩ (2.2.37)

=
∑
n

eiθnÃ∗
ᾱβ̄(n)Ãαβ(n), (2.2.38)

where {|n⟩} are the eigenstates of Σ and

Σ|n⟩ = eiθn |n⟩, (2.2.39)

Ã(n) =
∑
i

⟨n|i⟩A(i). (2.2.40)

(2.2.41)

From the lemma 1 of Ref. [118], the eigenvalue λσ of the transfer matrix (2.2.36) satisfies

|λσ| ≤ 1 (2.2.42)

with equality holding if and only if there exist a unitary matrix U and θ such that

UÃ(n) = Ã(n)Uei(θ−θn) (2.2.43)
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Figure2.2.7 Diagrammatic representation of the symmetry operation to the MPS. The

matrix Σ acts on the physical index of tensor A. The black circles represent the unitary
matrices U and U†.

and the transfer matrix has one non-degenerate eigenvalue of modulus 1. By following cal-

culation using this lemma,∑
i

⟨n|i⟩U†A(i)U =
∑
i

e−i(θ−θn)⟨n|i⟩A(i) (2.2.44)

=
∑
i

e−iθ⟨n|Σ|i⟩A(i) (2.2.45)

=
∑
i,j

e−iθ⟨n|j⟩⟨j|Σ|i⟩A(i), (2.2.46)

we complete the proof of Eq. (2.2.35).

We focus on the transformation law of the MPS under the symmetry operation. As we

vary g over the whole group G, we obtain phase factors {eiθg} and matrices {Ug}. The phases
form one-dimensional representation of the symmetry group. The matrices {Ug}, however,
may differ from the ordinary (linear) representation of the group G up to phase factor: for

the representation satisfying

ΣgΣh = Σgh, g, h ∈ G, (2.2.47)

the matrices {Ug} satisfy

UgUh = eiρ(g,h)Ugh. (2.2.48)

Here the phases ρ(g, h) are called the factor system of the representation. Thus the matrices

{Ug} form the projective representation. If ρ(g, h) = 0 for all the element of the group G,

the projective representation reduces to the usual linear representation.

The projective representation is used to classify the SPT phases. For later convenience, we
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rewrite the phase factor eiρ(g,h) as

ω(g, h) = eiρ(g,h). (2.2.49)

From the associativity condition of the representation

(Σg1Σg2)Σg3 = Σg1(Σg2Σg3), g1, g2, g3 ∈ G, (2.2.50)

the factor system satisfies

ω(g2, g3)ω(g1, g2g3) = ω(g1, g2)ω(g1g2, g3). (2.2.51)

Because we have a different choice of pre-factor of the matrix Ug

U ′
g = β(g)Ug, (2.2.52)

we obtain the same physics with different factor system ω′(g1)

ω′(g1, g2) =
β(g1g2)

β(g1)β(g2)
ω(g1, g2). (2.2.53)

Suppose we have projective representations U1g and U2g with factor systems ω1(g, h) and

ω2(g, h), respectively. Then we can see that U1g ⊗ U2g is the projective representation with

factor system ω1(g, h)ω2(g, h) Under such a product rule and the equivalent condition in

Eq. (2.2.53), the equivalent classes of factor systems form an Abelian group whose identity

element is the class of the linear representation. This group is called the second cohomology

group H2(G,U(1)) of the group G with coefficients in the U(1) group and classifies the SPT

phases in one dimension [47,48,94–96].

For a given factor system ω(g1, g2) ∈ H2(G,U(1)), we can construct a state in the corre-

sponding SPT phase as follows. As shown in Fig.2.2.8, we put two (left and right) spins with

basis state |g⟩ (g ∈ G) at each site and pair up left and right spins at neighboring sites∑
g

|gg⟩ (2.2.54)

as we do in Sec. 2.2.3. Then the symmetry operation on the left spin is given by

Ug2 |g1⟩ = ω(g−1
1 g−1

2 , g2)|g2g1⟩. (2.2.55)

Using the equivalent condition in Eq. (2.2.53), we can show that

Ug3Ug2 |g1⟩ = ω(g−1
1 g−1

2 , g2)ω(g
−1
1 g−1

2 g−1
3 , g3)|g3g2g1⟩ (2.2.56)

= ω(g−1
1 g−1

2 g−1
3 , g3g2)ω(g3, g2)|g3g2g1⟩, (2.2.57)

Ug3g2 |g1⟩ = ω(g−1
1 g−1

2 g−1
3 , g3g2)|g3g2g1⟩ (2.2.58)
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Figure2.2.8 Left and right spins (circles) are put on each site (blue ellipse). The edge
spin carries the projective representation.

and therefore matrices {Ug} forms the projective representation with the factor system ω

Ug3Ug2 = ω(g3, g2)Ug3g2 . (2.2.59)

Similarly the symmetry operation on the right spin is given by

U−1
g2 |g1⟩ = ω−1(g−1

1 g−1
2 , g2)|g2g1⟩ (2.2.60)

form the projective representation with the factor system ω−1. When the system has a

boundary, the edge spin carries the projective representation.

The non-trivial projective representation has a direct physical consequence. When we

consider a state in an SPT phase with the open boundary condition, there appear localized

spins at the edges of the system carrying the projective representation. Because the dimension

of the representation space is at least two, the degree of freedom of these spins is at least two,

which give rises to the ground-state degeneracy.

As we see that the project representation is useful for classifying the SPT phases, we show

how to obtain it in the actual calculation [119]. The procedure is shown in the diagrammatic

representation in Fig. 2.2.9. If the wave function |Ψ⟩ in the canonical matrix-product repre-

sentation is invariant under the symmetry operation of symmetry G, we have the condition∣∣∣⟨Ψ|Ψ̃⟩∣∣∣ = 1, (2.2.61)

where the state |Ψ̃⟩ is the transformed wave function under g ∈ G. This implies that the

generalized transfer matrix

TΣg

αᾱ,ββ̄ =
∑
i,j

ΣgijΓ̃αβ(j)Γ
∗
ᾱβ̄(i)ΛβΛβ̄ (2.2.62)

has the largest eigenvalue η satisfying |η| = 1 [118]∑
ββ̄

TΣg

αᾱ,ββ̄Xββ̄ = ηXαᾱ. (2.2.63)
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In fact, if |η| < 1, the overlap between the wave functions |Ψ⟩ and |Ψ̃⟩ decays exponentially
with the length of the system and thus the state |Ψ⟩ is not invariant under the symmetry

operation. By using Eq. (2.2.35), the generalized transfer matrix becomes

TΣg

αᾱ,ββ̄ =
∑
i,j

ΣgijΓ̃αβ(j)Γ
∗
ᾱβ̄(i)ΛβΛβ̄ (2.2.64)

= eiθg
∑
i

(U†
g Γ̃(i)Ug)αβΓ

∗
ᾱβ̄(i)ΛβΛβ̄ . (2.2.65)

Multiplying this equation by U†
gββ̄

, using

[Λ, Ug] = 0, (2.2.66)

and taking the summation of β and β̄, we can show∑
ββ̄

TΣg

αᾱ,ββ̄U
†
gββ̄

= eiθgU†
gαᾱ. (2.2.67)

Therefore U†
gββ̄

is the eigenstate with eigenvalue of modulus 1. Since the eigenvector of largest

modulus is unique, we finally obtain

Xββ̄ = U†
gββ̄

. (2.2.68)

That is, the matrix Ug is obtained by diagonalizing the transfer matrix TΣg

and choosing

the largest eigenvector. As we vary the element g through the whole group G, we obtain the

projective representation.

There is a relationship between the way how the edge states transform under the symmetry

operation and how the symmetry operation acts on the Schmidt eigenstates [48]. We first

show how an operator acts on the Schmidt eigenstates. We consider a bipartition of the system

into a subsystem A and the subsystem B. The Schmidt decomposition of the ground-state

wave function is given as

|Ψ⟩ =
∑
α

e−
Eα
2 |ψα⟩A|ϕα⟩B (2.2.69)

and the reduced density matrix ρS of the subsystem A is

ρA = TrB (|Ψ⟩⟨Ψ|) = e−HE , (2.2.70)

where HE is the entanglement Hamiltonian. We focus on the low-lying entanglement states

|ψα⟩A with Eα < Ecutoff where Ecutoff is a certain cutoff constant. In a gapped system with

a finite correlation length ξ, they cannot be distinguished from each other by an operator OA
acting on sites far enough from the edge of the subsystem A [48]:

⟨OA⟩ψα
≃ ⟨OA⟩Ψ. (2.2.71)
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Figure2.2.9 Diagrammatic representation of the generalized transfer matrix and the

symmetry operation to the MPS. The generalized transfer matrix has a right eigenvector
U†.

On the other hand, an operator near the edge of the subsystem A acts non-trivially on the

low-lying entanglement states. By acting the symmetry operator Vg (g ∈ G) on them, we

obtain

Vg ≃ V Lg V Rg , (2.2.72)

which is called the symmetry fractionalization. These effective operators V Lg and V Rg which

encode how the Schmidt eigenstates transform under the symmetry operator are exponentially

localized near the edge of the subsystem A on the length scale ξ. In the thermodynamic limit,

the operators {V Lg } and {V Rg } do not have an overlap. As we vary g through the group G,

we obtain sets of operators {V Lg , V Lh , . . . } and {V Rg , V Rh , . . . }. The set has the same group

structure as the group G up to a phase factor

V Lg V
L
h = ρ(g, h)V Lgh, V Rg V

R
h = ρ(g, h)−1V Rgh. (2.2.73)

This is a projective representation of the group G with a factor system ρ(g, h). Thus the

Schmidt states transform projectively under the symmetry transformation. Although the

matrices {Ug} and operators {Vg} may not be the same up to a phase, their factor system is

identical [48]. We see examples of the symmetry fractionalization in Sec. 2.3.2.
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2.3 Fermion model

In the previous section, we have shown how to classify the bosonic SPT phases. In this

section, we consider some SPT phases and characterize them. In Sec. 2.3.1, we introduce

the Kitaev model of spinless p-wave superconductor [20] and see its topological properties.

Through the non-local Jordan–Wigner transformation [120,121], this fermion model is related

to a spin model. In Sec. 2.3.2, we show some fermion and spin models and study them from

the symmetry point of view. In Sec. 2.3.3, we introduce the Majorana fermions and how

they emerge in the system of spinless fermions. In Sec. 2.3.4, we derive non-local correlation

functions which characterize the topological phases. In the following, the number of sites is

denoted by N , and the Pauli matrices satisfy σαN+1 = σα1 , σ
α
N+2 = σα2 (α = x, y, z) for the

periodic boundary condition, and σαN+1 = σαN+2 = 0 (α = x, y, z) for the open boundary

condition.

2.3.1 Topological superconductor

We study a model of spinless p-wave superconductor in one dimension. This model is one

of the simplest models which exhibit topological phases hosting the Majorana edge modes.

The Majorana fermion is a particle that is identical to its own antiparticle [122]. For the

review of Majorana fermions and topological superconductors, see e.g., Ref. [63].

We first consider the continuum model and study its topological properties. The model is

defined as

Hp−wave =

∫
dx
[
Ψ†(x)ξkΨ(x) + ∆

(
Ψ†(x)∂xΨ

†(x) + h.c.
)]
, (2.3.1)

where operator Ψ(x) (Ψ(x)†) annihilates (creates) a spinless fermion at position x, ∆ is the

strength of p-wave pairing (assumed to be real), and

ξk =
k2

2m
− µ (2.3.2)

is the dispersion of the normal state with the mass m and the chemical potential µ. In

reciprocal space with wave number k, the Hamiltonian has the form of the Bogoliubov–de

Gennes Hamiltonian

HBdG =

(
ξk −i∆k
i∆k −ξk

)
= ξkτ

z +∆kτy, (2.3.3)

where τ denotes the Pauli matrices acting on particle-hole space(
Ψ(x)
Ψ(x)†

)
. (2.3.4)
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We can easily diagonalize the Bogoliubov–de Gennes Hamiltonian and obtain the energy

spectrum as

Ek = ±
√
ξ2k +∆2k2. (2.3.5)

We determine the critical points from the energy spectrum. For finite pairing ∆, the

spectrum is gapless when ξk=0 = 0, i.e., when µ = 0. Otherwise, the system becomes gapped

when µ ≥ 0. Thus the line µ = 0 and line with ∆ = 0 for µ ≥ 0 indicate the phase transition.

To characterize the phases separated by the critical points, we rewrite the Hamiltonian as

HBdG = bk · τ, bk = (bxk, b
y
k, b

z
k) = (0,∆k, ξk). (2.3.6)

The vector bk can be considered as an effective Zeeman field acting in the particle-hole space.

By defining a unit vector as b̂k = bk

|bk| , we can consider the mapping from the reciprocal space

to the unit vector as

k → b̂k. (2.3.7)

In the absence of the matrix τx in the Hamiltonian, the unit vector b̂k is on the unit circle

in the yz-plane and defines a map between one unit circle (the Brillouin zone) and another.

Thus we can define the winding number which counts how many times the image winds

around the circle. Let us calculate it for the model (2.3.1). When µ < 0, the unit vector b̂k

always stays in the upper half of the yz-plane, giving zero winding number. When µ > 0, on

the other hand, both by and bz change their sign as we vary the wave number k. In fact, the

unit vector b̂k winds once around the circle and we have the winding number ±1 depending

on the sign of pairing ∆. Thus we can characterize the phases by the winding number. The

phases with finite winding numbers are called topological and that with zero winding number

is called trivial.

Let us consider the Hamiltonian from the view point of the topological classification [125–

128]. In the absence of the matrix τx in the Hamiltonian Hk, we have

{τx,Hk} = 0 (2.3.8)

and the model belongs to the topological class BDI with the topological index Z [127, 128].

Note that if the matrix τx is present, the model belongs to the topological class D with the

topological index Z2. We will study the topological phases from the view point of symmetry

in Sec. 2.3.2.

As we have seen above, there is a phase transition between the trivial phase and the

topological phases as we vary the chemical potential from negative to positive with finite

pairing ∆. We introduce a domain wall between the trivial phase and the topological phase
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by spatially varying chemical potential

µ(x) = αx. (2.3.9)

Because the excitation gap vanishes at the domain wall x = 0 and increase away from it, we

could expect that there are bound states near it. In the following, we shall actually see that

zero-energy mode appears as the bound state, which turns out to be a Majorana quasiparticle.

Let us explicitly construct the bound state [88]. In the calculation, we assume ∆ > 0 and

α > 0. For sufficiently smooth domain wall, we can neglect the kinetic term k2

2m in HBdG

(2.3.3) because the relevant momentum is small. Then the Hamiltonian (2.3.3) is written as

HBdG = −αxτz +∆
1

i

∂

∂x
τy. (2.3.10)

Squaring it, we obtain

H2 = (αx)2 + (∆
1

i

∂

∂x
)2 −∆α[x,

1

i

∂

∂x
]τzτy (2.3.11)

= (αx)2 + (∆
1

i

∂

∂x
)2 −∆ατx. (2.3.12)

The first two terms are the Hamiltonian of a harmonic oscillator, which is easily solved.

Therefore the energy spectrum is given as

(E±
n )

2 = 2∆α(n+
1

2
)∓∆α. (2.3.13)

We can see that there is a zero-energy mode E+
0 with the eigenstate

u0(x)

(
1
1

)
, (2.3.14)

where u0 is the Gaussian wave function of the ground state of the harmonic oscillator that is

localized around x = 0. Thus the operator

γ =

∫
dxu0(x)[Ψ(x) + Ψ†(x)] (2.3.15)

is associated to a quasiparticle with zero energy localized near the domain wall x = 0. As we

clearly see, the operator satisfies the Majorana condition [122]

γ = γ†. (2.3.16)

Next we consider a finite system in the topological phase with the open boundary condition.

The ends of the system can be considered as domain walls between the topological phase and

the trivial phase (vacuum). Thus there are two Majorana bound states, say γ1 and γ2,
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localized at the ends of the system. They form a fermion operator that creates a zero-energy

excited state, which is called the Majorana zero mode, in a non-local way as

c =
γ1 + iγ2

2
. (2.3.17)

Because this fermion mode can be occupied or empty, the ground states are two fold degen-

erate. Since the non-local property of the Majorana zero mode, it is robust against local

perturbation and is stable until the energy gap closes.

In the following sections, we consider the following lattice version of the chain, called the

Kitaev model [20], of spinless p-wave super conductor

HKitaev =
N∑
i=1

[
−t(c†i ci+1 + c†i+1ci)− (∆c†i c

†
i+1 +∆ci+1ci)− µc†i ci

]
. (2.3.18)

(2.3.19)

Here the operator ci (c
†
i ) annihilates (creates) a spinless fermion at site i, t is the hopping

amplitude, and ∆ stands for the strength of the p-wave pairing, and the µ is the chemical

potential. In Secs. 2.3.2-2.3.4, we study the topological properties in detail.

2.3.2 Related models

In the previous section, we have introduced fermion models in one dimension. It is well

known that the fermion models are equivalent to the spin (boson) models in one dimension

[121,123,124]. By explicitly mapping to the corresponding spin models, we study the relation

between the physical properties of the fermion models and that of the spin models. In the

following, we investigate the topological properties of the models which we will study in

Chapters 4 and 5.

First we consider the Kitaev model of spinless p-wave superconductor [20]. For simplicity,

we set t = ∆ = 1 and µ = 2λ in Eq. (2.3.18), assume µ > 0, and consider the following model

HKitaev = −
N∑
i=1

[
(c†i − ci)(c

†
i+1 + ci+1) + 2λc†i ci

]
(2.3.20)

= −
N∑
i=1

(c†i ci+1 + c†i+1ci + c†i c
†
i+1 + ci+1ci + 2λc†i ci). (2.3.21)

Here, c†i+1ci, c
†
i ci+1) are the hopping terms, ci+1ci (c†i c

†
i+1) is the pairing term which an-

nihilates (creates) two fermions, and c†i ci is a chemical potential term. The Hamiltonian

commutes with the parity operator

P = (−1)
∑N

i=1 c
†
i ci , (2.3.22)
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and thus the total number of fermions modulo 2 is preserved. From P 2 = 1, we get P = ±1.
We can obtain the energy dispersion by performing the Fourier transformation followed by

the Bogoliubov transformation (App. B) as

ϵ(k) = 2

√
(cos k + λ)2 + sin2 k (−π < k ≤ π). (2.3.23)

The energy gap closes at the critical point λ = 1. Depending on the coupling constant λ,

there appear two distinct phases. For 0 < λ < 1, the ground state is topological. As we will

see in Sec. 2.3.3, the Majorana zero mode appears at the ends of the system and the ground

states are two-fold degenerate in this range of λ. For λ > 1, on the other hand, the ground

state is in a trivial phase and unique.

Let us consider this model in the spin representation. The Kitaev model HKitaev is trans-

formed by the Jordan–Wigner transformation (App. C) [120,121]

ci =
i−1∏
j=1

(−σzj )σ−
i , c†i =

i−1∏
j=1

(−σzj )σ+
i (2.3.24)

into the transverse-field Ising model [108,109]

HTFIM = −
N∑
i=1

(σxi σ
x
i+1 + λσzi ). (2.3.25)

Here σi is the Pauli matrix at site i. By the Jordan–Wigner transformation, the fermion

parity is mapped to the on-site Z2 symmetry

σxi → Pσxi P = −σxi (2.3.26)

generated by

P =

N∏
i=1

σzi . (2.3.27)

The model HTFIM shows a quantum phase transition at λ = 1. For 0 < λ < 1, the ground

state shows the ferromagnetic phase which breaks the on-site Z2 symmetry with local mag-

netization ⟨σxi ⟩ as the order parameter. The ground states are two-fold degenerate and they

are mapped to each other by the Z2 symmetry operator P . For 1 < λ, on the other hand,

the ground state is in the paramagnetic phase which does not break any symmetry.

The ground states of the fermion model (2.3.20) are related to that of the spin model

(2.3.25) in the following way. For 0 < 1 < λ, let the two symmetry-broken ground states

of the spin model be |Ψ1⟩ and |Ψ2⟩, and |Ψf
1⟩ and |Ψf

2⟩ be the corresponding states in the

fermion model. Provided that the fermion parity is not broken in the ground state of HKitaev
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(2.3.20), |Ψf
1⟩ and |Ψf

2⟩ are not the proper eigenstates of HKitaev because they are not the

eigenstates of the parity operator P . Instead, the cat states

|Ψ̃f
1⟩ =

|Ψf
1⟩+ |Ψf

2⟩√
2

, |Ψ̃f
2⟩ =

|Ψf
1⟩ − |Ψf

2⟩√
2

(2.3.28)

are the correct ground states with even and odd parity, respectively. Therefore, the non-

trivial entanglement of the topological phases of the fermion model (2.3.20) is understood as

that of cat states in the spin model (2.3.25). For 1 < λ, on the other hand, the unique ground

state with on-site Z2 symmetry of the spin model is correctly mapped to the fermion ground

state with the fermion parity symmetry.

Let us see the Kitaev model from the view point of symmetry [125–128]. As we have seen,

the model has the parity symmetry P . If we only have the parity symmetry, the model

belongs to the class D with Z2 invariant [20] and there are only two phases. In addition

to this symmetry, however, the Kitaev model has a time-reversal symmetry T which is the

complex conjugation operator for the spinless fermions

ci → ci, c†i → c†i . (2.3.29)

Imposing both P and T symmetries, the model belongs to the class BDI [103]. Now the

topological number is Z and counts the number of the Majorana zero modes. Note that in

the presence of the interaction, there are only eight distinct phases, labeled by Z8. These

topological invariants are constructed from the symmetry fractionalization of the symmetries

P and T [48,103,129].

Next let us consider the fermion model with next-nearest hopping and pairing terms [130]

HC =
N∑
i=1

JXZX(c†i − ci)(c
†
i+2 + ci+2) (2.3.30)

=

N∑
i=1

JXZX(c†i ci+2 + c†i+2ci − cici+2 − c†i+2c
†
i ). (2.3.31)

This is a model of p-wave superconductor with next nearest couplings which belongs to the

class BDI. The longer-range couplings introduce topologically nontrivial effects because the

number of Majorana zero modes at the ends of the system may change. This model is

transformed into a spin model as in the case of the Kitaev model:

HC = −
N∑
i=1

JXZXσxi σ
z
i+1σ

x
i+2. (2.3.32)

This model is called the cluster model in one dimension [131]. In the following, we assume

that JXZX is positive.
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The cluster model has attracted much attention in statistical physics, condensed-matter

physics, and quantum-information science [131–140]. In the early stage of its studies, the

one-dimensional cluster model and its variants were investigated as an example of a series of

one-dimensional spin models that can be exactly solved by mapping to free fermions [131].

Looked upon as fermion models, this class of models may be thought of as one-dimensional

p-wave superconductors with longer-range hopping and pairing including the Kitaev model

[20]. The ground state of the cluster model, called the cluster state, possesses topological

properties, e.g., the existence of the edge modes and hidden order detected by the string order

parameters, as we will see below [133, 134]. In quantum-information science, the one-way

quantum computation and the measurement-based quantum computation using the cluster

state have been proposed [135–137]. The cluster state can be used to implement them since

a highly entangled state must be prepared for the resource state [137]. Motivated by these

proposals, extensive research has been done various aspect of on the cluster model such

as the entanglement properties [132, 134] and the robustness of the cluster state against

thermal excitations or randomness [137,138]. In addition, the one-dimensional cluster model

is expected to be realized in experiments using cold atoms on a zigzag ladder by introducing

three-spin exchange interaction [139].

From now, we show that the cluster state belongs to an SPT phase protected by Z2 × Z2

symmetry, called the cluster phase [133]. Here we assume that the system size N is even.

The model is symmetric under the on-site π-rotation around the z-axis at odd sites

P1 =
∏
i∈odd

σzi (2.3.33)

and that at even sites

P2 =
∏

i∈even

σzi , (2.3.34)

which are commuting

[P1, P2] = 0 (2.3.35)

and form the group Z2 × Z2. In the fermion language, the operators P1 and P2 correspond

to the fermion parity operators at odd and even sites respectively. The three-site interaction

in Eq. (5.1.4)

Ki = σxi−1σ
z
i σ

x
i+1 (2.3.36)

is called the cluster interaction or the cluster stabilizer in quantum-information science. The

stabilizers commute with each other

[Ki,Kj ] = 0 (2.3.37)
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and thus the cluster state |ψ⟩ is given by the eigenstate of them

|ψ⟩ = Ki|ψ⟩ (2.3.38)

with i = 1, . . . , N for the periodic boundary condition and i = 2, . . . , N − 1 for the open

boundary condition. For the periodic boundary condition, the ground state is unique. For

the open boundary condition, there are edge operators that commute with the Hamiltonian

and they give the ground-state degeneracy as we will see below.

We explicitly construct the edge operators for the open boundary condition. To get them,

we consider how the symmetry operators in Eqs. (2.3.33) and (2.3.34) act on the ground

state. By multiplying Ki = 1 for odd i (=3, 5, . . . , N-1),

1 =
∏
i∈odd

Ki = σx2σ
z
3 · · ·σzN−1σ

x
N (2.3.39)

= σx2σ
z
1P1σ

x
N , (2.3.40)

we obtain

P1 = σz1σ
x
2σ

x
N = PL1 P

R
1 . (2.3.41)

Here we have defined the operators PL1 and PR1 acting on the left and right edges of the

system as

PL1 = σz1σ
x
2 , PR1 = σxN , [PL1 , P

R
1 ] = 0, (PL1 )2 = (PR1 )2 = 1, (2.3.42)

implying that the Z2 generated by P1 fractionalizes into the two Z2 operators PL1 and PR1 .

This is an example of the symmetry fractionalization in Sec. 2.2.4. By a similar calculation

for the even sites,

1 =
∏

i∈even

Ki = σx1σ
z
2 · · ·σzN−2σ

x
N−1 (2.3.43)

= σx1P2σ
z
Nσ

x
N−1, (2.3.44)

we see that the second Z2 generated by P2 fractionalizes into the two Z2 pieces PL2 and PR2 :

P2 = σx1σ
x
N−1σ

z
N = PL2 P

R
2 , (2.3.45)

where the operators PL2 and PR2 acting on the left and right edges are defined as

PL2 = σx1 , PR2 = σxN−1σ
z
N , [PL2 , P

R
2 ] = 0, (PL2 )2 = (PR2 )2 = 1. (2.3.46)

As we can easily show, the operators on the left (right) end of the system anticommute with

each other

{PL(R)
1 , P

L(R)
2 } = 0 (2.3.47)
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and commute with the Hamiltonian

[HC, P
L(R)
1 ] = 0, [HC, P

L(R)
2 ] = 0. (2.3.48)

The operators on different edges commute with each other

[PL1 , P
R
2 ] = 0, [PL2 , P

R
1 ] = 0. (2.3.49)

These operators are the edge operators we seek for.

The anticommutation relation of the edge operators PL1 and PL2 implies the ground-state

degeneracy. In fact, they form the Pauli algebra and the free spin-12 degree of freedom at each

end gives rise to two-fold degeneracy in the ground states. Note that though the symmetry

fractionalization generally holds for the ground-state subspace, the edge operators commuting

with the Hamiltonian (2.3.48) imply that all the energy levels are at least four-fold degenerate.

Although adding to the cluster model (5.1.4) terms that respect the Z2×Z2 symmetry would

change the form of the edge operators PL1 and PL2 , their mutual anticommutation relation

does not smoothly change: from the commutation relation P1P2 = P2P1, we get

PL1 P
L
2 = eiαPL2 P

L
1 , (2.3.50)

and from (PL1(2))
T = PL1(2) and (PL1(2))

2 = 1, we can show

eiα = ±1. (2.3.51)

This labels the inequivalent projective representations of the group Z2×Z2. The case e
iα = −1

occurs in the ground state of HC. As long as the correlation length is finite, we can define

the edge operators and get degenerate ground states whenever PL1(2) and P
R
1(2) belong to non-

trivial projective representation (eiα = −1). Therefore, the cluster phase is an SPT phase

protected by the Z2 × Z2 symmetry.

2.3.3 Majorana representation

Topological nature of the Kitaev model is clearly seen in the Majorana representation [20].

We introduce the Majorana fermions on a one-dimensional chain with N sites. As shown

in Fig. 2.3.1, we decompose the spinless fermions (black circles) into two Majorana fermions

(yellow circles) at each sites: the two Majorana fermions are defined by real and imaginary

parts of the spinless fermions at each site

c̄2i−1 = c†i + ci, c̄2i = i (ci − c†i ), i = 1, 2, . . . , N. (2.3.52)

The Majorana fermion operators are hermitian satisfying the Majorana condition

c̄i = c̄†i . (2.3.53)
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The standard anticommutataion relation of spinless fermions {ci} translates into the anti-

commutation relation of the Majorana fermions {c̄i}

{c̄i, c̄j} = 2δij . (2.3.54)

In this representation, the Kitaev model is written as [20]

HKitaev = −
N∑
i=1

[
t(c†i − ci)(c

†
i+1 + ci+1) + 2λc†i ci

]
(2.3.55)

= −i
N∑
i=1

(tc̄2ic̄2i+1 + λc̄2ic̄2i−1). (2.3.56)

For later convenience, we have recovered t. We show in Fig. 2.3.2 how the Majorana fermions

interact with each other. The purple lines represent the on-site couplings (c̄2i−1c̄2i), and the

red ones represent the nearest-neighbor couplings between neighboring sites (c̄2ic̄2i+1).

To see the topological properties, we consider two extreme cases: (i) t = 1, λ = 0 and (ii)

t = 0, λ = 1. For the case (i), there are only red couplings in Fig. 2.3.2. By introducing new

fermion operators

di\ =
c̄2i + ic̄2i+1

2
, (2.3.57)

we can rewrite the Hamiltonian as

HKitaev =

N−1∑
i=1

(d†i\di\ − 1). (2.3.58)

Thus the vacuum of the fermion operators {di\} gives the ground states. Because the Hamil-

tonian does not contain the Majorana fermions c̄1 and c̄2N which are localized at the left and

right ends of the system respectively, we can construct the fermion operator for a zero-energy

mode

Q =
c̄1 + ic̄2N

2
(2.3.59)

That does not change the eigenvalue of HKitaev. The two Majorana fermions localized at

the ends of the system are combined in a non-local way to form a fermion with zero energy,

which we call the Majorana edge mode or the Majorana zero mode. The total Hilbert space

of HKitaev is spanned by the operators {di\} and Q. Thus the vacuum |0⟩ of both {di\} and
Q and the state Q†|0⟩ are the degenerate ground states. This is the characteristic property

of the topological phase of the Kitaev model. We can construct the edge mode for 0 < λ < 1

as well. Using the method described in Sec. 3.1, we can numerically obtain the amplitudes

of the localized Majorana fermions (see also App. D).
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 1     2                              N-1  N

1     3                            2N-3 2N-1

2     4                            2N-2  2N

Majoranization

Figure2.3.1 Majorana representation: the spinless fermion ci at site i is decomposed
into two Majorana fermions c̄2i−1 and c̄2i (yellow circles).

For the case (ii), on the other hand, there are only purple couplings shown in Fig. 2.3.2.

By introducing new fermion operators

di| =
c̄2i + ic̄2i−1

2
, (2.3.60)

we can rewrite the Hamiltonian as

HKitaev =
N∑
i=1

(d†i|di| − 1), (2.3.61)

where all the Majorana fermions appear in the Hamiltonian. Thus the ground state is the

vacuum of the fermion operators {di|} and unique without edge modes.

We next study the Kitaev model in terms of fermion parity P in Eq. (2.3.22). Let us find

an expression for P within the ground-state subspace. It has a form of

P = PLPR, (2.3.62)

where the PL and PR are operators that act near the left and right ends of the system

respectively. They satisfy

PLPR = eiµPRPL (2.3.63)
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1   3                            2N-3 2N-1

2   4                            2N-2 2N

Figure2.3.2 The Majorana representation of the Kitaev model: two Majorana fermions
connected by color lines interact. The purple lines are on-site couplings (c̄2i−1c̄2i), and
red lines are nearest neighbor couplings (c̄2ic̄2i+1). When the couplings represented by
the red lines are dominant (0 < λ < 1), the localizing Majorana edge mode appears near
the ends of the system.

depending on how many operators they contain. For t = 1, λ = 0 (the case (i) above) we find

PL = c̄1, PR = c̄2N . (2.3.64)

They are the operators localizing near ends and satisfy anticommutation relation

{PL, PR} = 0. (2.3.65)

Thus we obtain µ = π. In this case, the Majorana edge operator Q in Eq. (2.3.59) anticom-

mute with the parity operator P

{Q,P} = 0. (2.3.66)

Since the Hamiltonian commute with both the edge operator and the parity operator

[H,Q] = 0, [H,P ] = 0, (2.3.67)

we have two degenerate ground states with different parity.

Next we consider a model of the p-wave superconductor with next-nearest hopping and

pairing terms. The HamiltonianHC [Eq. (2.3.30) in the fermion representation and Eq. (5.1.4)

in the spin representation] is written by using the Majorana fermion {c̄i} as

HC = i
N∑
i=1

JXZX c̄2ic̄2i+3. (2.3.68)

We show the couplings of the Majorana fermion in Fig. 2.3.3(a). For the periodic boundary

condition, all the Majorana fermions connected by the red lines are paired with each other,

and the ground state is unique. For the open boundary condition, on the other hand, there

are two unpaired Majorana fermions which do not appear in the Hamiltonian at each end

of the system. These unpaired Majorana fermions {c̄1c̄3, c̄2N−2, c̄2N} form fermions so that
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1   3                            2N-3 2N-1

2   4                            2N-2 2N(a)

(b)

(c)

Figure2.3.3 (a)-(c) Schematic representation of the interactions by the Majorana lan-
guage. (a), (b), and (c) depict the first, second, and third terms of the Hamiltonian in
Eq. (2.3.69). Non-interacting Majorana fermions enclosed in dotted line appear at the
ends of the system. (Figure taken from Ref. [92].)

the ground states are the eigenstate of the parity operators P1 and P2 [Eqs. 2.3.33 and

2.3.34]. For the Hamiltonian HC which possesses the time-reversal symmetry and belongs

to the topological class BDI, they form two Majorana zero modes in a non-local way and

the ground states are four-fold degenerate (local pairing is forbidden in the presence of the

time-reversal symmetry).

In Chapter 4, we study the quantum phase transitions of a generalized Kitaev model with

several types of interactions that preserves the fermion parity. The Hamiltonian in the spin

representation contains the Ising interactions and cluster interactions

H =
N∑
i=1

(−JXZXσxi σzi+1σ
x
i+2 + JY Y σyi σ

y
i+1 + JY ZY σyi σ

z
i+1σ

y
i+2).

In the Majorana representation, the Hamiltonian is written as

H =i

N∑
i=1

(JXZX c̄2ic̄2i+3 − JY Y c̄2i−1c̄2i+2 + JY ZY c̄2i−1c̄2i+4). (2.3.69)

Each term is schematically shown in Fig. 2.3.3.
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2.3.4 String correlation function

In Sec. 2.3.3, we have seen that the topological phases of the Kitaev model and the cluster

model are characterized by the number of the Majorana zero modes. These phases are

also characterized by the non-local string order parameters [4, 133, 134]. In this section, we

construct the string order parameters by using non-local transformations.

We first construct the string order parameter for the topological phase of the Kitaev model

(2.3.20). The corresponding spin phase is the conventional ferromagnetic phase and thus

characterized by the ferromagnetic correlation function of distance L

OXX(L) = ⟨σx1σxL⟩. (2.3.70)

By mapping back to the fermion model by the non-local Jordan–Wigner transformation, we

obtain the non-local correlation function for the topological phase of the Kitaev model

OXX(L) =

⟨
L−1∏
i=1

c̄2ic̄2i+1

⟩
. (2.3.71)

Next we construct the string order parameter for the cluster phase by a duality transfor-

mation. We consider the cluster-Ising model [134]

H(λ) =

N∑
i=1

(−σxi σzi+1σ
x
i+2 + λσyi σ

y
i+1) (2.3.72)

for the open boundary condition. When the cluster interactions are dominant, the ground

state is in the topological phase. When the Ising interactions are dominant, on the other

hand, the ground state is in the (anti)ferromagnetic phase characterized by conventional

local order parameters. This model has the same duality (Kramers–Wannier duality) as the

transverse-field Ising model. That is, by the non-local transformation

µzi = σxi σ
x
i+1, µxi =

i∏
j=1

σzj , µyi = iµxi µ
z
i , σxN+1 = 1, (2.3.73)

we obtain the following relations

−σxi σzi+1σ
x
i+2 = µyi µ

y
i+1, σyi σ

y
i+1 = −µxi−1µ

z
iµ

x
i+1, µx0 = 1. (2.3.74)

Therefore the Hamiltonian has the following duality [134]

Hdual(λ) = λH

(
1

λ

)
. (2.3.75)
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Table2.3.1 The relation between correlation functions which characterize the ground

states of the models. Correlation function for each phase is shown. The local correlation

function is mapped to the non-local correlation function by the non-local transformation.

Model
Two-point
function

Non-local
transformation

Non-local
correlation function

Kitaev chain Ferromagnetic (2.3.70)
Jordan–Wigner

transformation (2.3.24) Eq. (2.3.71)

Cluster-Ising model Antiferromagnetic (2.3.76)
Kramers–Wannier
duality (2.3.73) Eq. (2.3.77)

The critical point λ = 1 is where the Hamiltonian is self-dual. The antiferromagnetic phase

in the µ-spin representation is characterized by the local correlation function of distance L

OXZX(L) = (−1)L
⟨
µy1µ

y
L−1

⟩
. (2.3.76)

By mapping back to the σ-spin representation, we obtain the string correlation function

OXZX(L) = (−1)L
⟨
σx1σ

y
2

L−2∏
j=3

σzj

σyL−1σ
x
L

⟩
. (2.3.77)

This function converges to a finite value in the long distance limit [134]. We call the infinite

distance limit
OXZX = lim

L→∞
OXZX(L) (2.3.78)

as the string order parameter. As in the case for the string correlation function of the Haldane

phase [6] (see also App. A), the local correlation function [Eqs. (2.3.70) and (2.3.76)] becomes

the non-local correlation function [Eqs. (2.3.71) and (2.3.77)], respectively by the non-local

transformation [Eqs. (2.3.24) and (2.3.73)]. Table 2.3.1 summarizes the relationship between

these models and correlation functions.

We introduce another model which shows topological phase and construct the string corre-

lation function. We call the model obtained by applying the π rotation around z-axis to the

cluster interaction Ki

HC∗ =
N∑
i=1

σyi σ
z
i+1σ

y
i+2 (2.3.79)

the dual cluster model. The ground states of the model are in a topological phase which we

call the dual cluster phase, and are four-fold degenerate as in the cluster model. Thus the

model

H(λ) =
N∑
i=1

(−σxi σzi+1σ
x
i+2 + λσyi σ

z
i+1σ

y
i+2) (2.3.80)
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is apparently self-dual by the transformation which rotates it by angle π around z-axis. The

string correlation function of the dual cluster model is obtained by applying this transforma-

tion to that of the cluster model as

OY ZY (L) =

⟨
σy1σ

x
2

L−2∏
j=3

σzj

σxL−1σ
y
L

⟩
. (2.3.81)
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Chapter3

Methods

This chapter contains the methods we use for the analysis in Chapters 4 and 5. In Sec. 3.1,

we explain the exact diagonalization method for Hamiltonians of non-interacting spinless

fermions. We then detail the method to calculate the entanglement properties and the cor-

relation functions. In Sec. 3.2, we explain the time-dependent Bogoliubov theory to study

the dynamics. In Sec. 3.3, we describe the another method to obtain the ground states of

infinite-size systems and the corresponding physical quantities basing on the MPS as shown

in Sec. 2.2.

3.1 Exact diagonalization

In Sec. 3.1.1, we show the exact diagonalization method of free fermion model following the

argument of Lieb–Schultz–Mattis [121]. Using this method, we calculate the entanglement

quantities and the correlation functions in Sec. 3.1.2 and Sec. 3.1.3, respectively.

3.1.1 Bogoliubov transformation

In the following, we consider the following generic quadratic Hamiltonian of the spinless

fermions {ci} defined on an N -site lattice:

H =
N∑

i,j=1

[
c†iAijcj +

1

2

(
c†iBijc

†
j + ciBjicj

)]
(3.1.1)

where ci(c
†
i ) is the creation (annihilation) operator of fermion at the i-th site, A is a real

symmetric matrix of order N , and B is a real antisymmetric matrix of the same size. In

the model to be considered in Chapter 4, the matrix elements of A and B are given by

Ai,i+1 = Ai+1,i = JY Y , Ai,i+2 = Ai+2,i = JXZX − JY ZY , Bi,i+1 = −Bi+1,i = −JY Y ,
Bi,i+2 = −Bi+2,i = JXZX + JY ZY , and 0 otherwise. The coupling constants may depend on
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site i as we will see in Chapter 5.

We exactly diagonalize the Hamiltonian (3.1.1) as [121]

H =
N∑
µ=1

Eµ

(
η†µηµ −

1

2

)
, Eµ ≥ 0 (3.1.2)

by the Bogoliubov transformation:

ηµ =

N∑
i=1

[
ϕiµ + ψiµ

2
ci +

ϕiµ − ψiµ
2

c†i

]
. (3.1.3)

The matrices ϕ and ψ of order N are solutions of the following simultaneous equations and

orthogonal: 
Eµψiµ =

N∑
j=1

(A+B)ijϕjµ, (3.1.4a)

Eµϕiµ =
N∑
j=1

(A−B)ijψjµ. (3.1.4b)

Here, the eigenenergies {Eµ} in Eq. (3.1.2) are labeled in ascending order; E1 ≤ E2 ≤ · · · ≤
EN . We call the Bogoliubov quasiparticle as the bogolons. The details of the Bogoliubov

transformation are given in App. B. We define the Bogoliubov vacuum |vac⟩ of the Bogoliubov
operators {ηµ} as

ηµ |vac⟩ = 0, µ = 1, . . . , N. (3.1.5)

Obviously, it is a ground state of the Hamiltonian (3.1.2). The excited states are obtained by

applying the Bogoliubov creation operators to the vacuum. For example, the excited state

with a single bogolon is given by

η†µ |vac⟩ . (3.1.6)

When one of the bogolons has zero energy, E1 = 0 for example, the excited state

η†0 |vac⟩ (3.1.7)

is also a ground state. In this case, the ground states are at least two-fold degenerate.

3.1.2 Entanglement of free fermion

The entanglement properties of the fermion model are encoded in the Majorana correla-

tions. In the Majorana representation,

c̄2i−1 = c†i + ci, c̄2i = i (ci − c†i ), i = 1, 2, . . . , N. (3.1.8)
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the Bogoliubov operators {ηµ} can be rewritten as

ηµ =
1

2

N∑
i=1

(ϕiµc̄2i−1 − iψiµc̄2i). (3.1.9)

Therefore ϕiµ and ψiµ (the coefficients of the Bogoliubov transformation) are the amplitudes

of the Majorana fermions at the i-th site in the µ-th bogolon excited state. Because the

matrices ϕ and ψ are orthogonal, the columns {ϕµ} ({ψµ}) are orthogonal unit vectors. By

the inverse transformation, the Majorana fermions {c̄} are given by


c̄2i−1 =

N∑
µ=1

ϕiµ
(
ηµ + η†µ

)
, (3.1.10a)

c̄2i = i

N∑
µ=1

ψiµ
(
ηµ − η†µ

)
. (3.1.10b)

It is then easy to calculate the expectation values of the Majorana operators in the vacuum:

⟨c̄2i−1c̄2j−1⟩ =
N∑
µ=1

ϕiµϕjµ = δij , (3.1.11)

⟨c̄2ic̄2j⟩ =
N∑
µ=1

ψiµψjµ = δij , (3.1.12)

⟨c̄2ic̄2j−1⟩ = −⟨c̄2j−1c̄2i⟩ = i
N∑
µ=1

ψiµϕjµ. (3.1.13)

Let us write the above equations in the matrix form:

⟨c̄ic̄j⟩ = δij + iΓAij . (3.1.14)

The matrix ΓA is an antisymmetric matrix of order 2N and carries the information on entan-

glement. With the Wick’s theorem, we can express any physical quantities by this matrix.

The entanglement structure becomes apparent by the following transformations: generally,

an invertible antisymmetric matrix A of order 2N is block diagonalized by a special orthog-

onal matrix W of order 2N . Using this fact, we can transform the antisymmetric matrix ΓA

into the following block-diagonalized form

WTΓAW =
N⊕
i=1

νi

(
0 1
−1 0

)
=: ΓC (3.1.15)
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and define a set of new fermions as

c̃i =
2N∑
j=1

Wjic̄j (3.1.16)

The forms of the matrix ΓC and (3.1.14) imply that the fermion c̃2i−1 =
∑2N
j=1Wj,2i−1c̄j only

correlates with the fermion c̃2i =
∑2N
j=1Wj,2ic̄j :

⟨c̃ic̃j⟩ = δij + iΓCij . (3.1.17)

Finally, we introduce new Dirac fermions as

di =
1

2
(c̃2i−1 + i c̃2i). (3.1.18)

The correlation functions of the fermions {di} read as

⟨d†idj⟩ = δij
1 + νi

2
. (3.1.19)

This means that the N Dirac fermions do not correlate with each other. The entanglement

structure of the subsystem of length Lsub is obvious from the reduced density matrix ρ which

is also a direct product form as

ρ = ρ1 ⊗ ρ2 ⊗…⊗ ρLsub
, (3.1.20)

where the density matrix ρi has eigenvalues

1± νi
2

. (3.1.21)

We can immediately calculate the entanglement entropy

S(Lsub) =

Lsub∑
i=1

[−pi ln pi − (1− pi) ln (1− pi)] , pi =
1− νi

2
. (3.1.22)

There are 2Lsub eigenvalues of the reduced density matrix and they are terms in the expansion

of [p1 + (1− p1)]…[pLsub
+ (1− pLsub

)]:

λν(Lsub) =

Lsub∏
i=1

p1−sii (1− pi)si , si = 0, 1. (3.1.23)

Then entanglement spectrum is given by

ξν = − lnλν(Lsub). (3.1.24)

We summarize the above procedure in Fig. 3.1.1.
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Figure3.1.1 The procedure to reveal entanglement properties.

3.1.3 Correlation functions

The topological phases are characterized by non-local correlation functions [6,10,134]. Here

we show how to calculate the correlation functions OXZX(L) and OXX(L) defined in (2.3.77)

and (2.3.71), respectively. The other correlation functions are obtained in the same way. For

later convenience, we define the operators A and B as

Ai = ci + c†i = c̄2i−1,

Bi = ci − c†i = −i c̄2i.
(3.1.25)

Using these operators, we rewrite the string correlation function of distance L as

OXZX(L) = (−1)L+1

⟨
B1B2

L−2∏
j=3

(AjBj)AL−1AL

⟩
, (3.1.26)

where ⟨·⟩ denotes the expectation value taken with respect to the Bogoliubov vacuum |vac⟩.
This expression consists of (2L − 4) fermion operators. To calculate this expectation value,

we need the following contractions

⟨AiAj⟩ = δij , (3.1.27)

⟨BiBj⟩ = −δij , (3.1.28)

⟨BiAj⟩ =
N∑
α=1

ψiαϕjα =: D(i, j). (3.1.29)

In general, we need to calculate the Pfaffian of the antisymmetric matrix whose components

are above contractions [141, 142]. Because the operators A (B) appearing in Eq. (3.1.26) do
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not have the same index j, the Pfaffian is reduced to the determinant of the matrix of order

(L− 2) given as


D(1, L) D(1, 3) . . . D(1, L− 1)

D(2, L) D(2, 3) . . .
...

...
...

. . .
...

D(L− 2, L) . . . . . . D(L− 2, L− 1)

 . (3.1.30)

When the excited states are concerned, we must handle the Pfaffian.

We show how to calculate the expectation value in the bogolon state. Because the Bogoli-

ubov operators are fermionic, we need to know the expectation value of 2L fermion operators

{Ψi} with respect to the vacuum

P2L = ⟨Ψ1Ψ2 · · ·Ψ2L−1Ψ2L⟩. (3.1.31)

We calculate this by using the Pfaffian as follows. The Pfaffian has a triangular form:

P2L =
∑
π∈S<

2L

(−1)πPπ(1)π(2)Pπ(3)π(4) · · ·Pπ(2L−1)π(2L) (3.1.32)

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

P1,2 P1,3 . . . P1,L P1,L+1 P1,L+2 . . . P1,2L

P2,3 . . . . . . P2,L+1 . . . . . . P2,2L

. . .
... . . . . . .

...
. . .

... . . . . . .
...

PL,L+1 PL,L+2 . . . PL,2L

PL+1,L+2

...
. . .

...
P2L−1,2L

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (3.1.33)

Its elements are contractions of two operators

Pij = ⟨ΨiΨj⟩. (3.1.34)

In Eq. (3.1.33), S<2L is an ordered subset of symmetric group S2L of order 2L in the following

manner:

π(2i− 1) < π(2i) and π(2i− 1) < π(2j − 1), 1 ≤ i < j ≤ L. (3.1.35)

We use in the numerical calculation one of the important properties of the Pfaffian: for

the antisymmetric matrix A of order 2L whose off-diagonal part is the triangular part in

Eq. (3.1.33), the equation

detA = (P2L)
2 (3.1.36)
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holds. Thus we need to handle the Pfaffian of the matrix of order (2L − 2) instead of the

determinant of the matrix of order (L− 1).

We also calculate the correlation function which characterizes the ferromagnetic phase

of the transverse-field Ising model. Because of the non-local nature of the Jordan–Wigner

transformation, a local two-spin correlation function in the spin representation becomes non-

local in the fermion representation. The correlation function between two spins in the distance

L

OXX(L) = ⟨σx1σxL⟩ (3.1.37)

is calculated in a similar manner:

OXX(L) =

⟨
B1

L−1∏
j=2

(BjAj)AL

⟩
(3.1.38)

=

∣∣∣∣∣∣∣∣∣∣
D(1, 2) D(1, 3) . . . D(1, L)

D(2, 2) D(2, 3) . . .
...

...
...

. . .
...

D(L− 1, 2) . . . . . . D(L− 1, L)

∣∣∣∣∣∣∣∣∣∣
(3.1.39)

is given by the determinant of the matrix of order (L− 1).

3.2 Time-dependent Bogoliubov theory

We describe the method to study the time evolution of the system by the time-dependent

Bogoliubov theory [143,144]. In the following, we consider general time-dependent Hamilto-

nians which are quadratic in the fermions {ci}:

H(t) =
N∑

i,j=1

[
c†iAij(t)cj +

1

2

(
c†iBij(t)c

†
j + ciB

∗
ji(t)cj

)]
. (3.2.1)

Here, the coupling constants depend on time t. We deal with the time evolution in the

Heisenberg representation. The fermions {ci,H(t)} in the Heisenberg representation obey the

Heisenberg equations of motion given by

i
d

dt
ci,H(t) =

N∑
j=1

(
Aij(t)cj,H(t) +Bij(t)c

†
j,H(t)

)
. (3.2.2)

We write the Bogoliubov operators which diagonalize the Hamiltonian H(tin) at the ini-

tial time tin as {ηinα }, and the corresponding eigenvectors as {ϕinα } and {ψin
α }. With these

eigenvectors, we define the vectors

uinα =
ϕinα + ψin

α

2
, vinα =

ϕinα − ψin
α

2
(3.2.3)
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for later convenience. The Heisenberg equation of motion (3.2.2) is solved in the following

way: let us write the fermions {ci,H(t)} as

ci,H(t) =

N∑
α=1

(
ui,α(t)η

in
α + v∗i,α(t)η

in†
α

)
, (3.2.4)

where ui,α(t) and vi,α(t) denote the i-th component of vectors uα(t) and vα(t), respectively.

By substituting this expression for ci,H(t) in Eq. (3.2.2), we obtain the following simultaneous

linear differential equations of uα(t) and vα(t)
i
d

dt
ui,α(t) =

N∑
j=1

(Aij(t)uj,α(t) +Bij(t)vj,α(t)) , (3.2.5a)

i
d

dt
vi,α(t) = −

N∑
j=1

(Aij(t)vj,α(t) +Bij(t)uj,α(t)) (3.2.5b)

with the initial condition

uα(tin) = uinα , vα(tin) = vinα . (3.2.6)

With the above setup, we calculate the expectation value of an operator O(ci, c
†
i ) at time t

⟨Ψ(t)|O(ci, c
†
i )|Ψ(t)⟩ = ⟨Ψ(tin)|O(ci,H(t), c

†
i,H(t))|Ψ(tin)⟩. (3.2.7)

When the initial state |Ψ(tin)⟩ is set to the Bogoliubov vacuum, the expectation value can

be calculated as in the case of the time-independent Hamiltonian. Because only uα(t) and

vα(t) depend on time t, what we need to do is to calculate the time evolution of uα(t) and

vα(t) using Eqs. (3.2.5).

Time dependence of entanglement is analyzed in much the same way as in the case of

the ground state in Sec. 3.1.2. By constructing the Dirac fermions at time t, we obtain the

time-dependent entanglement entropy S(Lsub, t) and entanglement spectrum {λi(Lsub, t)}.

3.3 Infinite time evolving block decimation

In the previous sections, we have analyzed lattice models by exactly diagonalizing the

Hamiltonians with the Bogoliubov transformation. Although this is useful, sometimes finite-

size effects matter. Therefore we use the infinite time evolving block decimation (iTEBD)

method [89, 90] to avoid this problem by dealing with infinite-size systems directly. This

method is based on the MPS in Sec. 2.2 utilizing entanglement and enables us to efficiently

obtain the ground-state wave functions of one-dimensional quantum systems of infinite size.
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In Sec. 3.3.1, we show how to obtain the infinite-size ground-state wave function by imaginary-

time evolution. In Sec. 3.3.2, we mention the real-time evolution of the state. In Sec. 3.3.3,

we show how to extract entanglement properties and calculate correlation functions.

3.3.1 Imaginary time evolution

We introduce the iTEBD algorithm basing on the MPS. We assume the translation sym-

metry of the Hamiltonian H. When the interaction acts upon nint adjacent sites, we group

these nint sites and consider them as the unit. To represent the states on an infinite chain, we

only need the nint sets of matrices {Γ[i](mi),Λ
[i]} (i = 1, . . . , nint) for the nint-site unit. Here

mi(= 1, . . . , d) labels the physical states of the local Hilbert space on the i-th site, Γ[i](mi)

is a square matrix of order χb (bond dimension), and Λ[i] is a diagonal matrix of order χb.

Although the size of the matrices depends on the site in general, we here assume that it is

independent of the site for simplicity. We call them iMPS (infinite matrix-product state).

The wave function is written as

|Ψ0⟩ =
∑

{mi},{α},{β}

· · ·Γ[1]
α1β1

(m1)Λ
[1]
β1α2
· · ·Γ[nint]

αnint
βnint

(mnint)Λ
[nint]
βnint

αnint+1
· · · |m1⟩ · · · |mnint⟩ · · · .

(3.3.1)

First we make an initial state |Ψ0⟩ with iMPS whose data {Γ[i](mi)
0 ,Λ

[i]
0 } are randomly given.

Then the imaginary-time evolution projects the state onto the ground state |Ψ⟩ of the Hamil-

tonian H:

|Ψ⟩ = lim
τ→∞

exp(−Hτ)|Ψ0⟩
| exp(−Hτ)|Ψ0⟩|

. (3.3.2)

The imaginary-time evolution is nothing but updating the iMPS data {Γ[i](mi),Λ
[i]} as we

will see below. Let us consider the imaginary-time evolution operator by an infinitesimal

time dτ
U = exp(−Hdτ), dτ ≪ 1. (3.3.3)

This is a tensor operation acting on the physical index of the MPS. We simplify the calculation

by using the Suzuki–Trotter decomposition [131]. For convenience, let the Hamiltonian have

only nearest-neighbor interactions and nint = 2. Then the iMPS is specified by the four

matrices Γ[A],Λ[A],Γ[B],Λ[B] for each mi (see Fig. 3.3.1). In this case, the Hamiltonian is

decomposed into to parts

H = HA +HB =
∑

even i

Hi,i+1 +
∑
odd i

Hi,i+1. (3.3.4)
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Figure3.3.1 Suzuki–Trotter decomposition: imaginary time evolution operator U by

total Hamiltonian H is decomposed into the operators UA, UB by the Hamiltonian HA,

HB , respectively. The rectangles represent the tensors U , UA, and UB .

Terms in HA (HB) commute with each other while HA does not commute with HB. Then,

using the lowest-order Suzuki–Trotter decomposition

exp(−τH) =
(
exp(− τ

n
H)
)n

(3.3.5)

= lim
n→∞

(
exp(− τ

n
HA) exp(−

τ

n
HB)

)n
, (3.3.6)

we can trade the time-evolution under U = exp(−Hdτ) (dτ = τ
n ) with the successive appli-

cation of the following tensors

UA = exp(−HAdτ), UB = exp(−HBdτ) (3.3.7)

on the iMPS (Fig. 3.3.1). In this way, the state evolves by dτ in imaginary time. Iterating

this procedure until the energy converges, we obtain the desired ground state.

To improve the numerical accuracy, we may use the symmetric Suzuki–Trotter decomposi-

tion of order two [145]

expH = lim
n→∞

(
exp(

1

2n
HA) exp(

1

n
HB) exp(

1

2n
HA)

)n
(3.3.8)

for the update. Because we use finite n in the numerical calculation, the numerical error

is unavoidable. For the Suzuki–Trotter decomposition of order one and two, the error is of

order 1
n and 1

n2 , respectively [145].

Now we describe the details of the update of the iMPS specified by the MPS data

{Γ[A],Λ[A],Γ[B],Λ[B]}. Updating the iMPS by the operator UA is done by the following four
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steps. The procedure is summarized in Fig. 3.3.2.

step1

We multiply the matrices Γ[A] and Γ[B] by the matrix UA.

step2

Contracting the indices of the tensors Γ[A],Λ[A],Γ[B],Λ[B], and UA, we define a new rank-4

tensor M :

Mαi;βj =
d∑

k,l=1

χb∑
γ,δ,ϵ,ζ=1

Λ[B]
αγ Γ

[A]
γδ (k)Λ

[A]
δϵ Γ

[B]
ϵζ (l)Λ

[B]
ζβ U

[A]
ij;kl. (3.3.9)

step3

We consider the tensorM as the matrix of dimension dχb×dχb by taking the tensor product

of the physical and the ancillary spaces. Then we perform the singular-value decomposition

on the matrix M :

Mαi;βj =

dχb∑
γ,δ=1

M
[A]
αi;γΛγδM

[B]
δ;βj . (3.3.10)

The Λ is a diagonal matrix of order dχb whose elements are non-negative, andM [A] andM [B]

are square matrices of order dχb. The size of these matrices do not match those of the original

ones. To recover the size of the original ones, we keep only the largest χb singular values out

of the dχb singular values. Specifically, we define a new matrix Λ̃[A] by extracting matrix

elements of Λ corresponding the retained singular values. Similarly, we choose corresponding

column (row) of the matrix M [A] (M [B]) of order dχb. Decomposing the tensor space to the

original physical and ancillary spaces, we obtain the square tensors X (Y ).

step4

By multiplying 1 = Λ[B]Λ[B]−1 from the left of the matrix X, and 1 = Λ[B]−1Λ[B] from the

right of Y ,

Λ̃[A] = Λ[B]−1X, Λ̃[B] = Y Λ[B]−1, (3.3.11)

we finally obtain the updated iMPS {Γ̃[A], Λ̃[A], Γ̃[B], Λ̃[B]} which has the same bond dimension

χb as the original iMPS.

With the above steps, we complete the update of iMPS when the tensor UA is acted.

The update by the tensor UB goes similarly. It is clear how the procedure described above

is generalized when we consider the Hamiltonian with the next-nearest interactions. The

update of the iMPS is done in a similar manner except for the size of the matrices on which

we perform the singular-value decomposition.
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Figure3.3.2 Update of the iMPS: Transform the iMPS with the tensor UA to the form

of the original iMPS.

3.3.2 Real-time evolution

By the imaginary-time evolution, we obtain the ground state |Ψ(0)⟩. We can study the

real-time evolution of the state using the MPS. The wave function at time t is given as

|Ψ(t)⟩ = exp(−iHt)|Ψ(0)⟩. (3.3.12)

To obtain the state, we can use the same strategy and update the iMPS as in the case of

the imaginary time evolution [114]. The Hamiltonian may depend on time. In this case, the

wave function at time t is given as

|Ψ(t)⟩ = exp

(
−i
∫ t

0

H(t)dt

)
|Ψ(0)⟩. (3.3.13)

3.3.3 Calculation of physical quantities

By using the wave function obtained by the imaginary and real time evolutions, we calculate

physical quantities in the ground state. When we divide an infinite system into two semi-

infinite systems by cutting the system between the i-th site and the (i + 1)-th site, the

entanglement entropy S and the entanglement spectrum {ξi} are easily obtained as

S = −
χb∑
α=1

λ2α lnλ
2
α, (3.3.14)

ξα = − lnλ2α, (3.3.15)
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where {λα} are diagonal elements of the matrix Λ[i]. We next consider the correlation func-

tions. Let us calculate an operator O[i] at the i-th site. From the orthogonality of the Schmidt

basis, the expectation value is obtained as [89,90]

⟨Ψ|O[i]|Ψ⟩ =
∑
α,β,j,k

(Λ[i−1]
α )2Γ

[i]
αβ(j)O

[i]
jk(Γ

[i]
αβ(k))

∗(Λ
[i]
β )2. (3.3.16)

The diagrammatic representation is shown in Fig. 3.3.3. The operator O[i] acts on the physical

indices of the iMPS and its conjugate at the i-th site. Similarly, we can calculate a correlation

function between the i-th and j-th sites (Fig. 3.3.4).

⟨Ψ|O[i]O[j]|Ψ⟩ =
∑

{α},{β},{m},{m′},βL,αR

(Λ
[i−1]
βLαi

)2Γ
[i]
αiβi

(mi)O
[i]
mim′

i
(Γ

[i]
αiβi

(m′
i))

∗(Λ
[i]
βiαi+1

)2

Γ
[i+1]
αi+1βi+1

(mi+1)(Γ
[i+1]
αi+1βi+1

(m′
i+1))

∗(Λ
[i+1]
βi+1αi+2

)2

· · ·

Γ
[j−1]
αj−1βj−1

(mj−1)(Γ
[j−1]
αj−1βj−1

(m′
j−1))

∗(Λ
[j−1]
βj−1αj

)2

Γ
[j]
αjβj

(mj)O
[j]
mjm′

j
(Γ

[j]
αjβj

(m′
j))

∗(Λ
[j]
βjαR

)2.

(3.3.17)

In the actual calculation, we need to multiply |i−j| transfer matrices and contract the indices

of them.

Figure3.3.3 The expectation value of an operator acting on the i-th site.
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Figure3.3.4 The expectation value of a correlation function between the i-th and j-th sites.
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Chapter4

Topological and dynamical properties of

the generalized Kitaev model

In this chapter, we study the ground-state phase diagram and dynamical properties of

Majorana fermions with several competing couplings in one dimension. In Sec. 4.1, we intro-

duce the model that we consider throughout this section and explain the methods to analyze

the model in the following sections. In Sec. 4.2, we determine the ground-state phase dia-

gram and the nature of the quantum phase transitions among the phases with a combination

of various analytical and numerical methods. Paying particular attention to the bulk–edge

correspondence, we also characterize each phase separated by the critical points with the

winding number calculated from the bulk Hamiltonian and the degeneracy structure of the

entanglement spectrum. In Sec. 4.3, we investigate the dynamics during interaction sweeps

across the critical points. Characteristic structures in the dynamics are observed, which can

be understood from a viewpoint of the bogolons. In Sec. 4.4, we conclude and summarize

this chapter.

4.1 Model

Throughout this chapter, we consider the generalized Kitaev model in one dimension in-

troduced in Refs. [91, 92] to study the criticality of quantum phase transitions and the dy-

namical properties during the sweep dynamics associated with topological phase transitions.
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The model is defined as

H =− JXZX
N∑
i=1

(c†i − ci)(c
†
i+2 + ci+2)

− JY Y
N∑
i=1

(c†i + ci)(c
†
i+1 − ci+1)

+ JY ZY
N∑
i=1

(c†i + ci)(c
†
i+2 − ci+2)

=i
N∑
i=1

(JXZX c̄2ic̄2i+3 − JY Y c̄2i−1c̄2i+2 + JY ZY c̄2i−1c̄2i+4).

(4.1.1)

This model contains hopping and superconductor pairing of spinless fermions on both nearest

sites and next-nearest sites. For the open boundary condition, we take cN+1 = cN+2 =

0 whereas for the periodic boundary condition cN+1 = c1 and cN+2 = c2. In the spin

representation, the model is rewritten as

HGC =
N∑
i=1

(−JXZXσxi σzi+1σ
x
i+2 + JY Y σyi σ

y
i+1 + JY ZY σyi σ

z
i+1σ

y
i+2), (4.1.2)

where N is the system size and σα0
i (α0 = x, y, z) are the Pauli matrices at site i. The

open boundary condition corresponds to taking σα0

N+1 = σα0

N+2 = 0 (α0 = x, y, z) whereas

the periodic boundary condition to σα0

N+1 = σα0
1 and σα0

N+2 = σα0
2 . The model contains the

cluster interaction σxi σ
z
i+1σ

x
i+2, the Ising interaction σyi σ

y
i+1, and another cluster interaction

σyi σ
z
i+1σ

y
i+2. When JY ZY = 0, the model reduces to the cluster-Ising model whose statistical

properties are studied in Refs. [133,134]. We can flip the sign of JY Y by the following unitary

transformation:

U†σxi U 7→ (−1)iσxi , U †σyi U 7→ (−1)iσyi ,

U = exp

i
π

2

∑
j

σzj

 .
(4.1.3)

Therefore the phase diagram is symmetric about JY Y = 0 line. In general, the model

with only one of the three couplings (JXZX , JY Y , JY ZY ) being non-zero possesses a special

property; all the terms of the Hamiltonian commute with each other and the entire spectrum

is constructed by creating local (non-dispersive) excitations one by one.
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4.2 Phase diagram

In this section, we solve the model (4.1.1) under the periodic boundary condition and

characterize the ground-state phase diagram using several techniques. In Sec. 4.2.1, we study

the energy dispersion of the model by the Fourier transformation followed by the Bogoliubov

transformation. We then determine the critical points where the energy gap closes. In

Sec. 4.2.2, we determine the universality class of these transitions analytically. In Sec. 4.2.3,

we characterize each phase with the winding number calculated from the bulk Hamiltonian.

We also characterize each phase by order parameters in Sec. 4.2.4 and by entanglement in

Sec. 4.2.5.

4.2.1 Phases and critical points

To determine the phase boundaries of the ground-state phase diagram of the model (4.1.1),

we calculate the energy spectrum when the periodic boundary condition is imposed. When

the periodic boundary condition is imposed, there are no unpaired Majorana modes. By

performing the Fourier transformation

H = 2
∑

0≤k≤π

[
ϵk(c

†
kck + c†−kc−k) + iδk(c

†
kc

†
−k + ckc−k)

]
(4.2.1)

followed by the Bogoliubov transformation (see App. B for details)

ηk = cos
θk
2
ck − i sin

θk
2
c†−k, (4.2.2)

{ηk, η†k′} = δkk′ , (4.2.3)

tan θk = −δk
ϵk
, (4.2.4)

the model is expressed in momentum space as

H =
∑

0≤k≤π

Ek (η
†
kηk + η†−kη−k), Ek = 2

√
ϵ2k + δ2k, (4.2.5)

where Ek ≥ 0 is the excitation energy at the wave number k and

ϵk = (JXZX − JY ZY ) cos 2k + JY Y cos k, (4.2.6)

δk = (JXZX + JY ZY ) sin 2k − JY Y sin k. (4.2.7)

In the following, we use JXZX as the energy unit and assume that JXZX is positive for

concreteness.
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The Hamiltonian in the momentum space has the form of the Bogoliubov–de Gennes Hamil-

tonian with time reversal symmetry and the ground state is given by the vacuum of the

Bogoliubov operators {ηk}:
ηk|GS⟩ = 0, ∀k. (4.2.8)

The critical points which separate phases are determined by the condition that the excitation

energy Ek vanishes at a certain wave number k. The phase boundaries are depicted by the

thick solid curves in Fig. 4.2.1. For example, we show the energy dispersion at critical points

(a) JY Y /JXZX = 0, JY ZY /JXZX = 1 and (b) JY Y /JXZX = −1, JY ZY /JXZX = 0 in

Figs. 4.2.2(a), (b). The dispersions around the zero-energy wave-numbers are linear.

In order to characterize each phase separated by the phase boundaries, we calculate the

order parameters of the phases by using the time-evolving block decimation method for infinite

systems (iTEBD, Sec. 3.3) or consider the extreme cases and use the adiabatic continuity [91].

For instance, the phase “P” is continuously connected to the quantum paramagnetic phase

where σz are polarized. As we show in Sec. 4.2.4, the order parameters OXZX , OY ZY , and

OY Y have finite values in the C, C*, and AF(y) phases, respectively. The antiferromagnetic

phase in the x direction (AF(x)) is characterized by the AF order parameter OXX

OXX = lim
L→∞

(−1)L−1 ⟨σx1σxL⟩ . (4.2.9)

The results are summarized in Fig. 4.2.1. The phases on the right of the JY ZY -axis and the

ones on the left are mapped onto each other by the unitary transformation (4.1.3); the AF

phases are mapped onto the ferromagnetic (F) phases. The AF(x), F(x), and P phases appear

as a result of competition among interactions in the model (4.1.1). We can see that all the

phase transitions are continuous from the order parameters (not shown here).

4.2.2 Universality class

We determine the universality classes of the transitions for completeness. In fact, all the

phase transitions that occur are continuous and described by Lorentz-invariant conformal

field theories (CFTs) except at the points marked in Fig. 4.2.1 as “M3”, where the dispersion

Ek is quadratic in k and the dynamical critical exponent takes z = 2. The information on

the universality class of quantum phase transition and the corresponding central charge c at

each critical point can be most conveniently extracted from the finite-size energy spectrum

[146,147] (or equivalently, from the low-temperature behavior of the free energy density [148])

or from the scaling behavior of the block entanglement entropy [34, 35]. In order to obtain

more precise information on the universality class, we adopt the former and identify the

contents of the scaling operators using the spectrum obtained exactly above. Throughout

this subsection, we assume the periodic boundary condition.
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M2

M3 M3

M1

M1

P1

P2

F(y) AF(y)

F(x) AF(x)

C*

C*

C

P P

Figure4.2.1 Ground-state phase diagram of the generalized Kitaev model (4.1.1) for
JXZX > 0 [91,92]. On the thick solid curves, the excitation energy Ek vanishes at certain
values of k. The abbreviations mean the cluster (C), dual cluster (C*), ferromagnetic
(F), and antiferromagnetic (AF) phases. The quantum paramagnetic (P) phase cannot
be characterized by string and (anti) ferromagnetic order parameters. The superscript
represents the direction of the order. On the blue (red) phase boundaries, a second-
order transition with c = 1/2 (c = 1) occurs. M1 and M2 denote multicritical points
characterized by higher central charges. The two points M3 are non-Lorentz-invariant
critical points. (Figure taken from Ref. [92].)

The method relies on the CFT prediction on the finite-size spectrum of a (1+1)-dimensional

quantum system at the critical point [147]:

Eh,h̄(N) = Nϵ∞ −
πvs
6N

c+
2π

N
vs(h+ h̄+ nL + nR)

(nL, nR = 0, 1, 2, . . .) ,

(4.2.10)

where ϵ∞ is the ground-state energy density in the infinite-size limit and vs is the velocity

that characterizes the k-linear dispersion of the critical excitations. In general, the entire

spectrum decomposes into the several sectors labeled by the conformal weights (h, h̄). The

central charge c and the list of the pairs (h, h̄) appearing in the actual spectrum (i.e., operator

contents) determines the universality. As the exact spectrum is obtained in a closed form

here, it is rather straightforward to obtain these data (see App. E for more details).

In Fig. 4.2.1, we show the universality classes obtained in this way. On the blue solid lines,

there is only one gapless k-linear Majorana point at k = 0 or k = π. The quantum phase

transition there belongs to the Ising universality class with c = 1/2. Extracting c for the phase

boundaries shown by the red solid lines is tricky as the two Majorana points are located at
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Figure4.2.2 Energy dispersion at the critical points: (a) JY Y /JXZX = 0,
JY ZY /JXZX = 1, and (b) JY Y /JXZX = −1, JY ZY /JXZX = 0. (Figure taken from
Ref. [110].)

incommensurate momenta and the approach to the infinite-size limit is quite irregular. So we

used the free energy density instead and fitted the low-temperature (T ) free energy density

F (T,N)/N , which is calculated exactly using Eq. (4.2.5) by its CFT asymptotic form [148]

1

N
F (T,N) ∼ ϵ∞ −

πc

6vs
T 2 (4.2.11)

to obtain c = 1.

At the multicritical points M1: (JY Y /JXZX , JY ZY /JXZX) = (±1, 0), the system has

three gapless k-linear Majorana points at k = 0, ±2π/3 (or at k = ±π/3, π) and, by fitting

the ground-state energy to the scaling form (4.2.10), we readily obtain c = 3/2. However,

there are several different universality classes with c = 3/2 and we need more precise analysis.

Using the method sketched in App. E, we see that the universality class is the level-1 SO(3)

Wess–Zumino–Witten (WZW) model with c = 3/2 [149]. A similar argument shows that the

points (JY Y /JXZX , JY ZY /JXZX) = (0,±1) (M2) correspond to the universality class of the

level-1 SO(4) WZW with c = 2 with four Majorana points at k = 0, ±π/2, and π (or at

k = ±π/4,±3π/4). These two SO(N) criticalities fit into the series of general SO(N) critical
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Table4.2.1 Quantum phase transitions in the model (4.1.1). For the multicritical points,
the critical exponents may depend on how we deviate from the critical point. In most
cases, we consider the deviation in the JY Y -direction. The exponent ν characterizes the
spatial correlation length ξx as ξx ∼ |JY Y − JY Y

c |−ν . (Table taken from Ref. [92].)

Phase boundaries c Universality Exponents

P/C*-F(y), P/C*-AF(y), C-F(x)/AF(x) 1/2 Ising z = 1, ν = 1

C-P, C*-P, F(x)-F(y), AF(x)-AF(y) 1 XY z = 1

M1 3/2 SO(3)1 WZW z = 1, ν = 1

M2 2 SO(4)1 WZW z = 1, ν = 1

M3 – 1D hardcore boson z = 2, ν = 1

points discussed in Ref. [140]. At the point M3: (JY Y /JXZX , JY ZY /JXZX) = (−4,−3)
[(4,−3)] where the two second-order phase boundaries merge, the quasi-particle dispersion

takes the non-relativistic form Ek ∼ k2 near k = 0 [Ek ∼ (k − π)2 near k = π] and the

continuous quantum phase transition is characterized by the dynamical exponent z = 2.

4.2.3 Pseudospin and winding number

Because the Hamiltonian (4.2.5) belongs to the topological class BDI, the ground state is

characterized by a topological invariant called the winding number [130, 150]. By using the

Anderson pseudospin d(k)

d(k) = ϵkêz + δkêy, (4.2.12)

the Hamiltonian is rewritten as

H =
∑
k

(c†k, c−k)H(k)(ck, c
†
−k)

T, H(k) = d(k) · σ, (4.2.13)

where êy, êz are the unit vectors in the y, z directions, respectively, and σ = (σx, σy, σz)

represents the Pauli matrices. We define the angle in the yz-plane by using the normalized

Anderson pseudospin:

d̂(k) =
d(k)

|d(k)|
= cos θkêz + sin θkêy. (4.2.14)

The angle θk maps one-dimensional Brillouin Zone (circle) to the Hilbert space (circle). Then

we can define the winding number W as the topological invariant of the mapping

W =

∫
B.Z.

dθk
2π

=



+2 (C phase)

−2 (C∗ phase)

+1 (F(x)/AF(x) phases)

−1 (F(y)/AF(y) phases)

0 (P phase)

. (4.2.15)
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The winding number has an integer value and changes only if the system undergoes quantum

phase transition. That is, at critical points with ϵk = δk = 0, we cannot define the winding

number. Therefore each phase has definite value of the winding number. These numbers

correspond to the number of zero modes appearing at the edge of the system when the open

boundary condition is imposed.

As an illustration, let us calculate the winding number at some points in the phase diagram

(Fig. 4.2.1). The direction of the pseudospin in yz-plane is shown on the left side of Fig. 4.2.3.

On the right side of Fig. 4.2.3, we show how the direction of the pseudospin changes as we

vary the wave number k from −π to π. We find that it winds around the unit circle once,

twice, and zero times in Figs. 4.2.3(a), (b), and (c), respectively.

4.2.4 Order parameters

To clarify the physical picture of the ground state, we explain each term of the model

(4.1.1). The first term in Eq. (4.1.1) is called the cluster interaction or the cluster stabilizer

in quantum-information science. In the ground state of the model with JY Y = JY ZY = 0

and positive JXZX , the string order parameter OXZX = limL→∞OXZX(L) is unity, where

OXZX(L) =

⟨
L−2∏
j=1

c̄2j c̄2j+3

⟩
(4.2.16)

in the fermion representation and

OXZX(L) = (−1)L
⟨
σx1σ

y
2

(
L−2∏
i=3

σzi

)
σyL−1σ

x
L

⟩
(4.2.17)

in the spin representation are called the string correlation functions of distance L [6,10,134].

The phase characterized by the non-vanishing string order parameter is generally called the

cluster (C) phase. In the ground state of the model with JXZX = JY ZY = 0 and positive

JY Y , the antiferromagnetic (AF) order parameter OY Y = limL→∞OY Y (L) is unity, where

OY Y (L) =

⟨
L−1∏
j=1

c̄2j−1c̄2j+2

⟩
(4.2.18)

is called the string correlation function of distance L. In the spin representation,

OY Y (L) = (−1)L−1 ⟨σy1σ
y
L⟩ (4.2.19)

is called the spin correlation function of distance L. The phase characterized by the non-

vanishing AF order parameter is the AF phase.
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Figure4.2.3 The winding number: The blue curves represent ϵk, and red curves repre-

sent δk. The direction of the pseudospin is shown by the arrows. The winding number

W counts how many times the pseudospin winds around the unit circle. Each fig-
ure corresponds to the points with parameters (a)JY Y /JXZX = 0, JY ZY /JXZX = 0
(C phase), (b)JY Y /JXZX = −2.0, JY ZY /JXZX = 0 (AF phase), (c)JY Y /JXZX =
−1, JY ZY /JXZX = −1 (P phase) in Fig. 4.2.1. (Figure taken from Ref. [110].)

The last term (JY ZY ) in Eq. (4.1.1) is similar to the cluster interaction. With the term

there appears another topological phase, which we call the dual cluster (C*) phase. The

phase is characterized by the dual string order parameter OY ZY = limL→∞OY ZY (L), where

OY ZY (L) =

⟨
L−2∏
j=1

c̄2j−1c̄2j+4

⟩
(4.2.20)

in the fermion representation and

OY ZY (L) =

⟨
σy1σ

x
2

(
L−2∏
i=3

σzi

)
σxL−1σ

y
L

⟩
(4.2.21)
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Figure4.2.4 Phase diagram of the generalized Kitaev model (4.1.1) for JXZX > 0.
On the thick solid curves, the excitation gap ∆k vanishes at a certain k. C, C*, F,

and AF represent cluster, dual cluster, ferromagnetic, and antiferromagnetic phases,
respectively. The P phase cannot be characterized by string and (anti) ferromagnetic
order parameters. The superscript represents the direction of the order. Each phase is
determined by order parameters calculated with the iTEBD (Fig. 4.2.5). Along the thin
dotted line and the dashed line, we calculated the entanglement spectrum in Fig. 4.2.6.
(Figure taken from Ref. [92].)

in the spin representation are called the dual string correlation functions of distance L and

characterizes the C* phase (see Sec. 4.2.1).

4.2.5 Entanglement properties

There is another way to characterize the phases found in Sec. 4.2.1 using quantum entan-

glement. Let us interpret these phases in terms of entanglement. To this end, we define

two quantities, the entanglement entropy and the entanglement spectrum, which quantify

entanglement [36, 46]. We divide the entire system into a subsystem A with the length Lsub

and the rest B in a way symmetric with respect to the center of the system and measure

the entanglement between them. We calculate the eigenvalues {λβ} of the reduced density

matrix ρA of A which is obtained from the density matrix of the entire system ρ by tracing
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Figure4.2.5 String order parameters OXZX , OXX , andOY Y along the thick dotted line
(JY Y /JXZX ∈ [−1.5, 0], JY ZY /JXZX = 0.5) in Fig. 4.2.4 (d) (JY ZY /JXZX = 0.5) by
using the iTEBD with bond dimension χ = 60. (Figure taken from Ref. [91].)

out the degree of freedom of the subsystem B:

ρA = TrB ρ . (4.2.22)

With the method developed in Refs. [151,152], one obtains the reduced density matrix from

the fermionic correlation functions for the excited states as well as the ground states. We

define the entanglement entropy as the von Neumann entropy of the reduced density matrix

ρA:

S = −Tr(ρA ln ρA). (4.2.23)

On the other hand, the entanglement spectrum is defined as

ξβ = − lnλβ , (4.2.24)

where {λβ} are the eigenvalues of ρA [46]. Because we can consider the entanglement entropy

as the thermal entropy at temperature 1 with some Hamiltonian with eigenenergies {ξβ},
we can expect that the entanglement spectrum contains more information than entanglement

entropy. Although the entanglement entropy and the entanglement spectrum are well-defined

in the analysis of only the ground state, we expect that the entanglement entropy and the

entanglement spectrum defined for the excited states can extract some physical properties in

the excited states.

We characterize the phases in Fig. 4.2.1 by the entanglement spectrum [91]. Here we

assume the open boundary condition. We focus on the number of degeneracy of the lowest

level in the entanglement spectrum. It is the same as that of the ground states originating

from the Majorana zero modes at the ends of the system. We thus confirm that for the

generalized Kitaev model (4.1.1) the entanglement spectrum reflects the fictitious degree
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Table4.2.2 The relation between the winding number and the number of degeneracy
of the entanglement spectrum (bulk–edge correspondence). Dominant order parameter
(OP) for each phase is also shown. (Table taken from Ref. [92].)

Phase OP Winding number Degeneracy of the entanglement spectrum

C OXZX 2 four-fold

C* OY ZY −2 four-fold

F(x)/AF(x) OXX 1 two-fold

F(y)/AF(y) OY Y −1 two-fold

P – 0 no degeneracy

of freedom appearing at the cut ends as in the case of other topological phases studied in

previous works [46–48,153].

Table 5.1.1 summarizes the relation between the winding number and the number of de-

generacy of the lowest level in the entanglement spectrum. The former is calculated with the

periodic boundary condition, while the latter is calculated with the open boundary condition

and reflects the edge modes. We can clearly see that the absolute value of the winding number

is equal to the number of zero-energy excitations in an open chain. This is a manifestation

of the bulk–edge correspondence in the model (4.1.1). Note that the winding number or

the degree of degeneracy of the entanglement spectrum alone does not tell anything about

physical properties of the phases except for topological properties (e.g., the number of edge

excitations). To determine the phases completely, we need to calculate the order parameters

by other methods as we did in Sec. 4.2.1.

The entanglement entropy at the critical point shows a characteristic structure.

The energy gap closes at k = 0, k = ±π, and k = arccos JY Y

2(1+JY ZY )
on the line

(JY ZY /JXZX = JY Y /JXZX + 1), the line (JY ZY /JXZX = −JY Y /JXZX + 1), and the

curve (JY Y /JXZX
2−(1−JY ZY /JXZX2

)(1+JY ZY /JXZX) = 0) in Fig. 4.2.4. In particular,

at (JY Y /JXZX , JY ZY /JXZX) = (0,−1), the energy gap closes at k = ±π4 ,±
3π
4 . At these

critical points, the entanglement entropy diverges logarithmically as the length of the subsys-

tem. The critical point JY Y /JXZX = 0, JY ZY /JXZX = 1 would be interesting. In fact, the

entanglement entropy in Fig. 4.2.7 shows logarithmic behavior, and we find that the central

charge is 2 from the coefficient. This is because there are four Ising dispersions as shown in

Fig. 4.2.2(a) (4 × 1
2 ). Further, the critical point (JY Y /JXZX = 1, JY ZY /JXZX = 0) are

studied in Ref. [134] and the corresponding central charge is 3
2 . This is because there are

three Ising dispersions (3× 1
2 ).



4.2 Phase diagram 81

Figure4.2.6 (a) Schematics of subsystems A and B. The size of the system is N =
503 and that of the subsystem is Lsub = 249. (b) The entanglement spectrum for
JY ZY /JXZX = −0.5 indicated by the horizontal dotted line in Fig. 4.2.4. (c) The
entanglement spectrum for JY Y /JXZX = 0 indicated by the vertical dashed line in
Fig. 4.2.4. The degeneracy in the lowest level is four, four, two, one (no degeneracy) in
C, C*, AF, P phases, respectively. (Figure taken from Ref. [91].)
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Figure4.2.7 The entanglement entropy at the critical point
(JY Y /JXZX , JY ZY /JXZX) = (0, 1): We can see that the it behaves logarithmi-
cally and the central charge is 2. N =503, Lsub = 249, calculated with the exact
diagonalization. (Figure taken from Ref. [110].)
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4.3 Dynamics

In the previous section, the ground-state phases of the model (4.1.1) and topological quan-

tum phase transitions were investigated from the viewpoint of the string correlation functions

and entanglement. In this section, we study the dynamical properties of the model (4.1.1)

when we change in time an interaction parameter across these critical points at a finite speed.

The sweep dynamics captures the effects of the low-energy excitations more clearly than the

quench dynamics in which the parameter is changed abruptly and all the excitations con-

tribute to the dynamics. In Sec. 4.3.1, we set the initial condition paying attention to its

parity. We study the dynamics under the sweep from the C phase to the AF(y) phase in

Sec. 4.3.2 and to the C* phase in Sec. 4.3.3. In the former case, the ground-state degeneracy

changes during the sweep. In the latter case, on the contrary, the ground-state degeneracy

does not change in the sweep dynamics. In the dynamics, both the correlation functions and

the entanglement entropy exhibits spatially periodic structure. On top of that, we observe

the oscillating and splitting structure in the levels in the entanglement spectrum. We un-

derstand these structure by using excited states in Sec. 4.3.4 and Sec. 4.3.5. In Sec. 4.3.6,

we confirm that the entanglement spectrum reflects the modes appearing at the cut ends by

using a dimer model.

4.3.1 Parity

In the fermion representation, AF(y), C, and C* phases are the topological phases with

ground-state degeneracy. As was pointed out in Refs. [82–85], the topological properties of

the initial state strongly affect the time evolution of the system. Since the energies of the two

lowest bogolons η1 and η2 vanish (E1 = E2 = 0) in the C phase, the states η†1 |vac⟩, η
†
2 |vac⟩,

and η†2η
†
1 |vac⟩ as well as the vacuum state |vac⟩ are the ground states. In the case of the

Kitaev chain [20], the states are labeled by the fermionic parity operator defined by

N∏
i=1

σzi =
N∏
i=1

ic̄2ic̄2i−1, (4.3.1)

which is crucial to understand the topological properties.

In the cluster model, on the other hand, the states are labeled by the following set of parity

operators defined by [134,138]

∏
i∈even

σzi =
∏

i∈even

ic̄2ic̄2i−1,
∏
i∈odd

σzi =
∏
i∈odd

ic̄2ic̄2i−1. (4.3.2)
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In fact, the above two operators are conserved anywhere along the line JY Y = 0 and crucial

in understanding the topological properties of the C phase. In the following, the initial state

is prepared in the vacuum |vac⟩ of the Bogoliubov operators that is a ground state of the

model (4.1.1). Because there is an ambiguity to construct the zero modes η1 and η2 in the

initial state, we use the following expression for them:

η1 =
1

2
(c̄1 − ic̄2N ), η2 =

1

2
(c̄3 − ic̄2N−2), (4.3.3)

where the eigenvalues of the fermionic parity operators (4.3.2) in the vacuum are both −1.

4.3.2 C to AF(y)

We first study the dynamics during an interaction sweep across the critical point between

the C and AF(y) phases with the open boundary condition. In this case, the degree of

degeneracy of the ground states is four and two in the C and AF(y) phases, respectively.

Therefore the situation is similar to the Kitaev model where the mismatch between the

degeneracies in the topological and trivial phases occurs [84, 85]. Let us set JY ZY = 0 and

consider the following time-dependent Hamiltonian:

H1(t) = −JXZX
N−2∑
i=1

(c†i − ci)(c
†
i+2 + ci+2)− JY Y (t)

N−1∑
i=1

(c†i + ci)(c
†
i+1 − ci+1), (4.3.4)

where the interaction parameter changes linearly in time during the sweep time τ as

JY Y (t)/JXZX = 2t/τ, 0 ≤ t ≤ τ (4.3.5)

tracing the path shown by the dashed line ‘P1’ in Fig. 4.2.1. At t = 0, H1(t) coincides with the

cluster model and it gradually evolves into the final form (JY Y /JXZX , JY ZY /JXZX) = (2, 0)

whose instantaneous ground state shows the AF(y) phase. Note that at t = τ/2 the system

passes through the multicritical point M1 into the AF(y) phase (see Fig. 4.2.1). We calculated

the distance (ℓ) dependence of the string correlation function OY Y (ℓ) [Eq. (4.2.18)] and

the block-size dependence of the entanglement entropy S(ℓ) by using the time-dependent

Bogoliubov transformation explained in Sec. 3.2 [143, 144], where ℓ is defined as Fig. 4.3.1.

We show the ℓ-dependence of the string correlation function at time t/τ = 0.6, 0.8, 1 for

different sweep times τ = 25 and 200 in Figs. 4.3.2(a) and (b), respectively. We can clearly

see a triple-periodic structure in the ℓ-dependence for larger τ , i.e., slower sweep. We also plot

the block-site (ℓ) dependence of the entanglement entropy at time t/τ = 0.6, 0.8, 1 with τ =

25 and 200 in Figs. 4.3.2(c) and (d), respectively. We can clearly see a similar triple-periodic

structure in the block-size dependence of the entanglement entropy for the slower sweep.
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Figure4.3.1 The string correlation functions OY Y and OY ZY are measured between
the central site (site 1) and the other at a distance ℓ. In calculating the entanglement
entropy, we take a block of ℓ adjacent sites to the right of the central site. (Figure taken
from Ref. [92].)

To see the change in the topological properties during the sweep, we calculated the time

dependence of the entanglement spectrum. We choose the subsystem A of size Lsub = 49 lo-

cated symmetrically around the center of the entire system of length N = 101 (see Fig. 4.3.3).

In Figs. 4.3.4(a)-(d), we show the lowest four entanglement levels for the sweep times τ =

25, 50, 100, 200. Till the time t = τ/2 when the instantaneous Hamiltonian undergoes a

quantum phase transition from the C phase to the AF(y) phase, the levels remain four-fold

degenerate. After passing the critical point, the degeneracy resolves: For faster sweeps the

four levels oscillate in time [see Figs. 4.3.4(a)-(c)], whereas for slower sweeps the levels split

into two pairs [see Fig. 4.3.4(d)].

4.3.3 C to C*

Next we turn to the dynamics during an interaction sweep across the critical point between

the C and C* phases with the open boundary condition. Because the degree of degeneracy of

the ground states is four in both the C and C* phases, the mismatch between the degeneracies

does not occur. Therefore, the situation is different from that in Refs. [84,85] and in Sec. 4.3.2.

Let us now set JY Y = 0 and consider the following time-dependent Hamiltonian:

H2(t) = −JXZX
N−2∑
i=1

(c†i − ci)(c
†
i+2 + ci+2) + JY ZY (t)

N−2∑
i=1

(c†i + ci)(c
†
i+2 − ci+2). (4.3.6)

As the interaction parameter JY ZY changes linearly during the sweep time τ as

JY ZY (t)/JXZX = 2t/τ, 0 ≤ t ≤ τ , (4.3.7)

the Hamiltonian evolves from the cluster model into the one with (JY Y /JXZX , JY ZY /JXZX) =

(0, 2) whose instantaneous ground state shows C* phase. Note that the c = 2 multicritical

point M2 is passed at time t = τ/2 (see the dashed line shown as ‘P2’ in Fig. 4.2.1).

We calculated the ℓ-dependence of the dual string correlation function OY ZY (ℓ)

[Eq. (4.2.20); with ℓ being the distance between the two end points] and the block entangle-

ment entropy S(ℓ) (with ℓ being the size of the block) in the same way as in the previous
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(a) (b)
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Figure4.3.2 Sweep dynamics from the C phase to the AF(y) phase. ℓ denotes the
distance between the two end points (for the correlation function) or the size of the
block (for the entanglement entropy). See Fig. 4.3.1 for more details. The system size
is N = 101. (a) The distance dependence of the string correlation function OY Y (ℓ)
at t/τ = 0.6, 0.8, 1 with τ = 25. (b) The same plot for τ = 200. (c) The block-size
dependence of the entanglement entropy S(ℓ) at t/τ = 0.6, 0.8, 1 with τ = 25. (d) The
same plot for τ = 200. (Figure taken from Ref. [92].)

Center

Figure4.3.3 Schematic of subsystems A and B. (Figure taken from Ref. [92].)

section. We show the ℓ-dependence of the dual string correlation function at different elapsed

times t/τ = 0.6, 0.8, 1 in Figs. 4.3.5(a) and (b) for τ = 25 and 200, respectively. A period-4

structure in the ℓ-dependence is clearly seen for slower sweep (larger τ). Next, we calculated

the block-size (ℓ) dependence of the entanglement entropy at elapsed times t/τ = 0.6, 0.8, 1.

The results for τ = 25 and 200 are shown in Figs. 4.3.5(c) and (d), respectively. As in

the case of the C-AF(y) sweep in Sec. 4.3.2, the block-size dependence of the entanglement

entropy exhibits a similar periodic structure to that of the dual string correlation function

OY ZY (ℓ).
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Figure4.3.4 Sweep dynamics from the C phase to the AF(y) phase. We calculate the
entanglement spectrum with N = 101 and Lsub = 49 (see Fig. 4.3.3). The time evolution
of the lowest four entanglement levels ξβ(t) (β = 1, 2, 3, 4) with (a) τ = 25, (b) τ = 50,
(c) τ = 100, and (d) τ = 200. (Figure taken from Ref. [92].)

We calculated the time-evolution of the entanglement spectrum to study the topological

properties in detail. We take the same subsystem as in the previous section (see Fig. 4.3.3).

In Figs. 4.3.6(a)-(d), we plot the lowest four entanglement levels for different sweep times

τ = 25, 50, 100, 200. Up to the time t = τ/2, when the instantaneous Hamiltonian is located

at the multicritical point M2 between the C phase and the C* phase, the levels retain four-

fold degenerate. After passing the critical point, the degeneracy is lifted: For faster sweeps,

the four levels oscillate in time [see Figs. 4.3.6(a)-(b)], while for slower sweeps the levels split

into pairs [see Fig. 4.3.6(d)].

4.3.4 Periodic structure in correlation functions and the entanglement entropy

To clarify the origin of the periodic structure in the string correlation functions and the en-

tanglement entropy found in the sweep dynamics shown in the previous sections, we calculate

the string correlation functions and the entanglement entropy in certain excited states. Since

it is expected that for slow sweeps the main contribution to the dynamical properties comes

from low-lying excited states [91], we may focus only on the states with a single bogolon.

That is, we consider only the excited states that are obtained by applying a single bogolon

operator η†α to the Bogoliubov vacuum:

|α⟩ = η†α|vac⟩ (α = 1, 2, . . . , N), (4.3.8)

where the Bogoliubov energy Eα is the eigenvalue of the instantaneous Hamiltonian at some

given time t and is assumed to be labeled in the ascending order. The expression of the string
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Figure4.3.5 Sweep dynamics from the C phase to the C* phase. ℓ denotes the distance
between the two end points (for the string correlation function) or the size of the block
(for the entanglement entropy). The system size is N = 101. (a) The distance depen-
dence of the string correlation function OY Y (ℓ) at t/τ = 0.6, 0.8, 1 with τ = 25. (b) The
same plot for τ = 200. (c) The block-size dependence of the entanglement entropy S(ℓ)
at t/τ = 0.6, 0.8, 1 with τ = 25. (d) The same plot for τ = 200. (Figure taken from
Ref. [92].)
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Figure4.3.6 Sweep dynamics from the C phase to the C* phase. We calculate the

entanglement spectrum with N = 101 and Lsub = 49. The time evolution of the lowest
four entanglement levels ξβ(t) (β = 1, 2, 3, 4) with (a) τ = 25, (b) τ = 50, (c) τ = 100,
and (d) τ = 200. (Figure taken from Ref. [92].)
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correlation function OXZX(ℓ) calculated for the excited states |α⟩ [see Eq. (3.1.26)]

OXZX(ℓ)α ≡

⟨
ηα

B1B2
ℓ−2∑
j=3

(AjBj)Aℓ−1Aℓ

 η†α

⟩
(4.3.9)

contains (2ℓ − 2) fermion operators A and B [see Eq. (3.1.25) for the definition], where ℓ

is measured from the center of the system as shown in Fig. 4.3.1. As we have additional

contractions coming from the bogolon:

⟨ηαAi⟩ = ⟨Aiη†α⟩ = ϕiα,

⟨ηαBi⟩ = −⟨Biη†α⟩ = −ψiα,

⟨ηαη†β⟩ = δαβ ,

(4.3.10)

we must adopt the method using the Pfaffian of the matrix of order (2ℓ − 2) instead of

determinant of matrix of order (ℓ− 1) as shown in Sec. 3.1.3.

With the above setup, we calculated the correlation functions in the excited states |α⟩
of the instantaneous Hamiltonians H1,2(t = τ) at the final time. We show the distance

ℓ dependence of the string correlation functions OY Y (ℓ)α for H1(t = τ) [i.e., HGC with

(JY Y /JXZX , JY ZY /JXZX) = (2, 0)] in Fig. 4.3.7(a) and OY ZY (ℓ)α for H2(t = τ) [i.e.,

(JY Y /JXZX , JY ZY /JXZX) = (0, 2)] in Fig. 4.3.7(b). As mentioned before, the bogolons

with zero energy are responsible for the ground-state degeneracy. Only the first bogolon has

zero energy [Figs. 4.3.7(a) and (c)] in the AF(y) phase, whereas both the first and second

bogolons have zero energy [Figs. 4.3.7(b) and (d)] in the C* phase. In fact, the string

correlation functions in the zero-energy excited states are the same as those in the Bogoliubov

vacuum, since these states, together with |vac⟩, form the degenerate set of ground states. In

Figs. 4.3.7(a) and (b), we show the string correlation functions for the ground states and

the bogolon excited states with finite energies. For the bogolon states with finite energy, the

spatially periodic structures are observed in both cases. The periods 3 [for H1(t = τ)] and 4

[for H2(t = τ)] may be traced back to the wave lengths of the corresponding bogolons.

Next we calculated the entanglement entropy for the same single bogolon states. To obtain

the entanglement entropy for excited states, we calculate the reduced density matrix by using

Eq. (4.2.22), where the density matrix ρ is defined for the excited state in question. Then,

the entanglement entropy for excited states is readily obtained by applying Eq. (4.2.23).

We take a block of ℓ adjacent sites as the subsystem as shown in Fig. 4.3.1. We show the

block-size dependence of the entanglement entropy at (JY Y /JXZX , JY ZY /JXZX) = (2, 0)

in Fig. 4.3.7(c) and at (JY Y /JXZX , JY ZY /JXZX) = (0, 2) in Fig. 4.3.7(d). Again, the

excitation of a single zero-energy bogolon yields the same entanglement entropy as that for

the Bogoliubov vacuum. In Figs. 4.3.7(c) and (d), we show the entanglement entropy for
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Figure4.3.7 The correlation functions and the block-size (ℓ) dependence of entan-
glement entropy with N = 101. (a) The distance dependence of the string cor-

relation function OY Y (ℓ) in the ground state and the single bogolon states η†2|vac⟩
and η†3|vac⟩ for (JY Y /JXZX , JY ZY /JXZX) = (2, 0). A triple structure appear
for the single bogolon states with a finite energy. (b) The distance dependence
of the string correlation function OY ZY (ℓ) in the ground state and the single bo-
golon states at (JY Y /JXZX , JY ZY /JXZX) = (0, 2). A quadruple structure ap-
pear for the single bogolon states with a finite energy. (c) The block-size depen-
dence of the entanglement entropy S(ℓ) in the ground state and the single bogolon
states at (JY Y /JXZX , JY ZY /JXZX) = (2, 0). (d) The block-size dependence of
the entanglement entropy S(ℓ) in the ground state and the single bogolon states at
(JY Y /JXZX , JY ZY /JXZX) = (0, 2). (Figure taken from Ref. [92].)

the ground states |vac⟩ and the two finite-energy bogolon states |α⟩ = η†α|vac⟩ (α = 2, 3 or

3, 4) of the two instantaneous Hamiltonians H1(t = τ) and H2(t = τ), respectively. For the

bogolon states with finite energies, we observe spatially periodic (period-3 and 4) structures

that are reminiscent of what we have seen during the sweep after passing the critical points

[i.e., t > τ/2; see Figs. 4.3.2(d) and 4.3.5(d)]. From these results, we may conclude that

the single-bogolon state |α⟩ with the lowest non-zero energy dominates the dynamics in

slow sweeps and that the periodic structure found in the string correlation functions and the

entanglement entropy (see Figs. 4.3.2 and 4.3.5) essentially originates from it. We can observe

these structures when the sweep time is larger enough than typical time at the critical point

(i.e. τ > N), which is a manifestation of the breakdown of adiabaticity.
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Figure4.3.8 The expectation values of the number of bogolons in the final state of C-C*
sweep. (Figure taken from Ref. [91].)

To see explicitly the breakdown of adiabaticity, we calculated the number of bogolons

excited during the sweep. In Fig. 4.3.8, we show the expectation values of the Bogoliubov

number operator η†µηµ with respect to the final state (t = τ) of the C-C* sweep. As the

sweep rate becomes slower, the sum of expectation value of the bogolon whose index is larger

than 3 decreases. On the other hand, that of the third bogolon, which has the lowest finite

energy, approaches to 1. This indicates that the third bogolon dominates the slower sweep

(larger τ). Because the typical time scale at the critical point is given by the system size N ,

the third bogolon must be excited for sufficiently slow sweep.

This breakdown of adiabaticity is due to the topological properties of the system. In the

C and C* phases, the four ground states |vac⟩, η†1|vac⟩, η
†
2|vac⟩, η

†
2η

†
1|vac⟩ are labeled by the

eigenvalues of two parity operators (4.3.2). In the AF(y) phase, the two ground states |vac⟩,

η†1|vac⟩ are labeled by the eigenvalues of the parity operators (4.3.1). As shown in Sec. 4.3.2,

the system undergoes the phase transition between the C and AF(y) phases. Because these

two phases differ in the degree of the ground-state degeneracy, some of the degenerate ground

states must leave the ground state subspace after the sweep and the breakdown of adiabaticity

occurs for the reason discussed in Refs. [84,85]. In Fig. 4.3.9(a), we show the low-lying energy
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spectrum of the instantaneous Hamiltonian along the path P1 in Fig. 4.2.1. Two of the four

states, which constitute the degenerate ground states in the C phase, are lifted up as we

increase the parameter JY Y /JXZX across the critical point M1 (JY Y /JXZX = 1). Since the

initial state in the sweep dynamics, i.e., |vac⟩, is one of the two states leaving the ground-state

subspace, the initial state must be lifted to an excited state of the final Hamiltonian in the

AF(y) side even after a slow sweep.

On the other hand, the degree of the degeneracy is four both in the C and C* phases as

shown in Sec. 4.3.3. In this case, the breakdown of adiabaticity is not due to the mismatch

between the numbers of the ground states as in the case of Sec. 4.3.2. Rather the system size

matters in the following manner. The model (4.3.6) is rewritten as two independent Kitaev

chains [see Figs. 2.3.3(a) and (c)]:

H2(t) = H2,odd(t) +H2,even(t),

H2,odd(t) = JXZX
∑
i∈odd

(−ci + c†i )(ci+2 + c†i+2)

+ JY ZY (t)
∑
i∈odd

(ci + c†i )(−ci+2 + c†i+2),

H2,even(t) = JXZX
∑
i∈even

(−ci + c†i )(ci+2 + c†i+2)

+ JY ZY (t)
∑
i∈even

(ci + c†i )(−ci+2 + c†i+2).

(4.3.11)

The energy-level structure of the Kitaev chain near the transition point is qualitatively dif-

ferent depending on the parity of the system size as pointed out in Ref. [83]; when the size

of the chain is even, a level crossing between zero-energy level and finite one occurs at the

critical point, while we observe an avoided level crossing when the size of the chain is odd.

We show the change in the low-lying energy spectrum along the path P1 for the system sizes

N = 101 = 51+50 and N = 102 = 51+51 in Figs. 4.3.9(b) and (c), respectively. We observe

the level crossing for the former case and the avoided level crossing for the latter case. In the

case of N = 101 studied in Sec. 4.3.3, two of the four degenerate ground states in the C phase

are lifted and two of excited states come down to merge with the ground-state level in the

C* side as we increase the parameter JY ZY /JXZX [See Fig. 4.3.9(b)]. Since we choose the

initial state in the sweep dynamics from the ground states which are lifted to excited states,

we observe the breakdown of adiabaticity in the dynamics.

4.3.5 Oscillating and splitting structures of the entanglement spectrum

We elucidate the origin of the oscillating and splitting structures of the entanglement spec-

trum in dynamics shown in Figs. 4.3.4(a)-(d) and 4.3.6(a)-(d). In the previous section, we
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Figure4.3.9 The plot of the lowest-lying six energies of HGC along the path ‘P1’ or
‘P2’ (see Fig. 4.2.1). (a) Along the path P1 (JY ZY = 0) for N = 101. Along the path
P2 (JY Y = 0) for N = 101 [(b)], and for N = 102 [(c)]. The level crossing occurs at
JY ZY /JXZX = 1 for N = 101, while an avoided crossing occurs for N = 102. (Figure
taken from Ref. [92].)

concluded that the bogolon states with lowest non-zero energy play a crucial role in the sweep

dynamics across the critical points. In the following, we consider the case of the sweep dy-

namics from the C phase to the C* phase (path P2). Since the third bogolon state has the

lowest non-zero energy in the C* phase, we focus on the third bogolon state. In Fig. 4.3.10(a),

we show the real-space amplitudes ϕ and ψ of the third bogolon state [see Eq. (3.1.3)]. They

are delocalized into the bulk of the system, whereas the zero-energy modes are localized only

at the ends. Also, there are characteristic structure in the amplitudes; the amplitudes ϕ and

ψ are finite every four sites. As we have seen before, the spatial pattern of the Majorana

correlation [Figs. 2.3.3(a), (b), and (c)] determines the topological properties in the ground

states. Therefore it would be important to know how the excitation affects the spatial pattern.

(See Sec. 4.3.6 for the relationship between the Majorana correlation and the entanglement

spectrum.)

To quantify the Majorana correlation, we first introduce the correlation function between

the i-th and the j-th Majorana fermions in the vacuum by

i ⟨c̄ic̄j⟩. (4.3.12)

For example, the cluster interaction σxi σ
z
i+1σ

x
i+2 ∼ c̄2ic̄2i+3 contributes to the correlation

between the 2i-th and (2i + 3)-th Majorana fermions. In other words, in the cluster phase,

i ⟨c̄2ic̄2i+3⟩ is finite. In the analysis of the excited states, we calculate the Majorana cor-

relations (4.3.12) in the excited states |α⟩, that is, i ⟨ηαc̄2ic̄2i+3η
†
α⟩. Since we here consider

only the third bogolon state, we set α = 3. In Figs. 4.3.10(b), (c), we show the spatial

dependence of the correlation between the 2i-th and (2i + 3)-th Majorana fermions (‘XZX
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Figure4.3.10 (a) The real-space amplitudes (ϕ, ψ) of the third bogolon with N = 101
at (JY Y /JXZX , JY ZY /JXZX) = (0, 2). (b) The strength of the Majorana correlations
in the ground states with N = 101 at (JY Y /JXZX , JY ZY /JXZX) = (0, 2). (c) The

strength of the Majorana correlations in the third bogolon state η†3|vac⟩ with N = 101
at (JY Y /JXZX , JY ZY /JXZX) = (0, 2). (Figure taken from Ref. [92].)

bond’) and that between the (2i − 1)-th and (2i + 4)-th Majorana fermions (‘Y ZY bond’).

The former (latter) detects the correlation characteristic of the cluster interaction (JXZX)

[the dual cluster interaction (JY ZY )]. The Majorana correlations in the ground states do not

depend on the position of the bond except near the ends as is seen in Fig. 4.3.10(b). For the

third bogolon state η†3|vac⟩, on the other hand, they exhibit peculiar structures as shown in

Fig. 4.3.10(c); the Majorana correlations are significantly affected by the bogolon every four

bonds, while they are almost intact at the other bonds [see Fig. 4.3.11(a)]. This suggests

that we may explain the dynamics of the entanglement spectrum in terms of the Majorana

correlations. To substantiate this, we represent the strength of the Majorana correlations by

the thickness of the bonds in Fig. 4.3.11(a). For example, when the Y ZY bond between the

(2i− 1)-th and (2i+ 4)-th Majorana fermions becomes weaker, the XZX bond between the

(2i − 4)-th and (2i − 1)-th Majorana fermions becomes stronger. However the Y ZY bonds

are always stronger than XZX bonds.
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Next we discuss the relationship between the Majorana correlations and the entanglement

spectrum calculated for an excited state. Because the entanglement spectrum in the ground

state is believed to reflect the emergent degrees of freedom at the boundaries [46], we expect

that some information in the excited states can be obtained from the entanglement spectrum

as well as the entanglement entropy shown in the previous section. As in the previous section,

we consider the reduced density matrix for the excited state, where ρ = |Ψ⟩⟨Ψ| is the density

matrix of the third bogolon state |Ψ⟩ = η†3|vac⟩. Substituting the eigenvalues of the reduced

density matrix ρ, we can obtain the entanglement spectrum for the excited state in question.

Here we cut the system as shown in Fig. 4.3.3. We calculated the block-size (Lsub) dependence

of the entanglement spectrum for the third bogolon state. The lowest four entanglement levels

are shown in Fig. 4.3.11(b). We can see that the degeneracy depends on the length of the

subsystem and the lower level is almost two or four-fold degenerate.

Let us focus on two specific cases: Lsub = 45 and 49. First, when Lsub = 45, the boundaries

between two subsystems are indicated by the dashed lines in Fig. 4.3.11(a). In this case, we

cut four thick Y ZY (blue) bonds which are not affected at all by the third bogolon, and as a

consequence we have four unpaired Majorana fermions at the ends. Because they form two

fermionic edge modes as in the case of the ground state, the lowest level of the entanglement

spectrum shows four-fold quasi-degeneracy shown in Fig. 4.3.11(b) (the level indicated by the

left arrow).

Second, when Lsub = 49, the boundaries between two subsystems are shown by the dotted

lines in Fig. 4.3.11(a). Now we cut two thick and two thin Y ZY bonds. In this case,

only two unpaired Majorana fermions appear at the cut ends and can contribute to the

double degeneracy of the entanglement spectrum in Fig. 4.3.11(b) (see the level shown by

the right arrow). The other Majorana fermions from thin Y ZY bonds are disturbed by

the third bogolon and cannot form edge modes which causes the two-fold degeneracy in

the entanglement spectrum. Therefore the entanglement spectrum for the excited states

reflects the strength of the Majorana correlation when the model is quadratic in the Majorana

fermions.

Finally we explain the peculiar time evolution of the entanglement spectrum observed in

Sec. 4.3.3 (see Fig. 4.3.6): the oscillating and splitting structures. Here we set Lsub = 49 in

the calculation. Because the dynamics after passing the critical point is dominated by the

third bogolon for slow enough sweeps, we may expect that the dynamical behavior of the

entanglement spectrum may be captured essentially by the third bogolon state. As we have

seen in Fig. 4.3.11(b), the number of degeneracy of the entanglement spectrum is almost two.

This is the origin of the splitting of the entanglement spectrum for the slower sweep. On

the other hand, for faster sweeps, the excitations whose energies are higher than that of the
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Figure4.3.11 (a) Schematics of the Majorana correlations with N = 101. The
strength of the Majorana correlations in Fig. 4.3.10(c) is shown by the thickness of
the bonds. (b) The entanglement spectrum {ξβ(Lsub)} for the third bogolon state at
(JY Y /JXZX , JY ZY /JXZX) = (0, 2) plotted against the size Lsub of the subsystem (see
Fig. 4.3.3 for the arrangement of the subsystem). Lsub = 45 and 49 are marked by the
arrows. (Figure taken from Ref. [92].)

third bogolon also get involved in the dynamics after passing the critical point. The final

state at t = τ is a superposition of those excited states as shown in Fig. 4.3.8. Because the

state is not the eigenstate of the instantaneous Hamiltonian at time t > τ/2, the expectation

values of the Majorana correlation in the state oscillate in time. Therefore the entanglement

spectrum oscillates in time for a faster sweep. A similar argument applies to the oscillating

structure in Fig. 4.3.4.

4.3.6 Dimer model

In Sec. 4.3.5, we investigated the relationship between the Majorana correlation defined

by Eq. (4.3.12) and the entanglement spectrum for the excited state. To confirm the rela-

tionship between the Majorana correlation and the entanglement spectrum, we calculate the

entanglement spectrum of a model whose Majorana correlation is obvious. We consider a

model defined by

HD =

N−2∑
i=1

(
−JXZXi (c†i − ci)(c

†
i+2 + ci+2) + JY ZYi (c†i + ci)(c

†
i+2 − ci+2)

)
, (4.3.13)
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where

JXZXi =

{
0 if i ̸= 0 (mod4)

2 if i = 0 (mod4)
JY ZYi =

{
1 if i ̸= 2 (mod4)

0 if i = 2 (mod4)
. (4.3.14)

Although degenerate ground states exist as well as the generalized Kitaev model we consid-

ered, we here focus on the Bogoliubov vacuum state. In Fig. 4.3.12(a), we show the Majorana

correlations between the 2i-th and (2i+3)-th Majorana fermions (XZX) and the (2i− 1)-th

and (2i + 4)-th Majorana fermions (Y ZY ). The Majorana correlation in the vacuum state

is depicted in Fig. 4.3.12(b). Here a Majorana fermion interacts with at most one Majorana

fermion. The block-size dependence of the entanglement spectrum in the vacuum state is

shown in Fig. 4.3.12(c). When Lsub = 45, for example, the boundaries between two sub-

systems are indicated by the dashed lines in Fig. 4.3.12(b). We cut four Y ZY bonds and

two XZX bonds. Therefore six unpaired Majorana fermions exist at the cut ends. Because

they form three fermionic edge modes, the lowest level of the entanglement spectrum shows

the eight-fold degeneracy in Fig. 4.3.12(c). On the other hand, when Lsub = 49, the bound-

aries between two subsystems are indicated by the dotted lines in Fig. 4.3.12(b). We cut

two Y ZY bonds (see Fig. 4.3.12(c)). In this case, we have two unpaired Majorana fermions

at the cut ends, which contribute to the two-fold degeneracy of the entanglement spectrum

in Fig. 4.3.12(c). We thus see that the number of unpaired Majorana fermions at the cut

ends in the dimer model (4.3.13) is reflected in the degeneracy structure of the entanglement

spectrum, as in the case of the Su–Schrieffer–Heeger model [153].

4.4 Summary of this chapter

We have studied the ground-state phase diagram and dynamics of the generalized Kitaev

model in one dimension with several competing interactions (4.1.1). First, we have determined

boundaries among several quantum phases of the model by the energy gap and identified

the universality classes of the critical points using several CFT techniques. The phases are

characterized by the winding number, string correlation functions, and the entanglement

spectrum. A lot of phases appear as a result of the competition among several Majorana

interactions.

Second, we have investigated dynamical properties during two types of interaction sweep

through the critical points which separate two topological phases: the C phase to the AF(y)

phase and the C phase to the C* phase. After slow sweeps across the critical points, spa-

tially periodic structures have been observed both in the string correlation functions and in

the entanglement entropy and oscillating and splitting structures have been observed in the

entanglement spectrum. This implies that even for slow enough sweeps, the ground state of
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Figure4.3.12 (a) The strength of the Majorana correlations for the ground state of
the model (4.3.13) with N = 101. (b) The picture of the Majorana correlations with
N = 101. The strength of the Majorana correlations in Fig. 4.3.12(a) is shown by the
bonds. (c) The block-size dependence of the entanglement spectrum ξβ(Lsub) for the
vacuum with N = 101. (Figure taken from Ref. [92].)

one phase evolves into the final state which is no longer the ground state of the instantaneous

Hamiltonian of final time. This breakdown of adiabaticity is due to the fact that the degen-

erate ground states are labeled by the eigenvalues of the fermionic parity operators which

determine the topological properties of the system. Unlike the usual sweep dynamics across

critical points [144, 154–156], the dynamical behavior observed here is not characterized by

the critical exponents but the fermion-number parity of the initial state. Finally, we have

reproduced the similar structures by using the low-lying excited states and verified that the

structures come from a single bogolon excited near the critical points. In addition, we have

found that the entanglement spectrum reflects the strength of the Majorana correlations for

the excited states a well as for the ground states.
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Chapter5

Topological properties of the Kitaev

model with spatially periodic modulation

In this chapter, we study the quantum phase transitions in the one-dimensional Kitaev

model with spatially periodic modulation. In Sec. 5.1, we define our model and give its

Majorana representation. We introduce the string correlation functions and the entanglement

spectrum to characterize the topological phases. In Sec. 5.2, we study the quantum phase

transitions of the model with the open boundary condition as we change the amplitude, the

wave number, and the phase of the periodic modulation. We characterize each phase by

the string correlation functions and the entanglement spectrum. Focusing on the topological

phases, we discuss the topological phase transitions and the stability of the Majorana edge

modes. In Sec. 5.3, we characterize each phase by the topological invariant under the periodic

boundary condition. We confirm that the bulk-edge correspondence holds for non-uniform

system. In Sec. 5.4, we summarize our results and conclude this chapter.

5.1 Model

In this chapter, we consider a generalized Kitaev model in one dimension with spatially

periodic modulation (Fig. 5.1.1):

H =
N∑
i=1

(
tc†i ci+2 + tc†i c

†
i+2 + h.c.− 2h cos(Qi+ δ)c†i ci

)
, (5.1.1)

where N and t respectively are the system size and the hopping (or superconducting pairing)

amplitude. The periodic modulation of the chemical potential is controlled by the amplitude

h, the wave number Q, and the phase δ. Throughout this chapter, we set the lattice constant

equal to 1 and we only consider the cases when Q/2π takes rational numbers. The above
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Hamiltonian may be written in the matrix form as

H =
N∑

i,j=1

[
c†iAijcj +

1

2

(
c†iBijc

†
j + ciBjicj

)]
, (5.1.2)

where A and B respectively are real symmetric and real antisymmetric matrices with Ai,i =

−2h cos(Qi + δ), Ai,i+2 = Ai+2,i = t, Bi,i+2 = −Bi+2,i = t, and 0 otherwise. Note that

a similar Hamiltonian with nearest-neighbor interaction has been studied in Ref. [66]. The

next-nearest-neighbor part of the Hamiltonian [Eq. (5.1.1)] (i.e., H with h = 0) is transformed

by the Jordan–Wigner transformation [121]

ci =

i−1∏
j=1

(−σzj )σ−
i , c†i =

i−1∏
j=1

(−σzj )σ+
i (5.1.3)

into the cluster model [131,132,134]

HC = −
N∑
i=1

tσxi σ
z
i+1σ

x
i+2, (5.1.4)

where σαi (α = x, y, z) are the Pauli matrices at site i. For the open boundary condition,

we take σαN+1 = σαN+2 = 0 (α = x, y, z). The three-spin interaction in Eq. (5.1.4) and the

ground state of the Hamiltonian HC are respectively called the cluster interaction (or the

cluster stabilizer) and the cluster state in quantum-information science [135–137]. On the

other hand, the chemical potential is transformed into an magnetic field in the spin language.

Thus the modulating chemical potential corresponds to inhomogeneous magnetic field

Hfield = −
N∑
i=1

h cos(Qi+ δ)σzi . (5.1.5)

This magnetic field forces the spins polarized along the z-direction and locally changes the

topological properties of the cluster phase. The wave number Q determines the distance

between the nodes where the magnetic field scarcely affects the topological properties. The

phase δ shifts the position of the nodes.

The topological properties of the ground state of the model defined by Eq. (5.1.2) become

clear in the Majorana representation [20]. The Majorana fermions {c̄i} consist of the real

and imaginary parts of the spinless fermions {ci} at each site:

c̄2i−1 = c†i + ci, c̄2i = i (ci − c†i ), i = 1, 2, . . . , N. (5.1.6)

The standard anticommutation relations of the spinless fermions {ci}, {c†i} translate into

c̄i = c̄†i , {c̄i, c̄j} = 2δij . (5.1.7)
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h

1      2                                      N-1   N   ... ...

Figure5.1.1 One-dimensional chain [Eq. (5.1.2)] of N sites with spatially periodic mod-
ulation whose amplitude, the wave number, and the phase are h, Q, and δ respectively.
The black circles mean the sites where the fermions are defined. (Figure taken from
Ref. [93].)

Let us introduce a vector c̄ = (c̄1, c̄2, . . . , c̄2N )T and a real skew-symmetric matrix M with

the matrix elements M2i−1,2i = −M2i,2i−1 = h cos(Qi+ δ),M2i,2i+3 = −M2i+3,2i = t, and 0

otherwise. Then, in terms of the Majorana fermions, the model (5.1.2) is written compactly

as

H =
i

2
c̄TMc̄. (5.1.8)

Since time-reversal operation (complex conjugation) acts on the Majorana fermions as

c̄2i−1 → c̄2i−1, c̄2i → −c̄2i, (5.1.9)

we can readily verify that the fermion Hamiltonian H [Eq. (5.1.1) or (5.1.8)] is time-reversal

invariant and belongs to BDI class supporting an integer number of Majorana edge modes.

For the open boundary condition, we can easily find the Majorana zero modes and degree

of degeneracy in the ground states [20, 103]. When the hopping amplitude t is dominant,

there are two unpaired Majorana fermions at each end of the system, as shown in Fig. 5.1.2

(a). They non-locally form two zero-energy excitations localized at each end of the system

and consequently the four-fold degeneracy in the ground states results. Note that because of

the time-reversal symmetry, a pairing of two Majorana fermions at one end of the system is

forbidden. On the other hand, when the amplitude h of the modulation is dominant at each

site, the Majorana fermions (c̄2i−1, c̄2i) pair up locally and form a fermion excitation with

finite energy; in general, there are no unpaired Majorana fermions in the system [Fig. 5.1.2

(b)] and the ground state is unique without zero-energy modes.

The topological phases are characterized by string correlation functions. In our case, they

detect the pattern of the Majorana correlations [91, 92]. Here we show how to calculate the
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(a)

(b)
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1        3        5        7 2N-7  2N-5  2N-3  2N-1

2N-6  2N-4  2N-2   2N

Figure5.1.2 (a), (b) Schematic representation of the interactions in Eq. (5.1.2) by the
pairing of the Majorana fermions. Fermion on each site is decomposed into two Ma-
jorana fermions (white circles). (a) depicts the next-nearest-neighbor interaction. The
Majorana fermions enclosed by dotted circles are not contained in the Hamiltonian.
Thus forming the gapless edge modes. (b) represents the modulating chemical potential
(or the magnetic field). The strength is shown by the thickness of the bond. (Figure
taken from Ref. [93].)

string correlation function OXZX(L) of distance L [134]:

OXZX(L) =(−1)L
⟨
σx1σ

y
2

(
L−2∏
i=3

σzi

)
σyL−1σ

x
L

⟩
(5.1.10)

∼

⟨
L−2∏
j=1

c̄2j c̄2j+3

⟩
. (5.1.11)

In the ground state of the model HC (5.1.4), ⟨c̄2j c̄2j+3⟩ is finite and so is the string correlation

functions for long-distance limit. We define the string order parameter as

OXZX = lim
L→∞

OXZX(L). (5.1.12)

In the following, we take the expectation values with respect to the Bogoliubov vacuum |vac⟩.
A phase characterized by the non-vanishing string order parameter OXZX is generally called

the cluster phase. Note that the ferromagnetic phase of the Ising Hamiltonian

HIsing = −
N∑
i=1

σxi σ
x
i+1 (5.1.13)

corresponds to the topological phase in the fermion representation by the Jordan–Wigner

transformation; the ground state has a pair of Majorana fermions at the ends of the system

[20]. The usual spin-spin correlation function which converges to a finite value in the long-
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Table5.1.1 The relation between the fermion and spin representations. We show the

number of the Majorana zero modes, degree of degeneracy in the lowest entanglement

level, and the winding number W in each phase. The entanglement spectrum and the
winding number are calculated in Sec. 5.2 and Sec. 5.3, respectively. (Table taken from
Ref. [93].)

cluster ferromagnetic paramagnetic

spin ⟨OXZX⟩ ̸= 0 ⟨OXX⟩ ̸= 0 disordered

fermion

topological

(see Fig. 5.1.2

(a))

topological trivial

Majorana zero modes 2 1 0

degeneracy in entanglement spectrum four-fold two-fold not degenerate

winding number W 2 1 0

distance limit is transformed into the following fermionic correlation function:

OXX(L) = ⟨σx1σxL⟩ (5.1.14)

∼

⟨
L−1∏
j=1

c̄2j c̄2j+1

⟩
. (5.1.15)

Since OXX(L) has a non-local form in the fermion language, we also call it the string correla-

tion function in the following. We summarize the relationship between the fermion and spin

representations in Table 5.1.1.

5.2 Quantum phase transitions

We study the quantum phase transitions of the model (5.1.2) when we vary (i) the amplitude

h, (ii) the wave number Q, and (iii) the phase δ of the modulation −2h cos(Qi+δ). Depending

on the phase δ, the nodes of the modulation exist on or between sites. Near the nodes, the

topological properties of the sites are slightly affected. The number of nodes is determined by

the wave number Q. In fact, because of the cluster interaction in Eq. (5.1.4), the Majorana

fermions on the next-nearest-neighbor sites are interacting, which is attributed to the wave

length of the Majorana fermions encoded in the real-space wave functions ϕ and ψ (the

coefficient of the Bogoliubov transformation). Therefore it would be important to consider

the two cases when the nodes are separated by even or odd times the lattice constant. In

the following, we take Q = π/2 or π/3. In principle, we could consider the nearest neighbor

interaction in addition to the next-nearest neighbor interaction. However, to understand the

essence of the physical picture, we only consider the next-nearest neighbor interaction. Note

that the system with uniform field (Q = δ = 0) undergoes the quantum phase transition to
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the quantum-paramagnetic phase [132] at h = 1.

5.2.1 Transitions with varying the phase δ

We first study the quantum phase transitions when we vary the position of the nodes of the

modulation by varying the phase δ of the modulation. We determine the critical points where

the energy gap closes which are marked by the dotted lines in Figs. 5.2.2 and 5.2.3. We show

the excitation energy between the vacuum and the three lowest-lying excited states E1 = ϵ1,

E2 = ϵ2, E3 = min{ϵ3, ϵ1 + ϵ2} for (h,Q) = (2, π/2) and (2, π/3) in Figs. 5.2.2 (a) and 5.2.3

(a), respectively. To characterize the phases from topological point of view, we calculate

the entanglement spectrum, which are plotted against the phase δ for (h,Q) = (2, π/2) and

(2, π/3) in Figs. 5.2.2 (b) and 5.2.3 (b), respectively. In the calculation, we divide the entire

system into a subsystems A with length L centered in the whole system and the rest B

(Fig. 5.2.1). The numbers in the circles in Figs. 5.2.2 (a) and 5.2.3 (a) [Figs. 5.2.2 (b) and

5.2.3 (b)] represent the degree of the degeneracy of the lowest energy level (entanglement

level). In each phase, the degree of degeneracy of the ground states coincides with that

of the lowest level in the entanglement spectrum. The Majorana fermions localized at the

ends non-locally form fermion excitations with zero energy, which causes the ground-state

degeneracy in the topological phases. Therefore we confirm that the entanglement spectrum

does reflect the fictitious edge modes at the cut ends even for the non-uniform system. As

the phase δ changes, we observe several quantum phase transitions. At the critical points,

the energy gap closes and the degeneracy structures disappear in both the energy spectrum

and the entanglement spectrum. Because the degeneracy changes discontinuously across the

critical points, we can use the degree of degeneracy to characterize the phases and locate

their boundaries.

To determine the phases, we calculate the string correlation functions. In the calculation,

the locations of the two end points (separated by a distance L) are crucial. We take the

two points in a symmetric way (i.e., i = N−L+2
2 and i = N+L

2 ) with respect to the center

of the system as shown in Fig. 5.2.1. Now the system consists of N = 201 sites obeying

the open boundary condition. The N sites of the system are labeled as in Fig. 5.1.1. In

Figs. 5.2.2 (c) and 5.2.3 (c), we show the string correlation functions OXZX(L) and OXX(L) for

(h,Q) = (2, π/2) and (2, π/3), respectively. TheOXZX(L) in Eq. (5.1.10) is plotted for L = 99.

We found that OXX(L) strongly depends on the distance L and we show both OXX(L = 99)

between even sites (dubbed OXX,even) and OXX(L = 101) between odd sites (OXX,odd) in

the same plots. As we can see from Figs. 5.2.2 (c) and 5.2.3 (c), the string correlation

functions have finite values in the phases with ground-state degeneracy: OXZX ̸= 0, OXX = 0

(OXZX = 0, OXX ̸= 0) when the ground states are four-fold (two-fold) degenerate. On the
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Center

L sites
Subsystem A Subsystem BSubsystem B

sites

Figure5.2.1 We measure the length L symmetrically around the center of the system

and the length ℓ from the center to calculate the physical quantities. We calculate the

string correlation functions of length L or ℓ and take L adjacent sites as the subsystem
to calculate the ES. (Figure taken from Ref. [93].)

other hand, we can find a phase where both OXZX and OXX vanish. This phase is the

paramagnetic phase because it is adiabatically connected to the disordered (i.e., σz-ordered)

phase of the transverse-field Ising model without gap closing. Thus we may identify the

phases whose degree of the ground-state degeneracy are 4, 2, and 1 with the cluster phase,

the ferromagnetic phase, and the paramagnetic phase, respectively. In Sec. 5.2.2, we will

explain why these topological phases in Figs. 5.2.2 and 5.2.3 appear.

5.2.2 Transitions with varying the amplitude h

In this subsection, we study the quantum phase transitions and the stability of the Majorana

edge modes by focusing on the change in the degeneracy of the entanglement spectrum when

we vary the amplitude h of the modulation. For the wave number Q = π
2 and the phase δ = 0,

we plot the entanglement levels ξ1, . . . , ξ4 against the amplitude h in Fig. 5.2.4 (a). As the

amplitude h increases from 0 to 5, the lowest level with four-fold degeneracy splits at h = 1

into a pair of levels with two-fold degeneracy. This signals the topological phase transition

from the cluster phase to the ferromagnetic phase. We give the detailed explanation in the

following. With the wave number Q = π
2 and the phase δ = 0, the local magnetic field has

the form h cos(πi2 ) and takes the value ±h (0) at even (odd) sites. When the amplitude h

is smaller than 1, the perturbation is not strong enough to close the energy gap and slightly

modifies the wave functions of the Majorana zero modes. In fact, we can see in Fig. 5.2.4

(a) the four-fold degeneracy in the entanglement spectrum for h < 1, which implies localized

edge modes. Thus the entire system is still in the cluster phase as is illustrated in Fig 5.2.4

(b).

On the other hand, this is not the case when the amplitude h is larger than 1. It is helpful

to consider the case of strong field h ≫ 1. Then, the magnetic field on even sites is strong

enough to destroy the ordered state, while the fermions on the odd sites do not feel the

magnetic field at all. In this case, the lowest level of the entanglement spectrum is two-fold
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Figure5.2.2 (a) The low-lying energy spectrum En (n = 1, 2, 3) with N = 201 for
h = 2, Q = π

2
. The energy gap closes at δ = π

6
, π
3
, 2π

3
, 5π

6
. (b) The entanglement

spectrum with N = 201 and L = 99 for (c) h = 2, Q = π
2
. (c) The string correlation

functions with N = 201 for h = 2, Q = π
2
. The numbers in circles mean the degeneracy

in the lowest energy/entanglement level. The degeneracies in the lowest level are 2 and
1 (no degeneracy) in the topological (ferromagnetic) and trivial (paramagnetic) phases,
respectively. (Figure taken from Ref. [93].)

degenerate and the OXX,odd is finite, while OXX,even vanishes. This indicates that the entire

system is decomposed into the trivial part (even sites) and the topological part (odd sites).

The fermions in each part are coupled to each other by the cluster interaction [Eq. (5.1.4)] as

is shown in Fig. 5.2.4 (c). To confirm this, we calculated the length ℓ dependence of the string

correlation function OXX(ℓ) between (N+1
2 )-th site (the center) and (N−1

2 +ℓ)-th site at h = 2

[see Fig. 5.2.4 (d)]. When ℓ is odd, OXX has a finite value. On the other hand, it is 0 when ℓ is

even. As the center site belongs to the odd sites, this implies that the state on the even sites

has topologically different properties from that of the odd sites. The spins on the even sites are

fully polarized along the magnetic field whose direction depends on the sign of the magnetic

field. By replacing σz2i with its expectation value (−1)i, the cluster interaction σx2i−1σ
z
2iσ

x
2i+1

reduces to an alternating interaction (−1)iσx2i−1σ
x
2i+1 between next-nearest-neighbor spins.

Because it alternates between a ferromagnetic interaction and antiferromagnetic one, the
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Figure5.2.3 (a) The low-lying energy spectrum En (n = 1, 2, 3) with N = 201 for h = 2,
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. The energy gap closes at δ = π
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. (b) The entanglement

spectrum with N = 201 and L = 99 for h = 2, Q = π
3
. (c) The string correlation

functions with N = 201 for h = 2, Q = π
3
. The numbers in circles mean the degeneracy

in the lowest level. The degeneracies in the lowest level are 4 and 1 (no degeneracy) in
the cluster and paramagnetic phases respectively. (Figure taken from Ref. [93].)

spins on odd sites align as · · · →→←←→→←← · · · , where | →⟩ (| ←⟩) is the eigenstate

of the Pauli matrix σx with eigenvalue 1 (−1). Those on the even sites, on the other hand,

are polarized in the z-direction. We can see this in the oscillation of the string correlation

function in Fig. 5.2.4 (d). Therefore we conclude that the entire system is decoupled into

the spins on odd sites that interact with each other via the alternating interactions and the

remaining part polarized along the magnetic field as shown in Fig. 5.2.4 (c).

Next we turn our attention to the Majorana edge modes. The amplitudes ϕν and ψν of

the ν-th (ν = 1, 2) Majorana fermion are shown in Figs. 5.2.5 (a) and (b). The parameter

in Fig. 5.2.5 (a) is h = 0 for which the ground state shows the cluster phase. The ground

states are four-fold degenerate because of the two zero modes. Note that each zero mode

consists of a pair of the Majorana fermions at the ends of the system. In the absence of the

periodic modulation (h = 0), we confirm that the Majorana fermions are localized at the
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Figure5.2.4 (a) The entanglement spectrum with N = 201 and L = 99 for Q = π
2

and δ = 0. There is a quantum phase transition between the cluster phase to the

ferromagnetic phase at h = 1. The numbers in circles represent the degeneracy in the
lowest level. (b), (c) Schematic representation of the system. The Majorana fermions
on the sites enclosed by the ellipses in the upper panels are paired with the next nearest
ones as shown in the lower panels. (b) When the amplitude h is smaller than 1, the
entire system enclosed by red ellipse is still in cluster phase. (c) When the amplitude h
is larger than 1, the entire system is decomposed into paramagnetic part (even sites) and
ferromagnetic part (odd sites) enclosed by blue ellipse coupled by the cluster interaction
in Eq. (5.1.4). (d) The length dependence of the string correlation function OXX for
N = 201, h = 4, Q = π

2
, and δ = 0. The value is finite (0) when length L is odd (even).

(Figure taken from Ref. [93].)

ends [Fig. 5.2.5 (a)].

On the other hand, the situation is quite different when h = 3, Q = π
2 , and δ = 0 as shown

in Fig. 5.2.5 (b). As in the previous case, the lowest two modes are localized at the ends,

although the ground states and the entanglement spectrum are two-fold degenerate. Because

of the spatial periodicity of the modulation in our case, the field at even sites is strong enough

to make the Majorana fermions at even sites paired up locally, while those at odd sites remain

intact. Therefore only one of the two zero modes is unaffected by the modulation [see Fig 5.2.4

(c)], which is responsible for the two-fold degeneracy in the entanglement spectrum. The other

excitation acquires a finite energy by pairing up locally. This is why the ferromagnetic phase
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Figure5.2.5 (a) The amplitudes of the Majorana fermions. N = 201, h = 0. (b) The
amplitudes of the Majorana fermions. N = 201, h = 3, Q = π

2
, and δ = 0. (Figure

taken from Ref. [93].)

survives and the cluster phase does not appear for strong magnetic field (h≫ 1) in Fig. 5.2.2.

Finally we study the stability of the cluster phase against the amplitude h of the modulation.

In Fig. 5.2.6 (a), we show the plot of the entanglement spectrum against the amplitude h

for the wave number Q = π
3 and the phase δ = 0. The cluster phase remains stable when

h < 3
√
4. The ground state is in the paramagnetic phase for larger h. In Fig. 5.2.6 (b), the

amplitudes of the Majorana fermions of the lowest energy are shown for the same (Q, δ) and

h = 3 in the paramagnetic phase. They now spread into the bulk.

For the wave number Q = π
3 and the phase δ = π

2 , we show the entanglement spectrum

against the amplitude h in Fig. 5.2.6 (c). The four-fold degeneracy in the entanglement

spectrum does not depend on the amplitude h, which suggests that the Majorana zero modes

are stable even for large h. We can explain this as follows. Because of the nodes of the

magnetic field on the sites, there are fermions on every three sites which do not feel the

magnetic field. The Majorana fermions can be localized at these sites and form zero-energy

modes as shown in Fig. 5.2.6 (d). This is why the Majorana zero modes are stable even

for strong enough magnetic field. A similar argument can be applied to the existence of the

cluster phase in Fig. 5.2.3.

5.3 Topological invariant

In the previous section, we studied the topological phases in terms of the edge modes, the

entanglement spectrum, and the string correlation functions. In this section, we characterize

these phases by studying the bulk system without boundary. Specifically, we calculate a
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is a quantum phase transition between the cluster phase to the paramagnetic phase at
h = 3

√
4. (b) The amplitudes of the Majorana fermions. N = 201, h = 3, Q = π

3
, and

δ = 0. (c) The entanglement spectrum with N = 201 and L = 99 for Q = π
3
and δ = π

2
.

The cluster phase is stable against the modulation. (d) The amplitudes of the Majorana
fermions. N = 201, h = 3, Q = π

3
, and δ = π

2
. (Figure taken from Ref. [93].)

topological invariant which is given by an integral over momentum space. To calculate it,

we impose the periodic boundary condition on the system. First, we perform the Fourier

transformation. Since the Z2 index proposed in Ref. [20] indicates the parity of the number

of edge modes and cannot distinguish the phases with even (odd) numbers of edge modes,

we calculate the Z index [157,158]. Rewriting the wave number Q of the modulation as 2π pq

with p, q coprime integers, we decompose the system into supercells with length q and use

the Fourier transformation with periodic modulation:

cs,l =

√
q

N

2π/q∑
k=0

cs,ke
ikql, (5.3.1)
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where l (l = 1, 2, . . . , N/q) labels the supercells and s (s = 1, 2, . . . , q) denotes a site in each

supercell [66]. The wave number k is defined in the reduced Brillouin zone [0, 2π/q]. Next,

using these operators, we construct new operators:

γ2s−1(k) = cs,k + c†s,−k, γ2s(k) = −i (cs,k − c†s,−k). (5.3.2)

For k = 0, 2π/q, these operators satisfy the anticommutation relation of the Majorana

fermions. In this representation, we can rewrite our Hamiltonian in the matrix form:

H = i

2π/q∑
k=0

2q∑
m,n=1

Bm,n(k)γm(−k)γn(k), (5.3.3)

B =

[
0 −v†
v 0

]
. (5.3.4)

This matrix B is a 2q×2q complex skew-symmetric matrix and carries topological information

and the submatrix v is a q × q complex matrix. The matrix elements of the submatrix

v are vs,s = −h cos( sq + δ) for s = 1, 2, . . . , q, vs,s+2 = −1 for s = 1, 2, . . . , q − 2, and

vq−1,1 = vq,2 = −exp(ikq), and 0 otherwise. With the above setup in hand, we are ready to

calculate the topological invariant, called the winding number [157, 158]. We need to know

how many times the eigenvalues {zn(k)} (n = 1, . . . , q) of the submatrix v wind around the

origin of the complex plane as we change the wave number k through the reduced Brillouin

zone [0, 2π/q], which is given by the following integral

W =

q∑
n=1

∫ 2π/q

0

dk

2πi
∂k ln zn(k). (5.3.5)

We calculated it for the sets of parameters corresponding to the cluster, ferromagnetic, and

paramagnetic phases to find thatW is equal to 2, 1, and 0, respectively. Therefore, we can see

that the correspondence between the winding number with the periodic boundary condition

and the number of the Majorana edge modes holds with the open boundary condition even

in the presence of the periodic modulation (Table 5.1.1).

5.4 Summary of this chapter

In this chapter, we have studied quantum phase transitions and the stability of the Majo-

rana zero modes of a generalized Kitaev model in one dimension where the chemical potential

is modulating in space. First, we have studied quantum phase transitions when we vary the

phase of the modulation from the viewpoint of edge physics. We have characterized each

phase by the number of the Majorana zero modes, the entanglement spectrum, and the
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string correlation functions. We have shown that the number of the Majorana zero modes

localized at the ends of the system is reflected in the degeneracy of the lowest level of the

entanglement spectrum. Second, focusing on the stability of the Majorana zero modes, we

have studied quantum phase transitions when we vary the amplitude of the modulation. We

have found a quantum phase transition between the topological phases and shown that in

certain cases the degeneracy of the entanglement spectrum does not change even when the

amplitude of the modulation is sufficiently large. Finally, we have studied the topological

properties of the bulk system with an alternative approach with the periodic boundary con-

dition. We have calculated the topological invariant, which corresponds to the number of the

zero-energy excitations that exist for the open boundary condition. We thus confirm that the

bulk-edge correspondence holds even in the presence of the spatially periodic modulation.
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Chapter6

Summary and outlook

In this thesis, we have studied the topological and dynamical properties of the Majorana

fermions in one dimension with several competing interactions.

In Chapter 1, we have overviewed the study of the phases of matter and seen how the

concept of topology has been introduced to characterize phases called topological phases. We

then showed the motivation of this thesis in the recent study of quantum-information science

and condensed-matter physics.

In Chapter 2, we have reviewed the topological phases using the spin-1 Heisenberg model

and the Kitaev model as the examples. We have seen three ways to characterize the topolog-

ical phases: entanglement properties, edge modes, and non-local string correlation functions.

We also introduced the MPS which efficiently represents the ground states in one dimension.

In Chapter 3, we have explained the numerical methods used in this thesis: the Bogoliubov-

transformation method for non-interacting fermions and iTEBD method based on the MPS.

We then illustrated how to calculate the entanglement properties and correlation functions.

In Chapter 4, we have studied quantum phase transitions and dynamics in the model with

competition among several Majorana interactions. We first identified the universality classes

of the critical points using several CFT techniques and then characterized these phases by the

order parameters, the winding number, and the entanglement spectrum. Second, with the

knowledge of the topological properties of the ground states, we have investigated dynamical

properties during two types of interaction sweep through the critical points which separate

topological phases: the C phase to the AF(y) phase and the C phase to the C* phase. After

slow sweeps across the critical points, spatially periodic structures have been observed both

in the correlation functions and in the entanglement entropy and oscillating and splitting

structures have been found in the entanglement spectrum. Finally, we have understood

these structures by using the low-lying bogolon states excited near the critical points. In

addition, we have found that the entanglement spectrum reflects the strength of the Majorana

correlation in the excited states as well as for the ground states.



114 Chapter6 Summary and outlook

In Chapter 5, we have studied quantum phase transitions and the stability of the Majo-

rana zero modes of a generalized Kitaev model whose chemical potential (or gate voltage) is

spatially modulating. First, we have investigated quantum phase transitions as we vary the

phase of the modulation and characterized each phase by the Majorana zero modes, the en-

tanglement spectrum, and the non-local string correlation functions. Second, focusing on the

stability of the Majorana zero modes, we have studied quantum phase transitions when we

vary the amplitude of the modulation. We have found a quantum phase transition between

the topological phases where the number of the Majorana zero modes changes, and shown

some cases where the degeneracy of the entanglement spectrum does not change even when

the amplitude of the modulation is sufficiently large. Finally, we have studied the topological

properties of the bulk system with the periodic boundary condition. We have calculated the

topological invariant, which corresponds to the number of the zero-energy excitations that

exist for the open boundary condition.

In this thesis, we have only considered the topological phases of a generalized Kitaev

model which are quadratic in the fermions and thus exactly solvable by the Bogoliubov

transformation. Therefore, it would be interesting how quartic interactions modify the edge

modes and the interacting edge modes affect the dynamics. Although the non-local properties

have been well studied for the ground states, there are few studies in the dynamics and we

know little about the universal properties such as the Kibble–Zurek scaling in the conventional

phase transitions. In this thesis, we have studied the sweep dynamics and seen the relationship

between the string correlation function and the entanglement structure. Thus it would be

necessary to know to what extent this relation holds for other phases such as the Haldane

phase. Furthermore, it would be necessary to further study the physical properties of the

entanglement spectrum in the excited states by using other models which possess the zero-

energy modes in the topological phases.
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App. A Haldane phase

In this appendix, we show the topological properties of the Haldane phase of spin-1 Heisen-

berg antiferromagnet with the open boundary condition [4, 5]:

H =
N−1∑
i=1

Si · Si+1, (A.1)

where N denotes the number of sites and Si = (Sxi , S
y
i , S

z
i , ) is the spin-1 operator at the i-th

site. This model is transformed into a local Hamiltonian

H̃ = V HV −1

=
∑
j

[
Sxj exp(iπS

x
j+1)S

x
j+1 + Syj exp

(
iπ(Szj + Sxj+1)

)
Sxj+1 + Szj exp(iπS

z
j+1)S

z
j+1

] (A.2)

by the non-local unitary transformation [10,11]

V =
∏
j<k

exp(iπSzj S
x
k ). (A.3)

The model (A.2) has the global discrete symmetry Z2 × Z2 (π-rotation about x, y, z axes).

Here we explain the physical properties of the models (A.1) and (A.2). The non-local

correlation functions [6, 10] that detect the hidden antiferromagnetic order in the Haldane

phase are transformed into the conventional local correlation functions as [10,11]

⟨Sxj exp(iπ
k∑

l=j+1

Sxl )S
x
k ⟩ = ⟨Sxj Sxk ⟩, (A.4)

⟨Szj exp(iπ
k−1∑
l=j

Szl )S
z
k⟩ = ⟨Szj Szk⟩. (A.5)

For the open boundary condition, the zero-energy modes appear at the edges of the system

and four-fold degeneracy of the ground states results. These four states correspond to the

symmetry-broken states of the transformed Hamiltonian (A.2) with Z2 × Z2 symmetry [10].
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App. B Bogoliubov transformation

The transverse-field Ising model [108, 109] is transformed into a fermion model by the

Jordan–Wigner transformation [120]

HTFIM = −
N∑
i=1

(σxi σ
x
i+1 + λσzi ) (B.1)

= −
N∑
i=1

[
(c†i − ci)(c

†
i+1 + ci+1) + λ(2c†i ci − 1)

]
(B.2)

= −
N∑
i=1

[
(c†i ci+1 + c†i+1ci) + (c†i c

†
i+1 + ci+1ci) + 2λ(c†i ci −

1

2
)

]
. (B.3)

This is the Kitaev model of spinless p-wave superconductor [20]:

HKitaev =

N∑
i=1

[
−t(c†i ci+1 + c†i+1ci)− (∆c†i c

†
i+1 +∆∗ci+1ci)− µc†i ci

]
, (B.4)

t = ∆ = ∆∗ = 1, µ = 2λ. (B.5)

This Hamiltonian commutes with the parity operator

P = (−1)
∑N

i=1 c
†
i ci . (B.6)

From P 2 = 1, we get P = ±1. The even (odd) parity corresponds to the antiperiodic

(periodic) boundary condition in the spin representation.

We solve the transverse-field Ising model under the periodic boundary condition. By the

Fourier transformation

cj =
1√
2π

∫ π

−π
dk eikjck, (B.7)

the Hamiltonian is written as

HTFIM = 2

∫ π

−π
dk (− cos k − λ)c†kck − 2i

∫ π

−π
dk (sin k ckc−k − sin k c†−kc

†
k). (B.8)

We then perform the Bogoliubov transformation [121]: ηk = ck cos θk − i c†−k sin θk, (B.9a)

η†−k = −i ck sin θk + c†−k cos θk, (B.9b)
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where ηk and θk satisfy the following relation

{ηk, η†k′} = δkk′ , tan 2θk = −δk
ϵk
. (B.10)

With the above transformations, the Hamiltonian is diagonalized and the energy dispersion

is given as

ϵ(k) = 2

√
(cos k + λ)2 + sin2 k (−π < k ≤ π). (B.11)

The ground state |Ψ0⟩ is the vacuum of the Bogoliubov operators {η} and has the form of

the BCS-type wave function:

|Ψ0⟩ =
∏
k>0

(cos θk + sin θkc
†
kc

†
−k)|0⟩c, (B.12)

where |0⟩c is the c-vacuum.

In the following, we show the expression of the Bogoliubov transformation. The Bogoliubov

transformation UB in the momentum space is given as

UB = exp

[
−i
∑
k>0

θk(c−kck − c†−kc
†
k)

]
. (B.13)

Using the Baker–Campbell–Hausdorff formula

eABe−A = B + [A,B] +
1

2!
[A, [A,B]] + · · · (B.14)

and the relation

[AB,C] = A{B,C} − {A,C}B, (B.15)

we can confirm that the operator UB is actually the expression of the Bogoliubov transfor-

mation:

U−1
B ηkUB = ck. (B.16)

The ground state |Ψ0⟩ is the Bogoliubov vacuum and is written by using the vacuum |0⟩c of
the c-fermions as

|GS⟩ = UB|0⟩c. (B.17)

Next we show the Bogoliubov transformationWB in the real space [121]. To do that, we use

the generators W± of the orthogonal matrices ϕ and ψ. The matrices W± are antisymmetric

matrices and satisfy

ϕ = expW+, ψ = expW−. (B.18)
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Then, the Bogoliubov transformation WB is written as

WB = exp

1
2

N∑
i,j=1

(
W+ −W−

2

)
ij

(cicj + c†i c
†
j) +

N∑
i,j=1

(
W+ +W−

2

)
ij

c†i cj

 , (B.19)

and we obtain

W−1
B ηiWB = ci. (B.20)

The ground state |Ψ0⟩ is the Bogoliubov vacuum and is written by using the vacuum |0⟩c of
c-fermions as

|Ψ0⟩ =WB|0⟩c. (B.21)
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App. C Jordan–Wigner transformation

The one-dimensional spin models are transformed into the fermion models by the Jordan–

Wigner transformation [120]. Here we give the examples that can be transformed into the

models of non-interacting spinless fermions. By the Jordan–Wigner transformation

ci =

i−1∏
j=1

(−σzj )σ−
i , c

†
i =

i−1∏
j=1

(−σzj )σ+
i , (C.1)

the relations of the spin- 12 ’s are transformed into the canonical anticommutation relations of

the fermions

{ci, c†j} = δi,j , {ci, ci} = 0, {c†i , c
†
i} = 0. (C.2)

Here the {σi} are the Pauli matrices at the i-th site and ci (c†i ) annihilates (creates) the

spinless fermion at the i-th site. Because we obtain the following equations by this transfor-

mation

σzi = 2c†i ci − 1, (C.3)

σxi σ
x
i+1 = (c†i − ci)(c

†
i+1 + ci+1), (C.4)

σyi σ
y
i+1 = −(c†i + ci)(c

†
i+1 − ci+1), (C.5)

σxi σ
z
i+1σ

x
i+2 = −(c†i − ci)(c

†
i+2 + ci+2), (C.6)

σyi σ
z
i+1σ

y
i+2 = (c†i + ci)(c

†
i+2 − ci+2), (C.7)

the spin models such as the transverse-field Ising model [108,109]

HTFIM = −
N∑
i=1

(Jσxi σ
x
i+1 + hσzi ), (C.8)

the XY model [131]

HXY =
N∑
i=1

(JXXσxi σ
x
i+1 + JY Y σyi σ

y
i+1), (C.9)

the cluster model [131,132,134]

HC = −
N∑
i=1

JXZXσxi σ
z
i+1σ

x
i+2, (C.10)
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and the dual cluster model

HC∗ =

N∑
i=1

JY ZY σyi σ
z
i+1σ

y
i+2 (C.11)

are quadratic in the spinless fermions. Therefore these spin models are diagonalized by the

Bogoliubov transformation [121].
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App. D Majorana zero mode

We consider the zero modes of the Kitaev model [20]

H =
N∑
i=1

[
−(c†i ci+1 + c†i+1ci)− (c†i c

†
i+1 + ci+1ci)− 2hc†i ci

]
. (D,1)

We focus on the amplitudes ϕ and ψ in the Bogoliubov transformation [121]

ηµ =
N∑
i=1

(
ϕiµ + ψiµ

2
ci +

ϕiµ − ψiµ
2

c†i

)
. (D,2)

Here, column vectors ϕµ and ψµ of order N are respectively the µ-th column of the matrices ϕ

and ψ and are the solution of the following simultaneous equations (the Heisenberg’s equation

of motion): {
Eµψµ = (A+B)ϕµ, (D,3a)

Eµϕµ = (A−B)ψµ, (D,3b)

where the matrices A and B of order N are given by

A =



−2h −1 0 . . . 0

−1 −2h −1
. . .

...

0 −1
. . .

. . .
...

...
. . .

. . .
. . . −1

0 . . . . . . −1 −2h


, B =



0 −1 0 . . . 0

1 0 −1
. . .

...

0 1
. . .

. . .
...

...
. . .

. . .
. . . −1

0 . . . . . . 1 0


. (D,4)

From the canonical commutation relation, we can see that ϕと ψ are orthogonal:

ϕTϕ = IN , ψTψ = IN . (D,5)

Next we explicitly construct the zero mode. When Em = 0 for a certain m, two equations in

the simultaneous equations (D,3) become independent:{
0 = (A+B)ϕm, (D,6a)

0 = (A−B)ψm. (D,6b)

For 0 ≤ h < 1, we can find that

ϕm = (1,−h, (−h)2, . . . )T , ψm = (. . . , (−h)2,−h, 1)T (D,7)

are the solution of zero-energy mode, which are exponentially localized near the edges of the

system.
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App. E Operator content and universality class

In this appendix, based on Ref. [92], we determine the operator content of the conformal

field theories describing the critical points in Fig. 4.2.1. To be specific, we take the periodic

boundary condition and consider the multicritical point M1: (JY Y /JXZX , JY ZY /JXZX) =

(−1, 0) where the gapless k-linear branches exist at k = 0,±2π/3. Then, the low-energy

physics may be described by the effective Hamiltonian

HGC − EZP

≈
∑
|k|≤Λ

vsk η
†
k− 2π

3

ηk− 2π
3
+
∑
|k|≤Λ

vsk η
†
kηk +

∑
|k|≤Λ

vsk η
†
k+ 2π

3

ηk+ 2π
3

≡
∑
|k|≤Λ

vsk η(1)
†
kη(1)k +

∑
|k|≤Λ

vsk η(2)
†
kη(2)k +

∑
|k|≤Λ

vsk η(3)
†
kη(3)k ,

(E.1)

where the common “light velocity” vs = 6JXZX and EZP denotes the regularized zero-point

energy. The summation over k should be cut off at Λ which gives the bound for the lineariza-

tion of the spectrum. Due to the non-local nature of the Jordan–Wigner transformation

(2.3.24), the boundary condition (or, the allowed values of momentum k) for the fermion

depends explicitly on the total fermion number F :

k =

{
2π
N (j + 1/2) (j = 0, . . . , N − 1) when F is even
2π
N j (j = 0, . . . , N − 1) when F is odd .

(E.2)

When the system size N is an integer-multiple of 3, the above moding carries over to the

individual branches η(i) (i = 1, 2, 3) [159] and the zero-point energy is given by

EZP =

{
Nϵ∞ − πvs

6N
3
2 F = even

Nϵ∞ − πvs
6N

3
2 + 2πvs

N
3
8 F = odd

(E.3)

up to O(1/N).

In order to take into account the fermion-number dependence of the boundary condition,

it is convenient to introduce the following projection operator which is written in terms of

the fermion numbers {F (i)
R/L} of the individual Majorana branches:

P± ≡
1

2

[
1± (−1)F

]
F = F

(1)
L + F

(1)
R + F

(2)
L + F

(2)
R + F

(3)
L + F

(3)
R ,

(E.4)

where P+ (P−) must be used with anti-periodic (periodic) moding. As F
(i)
R =
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∑
k>0 η(i)

†
kη(i)k, F

(i)
L =

∑
k>0 η(i)

†
−kη(i)−k, the partition function for the even-F sec-

tor (at temperature T ) is calculated as

ZF -even

= q−
3
48 q̄−

3
48TrP+ q

∑3
i=1

∑
ni>0 niη(i)

†
ni
η(i)ni q̄

∑
ni

∑
ni>0 niη(i)

†
−ni

η(i)−ni

=
1

2
(qq̄)−

3
48

{(
Tr q

∑
n>0 nη

†
nηn
)3 (

Tr q̄
∑

n>0 nη
†
−nη−n

)3

+
(
Tr (−1)FLq

∑
n>0 nη

†
nηn
)3 (

Tr (−1)FR q̄
∑

n>0 nη
†
−nη−n

)3}

=
1

2
(qq̄)−

3
48


[ ∞∏
n=0

(1 + qn+
1
2 )

∞∏
n̄=0

(1 + q̄n̄+
1
2 )

]3

+

[ ∞∏
n=0

(1− qn+ 1
2 )

∞∏
n̄=0

(1− q̄n̄+ 1
2 )

]3
=

1

2

(∣∣∣∣ϑ3(q)η(q)

∣∣∣∣3 + ∣∣∣∣ϑ4(q)η(q)

∣∣∣∣3
)
,

(E.5)

where

q = q̄ = exp

(
−2πvs
TN

)
(E.6)

and the Boltzmann constant is set to unity. The ϑi(q) are the Jacobi theta functions [160]

ϑi(q) ≡ ϑi(0, q
1
2 ) and

η(q) = q
1
24

∞∏
n=1

(1− qn) . (E.7)

Similarly, the partition function for the subspace with odd fermion numbers ZF -odd is given
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by

ZF -odd

= q−
3
48 q̄−

3
48TrP− q

∑
i

∑
ni≥0[niη(i)

†
ni
η(i)ni

+ 1
16 ]q̄

∑
i

∑
ni>0

[
niη(i)

†
−ni

η(i)−ni
+ 1

16

]

=
1

2
(qq̄)

3
24


[ ∞∏
n=0

(1 + qn)
∞∏
n̄=1

(1 + q̄n̄)

]3

+

[ ∞∏
n=0

(1− qn)
∞∏
n̄=1

(1− q̄n̄)

]3
=

1

2

∣∣∣∣ϑ2(q)η(q)

∣∣∣∣3 .

(E.8)

In deriving the above, we have used the fact that the zero mode n = 0 is occupied by

either η(i)R or η(i)L [here η(i)R]. Therefore, the full (low-energy) partition function at the

multicritical point M1 reads as

ZM1 = ZF -even + ZF -odd =
1

2

(∣∣∣∣ϑ3(q)η(q)

∣∣∣∣3 + ∣∣∣∣ϑ4(q)η(q)

∣∣∣∣3 + ∣∣∣∣ϑ2(q)η(q)

∣∣∣∣3
)
, (E.9)

which is different from that of three decoupled Ising models:

(ZIsing)
3 =

{
1

2

(∣∣∣∣ϑ3(q)η(q)

∣∣∣∣+ ∣∣∣∣ϑ4(q)η(q)

∣∣∣∣+ ∣∣∣∣ϑ2(q)η(q)

∣∣∣∣)}3

. (E.10)

In fact, we can show that ZM1 is equivalent to the partition function of the level-1 SO(3)

WZW model [161, 162]. To see this, it is convenient to expand q
3
48 q̄

3
48ZM1 in a power series

of q and q̄:

q
3
48 q̄

3
48ZM1 = 1 + 4q

3
16 q̄

3
16 + 9q

1
2 q̄

1
2 + 3q + 3q̄ + · · · (E.11)

For instance, the coefficient 3 of q (q̄) in q
3
48 q̄

3
48ZM1 coincides with the number of the left

(right) SO(3) currents. Similarly, the coefficient 4 (9) of (qq̄)
3
16 [(qq̄)

1
2 ] comes from the number

of the WZW primary fields with (h, h̄) =
(

3
16 ,

3
16

)
[(h, h̄) =

(
1
2 ,

1
2

)
] transforming under the

spinor (vector) representation of SO(3) [163]. Note that the non-trivial boundary condition

(E.2) has led us to summing over all possible fermionic boundary conditions and reproduces

the correct partition function of the WZW model. We can follow similar steps to derive the

partition function corresponding to the multicritical point M2:

ZM2 =
1

2

(∣∣∣∣ϑ3(q)η(q)

∣∣∣∣4 + ∣∣∣∣ϑ4(q)η(q)

∣∣∣∣4 + ∣∣∣∣ϑ2(q)η(q)

∣∣∣∣4
)
, (E.12)

which implies that the critical point M2 is described by the level-1 SO(4) WZW model.
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