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Machine learning techniques have led to developments of algorithms that can learn
from datasets alone to perform various pattern recognition, classification, and
prediction tasks under rapid increase in computational power. In the field of
biomedical engineering, they are expected to be promising solutions to deal with
data growth associated with high—throughput experiments and high-resolution
imaging techniques. However, there are still difficulties in applying machine
learning techniques to the large amount of high—dimensional data.

The first is about high—dimensionality, that is, the number of features may be much
larger than that of samples while the most of features could be irrelevant to the
phenotypes. In this situation, imposing sparsity—inducing regularization on
machine learning models is able to remove irrelevant features automatically and
effective in yielding insights into underlying biology to allow experimentalists
to have a new working hypothesis. The next is about co—linearity, that is, a feature
is linearly correlated with others, leading to unstable estimation of model
parameters. One of the solutions is to apply dimension reduction that maps the
original dataset onto a low dimensional space while keeping most of important
information, under assuming that the entire dataset has been generated by a dominant
system with a fewer dimensionality. The last is a nonlinearity inherent in
biological phenomena. Since many biological phenomena could be nonlinear, it is
worth introducing a nonlinear assumption into the models. Here, kernel-based
methods are used for this purpose which deal with various types of nonlinear
transformation within a unified framework.

This thesis explored interpretable machine learning methods that can be applied
to high—-dimensional data with a particular interest in analyses of human brain
activities, and presented a novel method for multimodal analyses that can be seen
in the biomedical engineering field.

Chapter 3 focused on diagnosis of depression based on human functional magnetic
resonance imaging (fMRI). In order to achieve both accurate diagnosis and
identifying relevant anatomical regions for depression, the current study
introduced region—wise sub—kernels that corresponded one—to—one to anatomical
brain regions, and an associated learning method as an extension of multiple kernel
learning. This method achieved reasonably good accuracy in terms of leave—one—out
cross—validation and also identified a restricted number of anatomical regions
which will be profitable for depression diagnosis in the future study.

Chapter 4 presented a method to predict a number of clinical scores from
resting—state functional connectivity, with an interest in knowing the relation
between the psychiatry scores and patient’ s brain activities. To ease the effects



from co—linearity in the functional connectivity, partial least squares regression
(PLSR) and its kernel variants were applied. As a result, it was successfully
demonstrated that they provided significantly better prediction of psychiatry
scores than that by ordinary linear regression after applying a low—dimensional
feature extraction.

Chapter 5 discussed the problems that often occur when nonlinear correlation
analyses are applied to high—-dimensional data. A novel method called two—stage
kernel canonical correlation analysis was proposed, such to introduce an
appropriate design of kernels within the framework of multiple kernel learning.
Using synthetic datasets, it was confirmed that this method was able to remove
irrelevant features. An application to gene expression analysis for the mice
metabolic system was also demonstrated.

As a summary, this thesis explored machine learning algorithms that allowed the
users to interpret the obtained results and to simultaneously deal with
co—linearity and nonlinearity in high—dimensional datasets. Specifically, this
thesis discussed the relationship between clinical diagnosis, scores, and fMRI
data of depression patients with an attempt to reveal a physiological basis of
traditional psychological evaluations in chapters 3 and 4. Moreover, to obtain
deeper understanding of biological phenotypes in a data driven manner, a novel
method based on multiple kernel learning was presented in chapter 5, which was
able to obtain non—linear associations in the given biomedical data. Thus, the
studies shown in this thesis could be new methodologies for dealing with
high—-dimensional and multimodal data in the field of biomedical engineering.
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