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Abstract— This paper provides a method for the L1 analysis
of sampled-data systems, by which we mean the computation
of their L∞-induced norm. We first apply the lifting approach
to sampled-data systems and derive an operator theoretic
representation of their input/output relation. We then apply
fast-lifting by which the sampling interval [0, h) is divided into
M subintervals with an equal width, and provide methods for
computing the L∞-induced norm. Specifically, we use an idea of
kernel approximation approach, in which the kernel function of
an input operator and the hold function of an output operator
are approximated by staircase or piecewise linear functions.
Furthermore, it is shown that the approximation errors in
staircase or piecewise linear approximation are ensured to be
reciprocally proportional to M or M2, respectively.

I. INTRODUCTION

There have been a number of studies associated with
sampled-data systems [1]–[19] taking account of their inter-
sample behavior. These studies can be classified by the type
of system norms dealt with, where the typical studies are the
H∞ problem [2],[3],[8]–[11] and the H2 problem [7]–[9],
[12]–[14]. Even though H∞ and H2 norms play important
roles in the analysis and synthesis for sampled-data systems
relevant to practical control problems, they cannot be used
for dealing with the problems of bounded persistent dis-
turbances. In this regard, the L1 problem of sampled-data
systems, which deals with the L∞-induced norm of sampled-
data systems, should be considered. In [15]–[18],methods for
computing the L∞-induced norm of sampled-data systems
have been provided by using the idea of fast-sample/fast-hold
(FSFH) approximation or input approximation approach.
More precisely, in [15]–[17], a sampled-data system is “ap-
proximated” by a discrete-time system through FSFH ap-
proximation [4], and it is shown that the l∞-induced norm of
the approximating discrete-time system converges to the L∞-
induced norm of the original sampled-data systems as the
FSFH approximation parameter M tends to infinity. How-
ever, these studies do not evaluate how close the l∞-induced
norm for a given M is to the exact value of the L∞-induced
norm. In contrast, [18] derives readily computable upper
and lower bounds of the L∞-induced norm of sampled-
data systems by using the ideas of fast-lifting [19] and the
input approximation approach. The latter approach was first
developed in a relevant problem in continuous-time [20]
and employs a staircase approximation or piecewise linear
approximation scheme. The technique called fast-lifting [19]

Jung Hoon Kim and Tomomichi Hagiwara are with the
Department of Electrical Engineering, Kyoto University, Nishikyo-ku,
Kyoto 615-8510, Japan. kim@jaguar.kuee.kyoto-u.ac.jp,
hagiwara@kuee.kyoto-u.ac.jp

plays an important role in introducing these approximation
schemes, which divides the sampling interval [0, h) into M
subintervals with an equal width (without applying sampling
of signals). For the fast-lifting parameter M , it is shown
that the gap between the upper and lower bounds in the
method of [18] converges to 0 at convergence rates of 1/M
and 1/M2 in the staircase approximation scheme and the
piecewise linear approximation scheme, respectively.

As a significant advance over the existing result, this
paper further develops an alternative method for computing
the upper and lower bounds of the L∞-induced norm of
sampled-data systems by using the idea of kernel approxi-
mation approach [21]. This direction of arguments is stimu-
lated by the success of employing the kernel approximation
approach in [21] in computing the L∞-induced norm of
continuous-time LTI systems. More precisely, it was shown
in [21] that the kernel approximation approach leads to an
improved method for computing upper and lower bounds of
the L∞-induced norm than the existing input approximation
approach [20], even though the mere ‘qualitative assertion’
on the associated convergence rates remains the same as
that in the input approximation approach: the approximation
errors converge to 0 at the rates of 1/M and 1/M2 in
the staircase and piecewise linear approximation schemes,
respectively. This paper shows that this advantage of the
kernel approximation approach is inherited to the L1 analysis
of sampled-data systems by providing readily computable
upper and lower bounds of the induced norm.

The organization of this paper is as follows. We first
review sampled-data systems and the lifting approach to
such systems in Section II. We next provide a computation
method for the L∞-induced norm of sampled-data systems
in Section III. More precisely, we apply the ideas of the
fast-lifting [19] and the kernel approximation approach [21]
to the L∞-induced norm analysis of sampled-data systems.
By an adequate introduction of staircase approximation and
piecewise linear approximation schemes, we show that the
L∞-induced norm of sampled-data systems is approximated
by the ∞-norm of a suitably constructed matrix in each
scheme, and further give an upper bound and a lower bound
of the L∞-induced norm that can be computed easily. We
further show that the error stemming from the approximation
treatment is ensured to converge to 0 at the rates of 1/M and
1/M2 in the staircase and piecewise linear approximation
schemes, respectively.

In the following, the notations N, R and Kν are used to
mean the set of positive integers, the set of real numbers and
(L∞[0, h))ν , respectively. We further use the notation N0 to



imply N∪ {0}. The notation ‖ · ‖ is used to mean either the
L∞[0, h) norm of a matrix function, i.e.,

‖F (·)‖ := max
i

sup
0≤t<h

∑
j

|Fij(t)|, (1)

the L∞[0, h)-induced norm of an operator (or these with h
replaced by h/M ), or the ∞-norm of a finite-dimensional
matrix, whose distinction will be clear from the context.

II. LIFTED REPRESENTATION OF SAMPLED-DATA
SYSTEMS

Let us consider the stable sampled-data system ΣSD shown
in Fig. 1, where P denotes the continuous-time LTI gener-
alized plant, while Ψ , H and S denote the discrete-time
LTI controller, the zero-order hold and the ideal sampler,
respectively, operating with sampling period h in a syn-
chronous fashion. Solid lines and dashed lines in Fig. 1 are
used to represent continuous-time signals and discrete-time
signals, respectively. Suppose that P and Ψ are described
respectively by

P :


dx

dt
= Ax + B1w + B2u

z = C1x + D11w + D12u

y = C2x

(2)

Ψ :

{
ψk+1 = AΨψk + BΨyk

uk = CΨψk + DΨyk

(3)

where x(t) ∈ Rn, w(t) ∈ Rnw , u(t) ∈ Rnu , z(t) ∈
Rnz , y(t) ∈ Rny , ψk ∈ RnΨ , yk = y(kh) and u(t) =
uk (kh ≤ t < (k + 1)h).

Because the sampled-data system ΣSD is a hybrid
continuous-time/discrete-time system, this system viewed
in continuous-time is (periodically) time-varying. To deal
with ΣSD as a time-invariant system, we apply the lifting
technique [1]–[3]. That is, given f ∈ (L∞)ν , its lifting
{f̂k}∞k=0 with f̂k ∈ Kν (with sampling period h) is defined
as follows [1]–[3]:

f̂k(θ) = f(kh + θ) (0 ≤ θ < h) (4)

By applying lifting to w and z, the lifted representation of
the sampled-data system ΣSD is described by{

ξk+1 = Aξk + Bŵk

ẑk = Cξk + Dŵk

(5)

with ξk := [xT
k ψT

k ]T (xk := x(kh)), the matrix

A =
[
Ad + B2dDΨC2d B2dCΨ

BψC2d AΨ

]
: Rn+nΨ → Rn+nΨ

(6)

and the operators

B = JΣB1 : Knw → Rn+nΨ (7)
C = M1CΣ : Rn+nΨ → Knz (8)
D = D11 : Knw → Knz (9)

-w
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Fig. 1. Sampled-data system ΣSD.

where

Ad := exp(Ah), B2d :=
∫ h

0

exp(Aθ)B2dθ, C2d := C2

(10)

JΣ :=
[
I
0

]
∈ R(n+nΨ )×n, CΣ :=

[
I 0

DΨC2d CΨ

]
(11)

B1w =
∫ h

0

exp(A(h − θ))B1w(θ)dθ (12)(
M1

[
x
u

])
(θ) = C0 exp(A2θ)

[
x
u

]
(13)

A2 :=
[
A B2

0 0

]
, C0 :=

[
C1 D12

]
(14)

(D11w)(θ) =
∫ θ

0

C1 exp(A(θ − τ))B1w(τ)dτ + D11w(θ′)

(15)

From the stability assumption of ΣSD, A is stable, i.e., has
all its eigenvalues in the open unit disc.

III. COMPUTATION OF THE L∞-INDUCED NORM OF
SAMPLED-DATA SYSTEMS VIA KERNEL APPROXIMATION

This section gives the main results of this paper, i.e.,
two methods for computing the L∞-induced norm of ΣSD

(more precisely, its upper and lower bounds converging
to each other as the fast-lifting parameter M tends to
∞) by introducing the kernel approximation approach with
staircase approximation and piecewise linear approximation
schemes. Furthermore, the associated convergence rates are
also given. Here, for M ∈ N and h′ := h/M , fast-
lifting [19] is defined as the mapping from f ∈ Kν to
f̌ := [(f (1))T · · · (f (M))T ]T ∈ (K′

ν)M , and is denoted
by f̌ = LMf , where

f (i)(θ′) := f((i − 1)h′ + θ′) (0 ≤ θ′ < h′) (16)

and K′
ν is a shorthand notation for (L∞[0, h′))ν . It is easy to

see that LM is norm-preserving (i.e., ‖LMf‖ = ‖f‖), which
plays a crucial role in the following arguments.

A. Toeplitz Structure of Input/Output Relation and Trunca-
tion

To compute the L∞-induced norm of ΣSD, we first note
(5) and describe the closed-loop relation between ŵk and



ẑk (k = 0, · · · ,∞) as follows:
ẑ0

ẑ1

ẑ2

ẑ3

...

 =


D 0 · · ·
CB D 0 · · ·
CAB CB D 0 · · ·
CA2B CAB CB D 0 · · ·

...
. . . . . . . . . . . . . . .




ŵ0

ŵ1

ŵ2

ŵ3

...

 (17)

Since the above operator has a Toeplitz structure, it follows
readily that the L∞-induced norm of ΣSD coincides with
the L∞-induced norm of its “last” block row, i.e., (after
reordering without affecting the L∞-induced norm)

F :=
[
D CB CAB CA2B · · ·

]
(18)

It is, however, still difficult to compute ‖F‖ since F consists
of an infinite number of columns. To alleviate this difficulty,
we first take an N ∈ N, decompose F into

F = F−
N + F+

N (19)

where

F−
N :=

[
D · · · CANB 0 0 · · ·

]
(20)

F+
N :=

[
0 · · · 0 CAN+1B CAN+2B · · ·

]
(21)

and compute the L∞-induced norm ‖F−
N‖ as accurately as

possible while the computation of ‖F+
N‖ is treated in a

comparatively simple way (because this norm is expected
to be small when N is large enough); we aim at computing
upper and lower bounds of ‖F‖ through approximation of
F−

N and computing an upper bound of ‖F+
N‖.

B. Fast-lifting treatment of F−
N

In this subsection, we review the fast-lifting treatment
of F−

N . It immediately follows from the norm-preserving
property of LM that

‖F−
N‖ =

∥∥[
LMDL−1

M · · · LMCANBL−1
M

]∥∥ (22)

To facilitate the treatment of the right-hand side, we in-
troduce D′

11, B′
1 and M′

1 defined as D11, B1 and M1,
respectively, with the horizon [0, h) replaced by [0, h′) (=
[0, h/M)), and also introduce the matrices

A′
d := exp(Ah′), A′

2d := exp(A2h
′),

J :=
[
I
0

]
∈ R(n+nu)×n (23)

Then, (as in the standard arguments employing fast-
lifting, e.g., [19]), it is easy to see that LMDL−1

M and
LMCAjBL−1

M (j = 0, · · · , N) in (22) are described respec-
tively by

LMDL−1
M = M′

1∆M0B′
1 + D′

11 (24)

LMCAjBL−1
M = M′

1A
′
2dMCΣAjJΣA′

dM B′
1 (25)

where

A′
dM :=

[
(A′

d)
M−1 · · · I

]
, A′

2dM :=

 I
...

(A′
2d)

M−1

 (26)

∆M0 :=


0 0 · · · 0

J
. . . . . .

...
...

. . . . . . 0
(A′

2d)
M−2J · · · J 0

 (27)

and (·) denotes diag[(·), · · · , (·)] consisting of M copies
of (·). Hence, the operator matrix on the right hand side of
(22) admits the representation

F−
NM

=
[
M′

1∆M0B′
1 + D′

11 M′
1AM0B′

1 · · · M′
1AMN B′

1

]
(28)

where

AMj := A′
2dMCΣAjJΣA′

dM (j = 0, · · · , N) (29)

C. Kernel approximation approach to F−
NM

This subsection develops a framework for computing
‖F−

NM‖ (= ‖F−
N‖) by using an idea of kernel approximation

approach, which was introduced first in [21] to compute the
L∞-induced norm of continuous-time LTI systems. In [21],
it was shown that the kernel approximation approach leads to
an improved method for computing upper and lower bounds
of the L∞-induced norm than the existing input approxima-
tion approach [20]. Motivated by this achievement, this paper
is interested in computing the L∞-induced norm of sampled-
data systems through the idea of the kernel approximation
approach. More precisely, we consider constant and linear
approximations to the kernel function exp(A(h′ − θ′))B1 of
B′

1 together with constant and linear approximations of the
‘hold function’ C0 exp(A2θ

′) of M′
1, which respectively lead

to staircase and piecewise linear approximations of signals
if they are viewed on [0, h) rather than [0, h′). Furthermore,
we aim at showing the associated convergence rates in the
fast-lifting parameter M .

1) Staircase approximation: We introduce the operators
B′

k0 : K′
nw

→ Rn [21], M′
p0 : Rn+nu → K′

nz
and D′

p0 :
K′

nw
→ K′

nz
[18] defined respectively as

B′
k0w =

∫ h′

0

A′
dB1w(θ′)dθ′ (30)(

M′
p0

[
x
u

])
(θ′) = C0

[
x
u

]
(0 ≤ θ′ < h′) (31)

(D′
p0w)(θ′) = D11w(θ′) (32)

Introducing the operator B′
k0 corresponds to the zero-

order approximation of the kernel function exp(A(h′ −

θ′))B1 = A′
d

∞∑
i=0

(−Aθ′)i

i!
B1 of the operator B′

1. M′
p0

corresponds to the zero-order approximation of the hold



function C0 exp(Awθ′) of the operator M′
1, i.e., the zero-

order approximation of the Taylor expansion of the output of
M′

1. D′
p0 means the operator of multiplication by the matrix

D11.
Remark 1: The approximation operators M′

p0 and D′
p0

are also used in [18] employing the input approximation
approach, and the only difference between the kernel approx-
imation approach and the input approximation approach [18]
is the way the operator B′

1 is approximated. This is because
the operators M′

1 and D′
11 are comparatively simple and

thus there seem to be little variations for their reasonable
approximations. Hence, the main contribution of the present
paper over the existing results [18] is a new approximation
approach of the operator B′

1. Essentially the same comments
apply to the following arguments with the piecewise linear
approximation scheme. As it turns out (see the last paragraph
of Subsection III-D), the new method for approximating the
operator B′

1 in this paper leads to an improved method for
computing upper and lower bounds of the L∞-induced norm
than the existing input approximation approach [18].

To proceed with the kernel approximation approach with
the staircase approximation scheme, we consider the oper-
ator F−

NM0 obtained by replacing B′
1, M′

1 and D′
11 with

B′
k0, M′

p0 and D′
p0, respectively, in (28):

F−
NMk0

=
[
M′

p0∆M0B′
k0+D′

p0 M′
p0AM0B′

k0 · · · M′
p0AMN B′

k0

]
(33)

This paper shows that ‖F−
NMk0‖ can be computed exactly

and tends to ‖F−
N‖ as M tends to infinity at the convergence

rate of 1/M . The following two lemmas play important roles
in establishing the latter fact.

Lemma 1: The inequality

‖LMDL−1
M − (M′

p0∆M0B′
k0 + D′

p0)‖ ≤ KMDk0

M
(34)

holds with KMDk0 defined as

KMDk0 := h‖C1‖ · ‖B1‖e‖A‖h/M +
h2

M
‖A‖ · ‖B1‖e‖A‖h/M

·
M−2∑
k=0

(
1
2
‖C1(A′

d)
k+1‖ + ‖C1(A′

d)
k‖e‖A‖h/M

)
(35)

Furthermore, KMDk0 has a uniform upper bound with re-
spect to M given by

KU
Dk0 := h‖C1‖ · ‖B1‖e‖A‖h

+ h2‖C1‖ · ‖A‖ · ‖B1‖e2‖A‖h

(
1
2

+ e‖A‖h

)
(36)

Lemma 2: The inequality

‖M′
1AMjB′

1 − M′
p0AMjB′

k0‖ ≤ KMjk0

M
(37)

holds for j = 0, · · · , N , where

KMjk0 := e‖A‖h/M‖AMj‖
h2

M

·
{
‖C0A2‖ · ‖B1‖e‖A2‖h/M +

1
2
‖C0‖ · ‖A‖ · ‖A′

dB1‖
}
(38)

Furthermore, KMjk0 has a uniform upper bound with respect
to M and j given by

KU
CABk0 := h2e‖A‖h · ‖B1‖ · K∗

·
{
‖C0A2‖e‖A2‖h +

1
2
‖C0‖ · ‖A‖e‖A‖h

}
(39)

where K∗ := max
i∈N0

‖Ai‖ · e(‖A‖+‖A2‖)h · ‖CΣ‖.
Lemmas 1 and 2 readily lead to the following result.
Proposition 1: The inequality

‖F−
NM −F−

NMk0‖ ≤ KMk0

M
(40)

holds where

KMk0 := KMDk0 +
N∑

j=0

KMjk0 (41)

In addition, KMk0 has a uniform upper bound with respect
to M given by

KU
k0 := KU

Dk0 + (N + 1) · KU
CABk0 (42)

To evaluate ‖F−
N‖ = ‖F−

NM‖ through (40) and the
triangle inequality, we next provide a method for (exactly)
computing ‖F−

NMk0‖. By essentially the same arguments as
those in [18],[21], we can obtain the following result.

Proposition 2: ‖F−
NMk0‖ coincides with the ∞-norm of

the finite-dimensional matrix F−
NMk0 given by

F−
NMk0 := [D11 C0∆M0A′

dB1h′ C0AM0A′
dB1h′

· · · C0AMNA′
dB1h′] (43)

Combining the above propositions leads to the following
first main result in this paper.

Theorem 1: The following inequality holds:

‖F−
NMk0‖ −

KMk0

M
≤ ‖F−

N‖ ≤ ‖F−
NMk0‖ +

KMk0

M
(44)

This implies that upper and lower bounds of ‖F−
N‖ can be

obtained through ‖F−
NMk0‖ together with KMk0/M , and by

taking the fast-lifting parameter M larger, the gap between
those upper and lower bounds converges to 0 at no slower
convergence rate than 1/M (because KMk0 has a uniform
upper bound KU

k0).
2) Piecewise linear approximation: We introduce the op-

erators B′
k1 : K′

nw
→ Rn [21], M′

p1 : Rn+nu → K′
nz

and
D′

p1 : K′
nw

→ K′
nz

[18] defined respectively as

B′
k1w =

∫ h′

0

A′
d(I − Aθ′)B1w(θ′)dθ′ (45)(

M′
p1

[
x
u

])
(θ′) = C0(I + A2θ

′)
[
x
u

]
(0 ≤ θ′ < h′)

(46)

(D′
p1w)(θ′) =

∫ θ′

0

C1B1w(θ′)dθ′ + D11w(θ′) (47)



Introducing the operator B′
k1 corresponds to the first-order

approximation of the kernel function of the operator B′
1.

Introducing the operators M′
p1 and D′

p1 corresponds to the
first-order approximation of the hold function of M′

1 and the
kernel function of the ‘compact part’ of D′

11, respectively.
To proceed with the approximation arguments, we con-

sider the operator F−
NM1 obtained by replacing B′

1, M′
1 and

D′
11 with B′

k1, M′
p1 and D′

p1, respectively, in (28):

F−
NMk1

=
[
M′

p1∆M0B′
k1+D′

p1 M′
p1AM0B′

k1 · · · M′
p1AMN B′

k1

]
(48)

Another main result of this paper is that ‖F−
NMk1‖ can

be computed exactly and converges to ‖F−
N‖ at the rate

of 1/M2. The following two lemmas are important in
establishing the latter fact.

Lemma 3: The inequality

‖LMDL−1
M − (M′

p1∆M0B′
k1 + D′

p1)‖ ≤ KMDk1

M2
(49)

holds with KMDk1 defined as

KMDk1 :=
1
2
‖C1‖ · ‖A‖ · ‖B1‖h2e‖A‖h/M

+
1
2
‖A‖2 · ‖B1‖e‖A‖h/M h3

M
·

M−2∑
k=0

{∥∥C1(A′
d)

k
∥∥e‖A‖h/M

+
1
3

sup
0≤θ′<h′

∥∥C1(I + Aθ′)(A′
d)

k+1
∥∥}

(50)

Furthermore, KMDk1 has a uniform upper bound with re-
spect to M given by

KU
Dk1 :=

1
2
‖C1‖ · ‖A‖ · ‖B1‖h2e‖A‖h

+
1
2
‖C1‖·‖A‖2 ·‖B1‖e2‖A‖hh3

(
e‖A‖h +

1
3
(1 + ‖A‖h)

)
(51)

Lemma 4: The inequality

‖M′
1AMjB′

1 − M′
p1AMjB′

k1‖ ≤ KMjk1

M2
(52)

holds for j = 0, · · · , N , where

KMjk1 =
1
2
e‖A‖h/M‖AMj‖

h3

M

·
{1

3
sup

0≤θ′<h′
‖C0(I + A2θ

′)‖ · ‖A‖2 · ‖A′
dB1‖

+
∥∥C0A

2
2

∥∥ e‖A2‖h/M‖B1‖
}

(53)

Furthermore, KMjk1 has a uniform upper bound with respect
to M and j defined as

KU
CABk1 :=

1
2
h3e‖A‖h‖B1‖K∗

·
{(

1
3
‖C0‖ + ‖C0A2‖h

)
‖A‖2e‖A‖h +

∥∥C0A
2
2

∥∥ e‖A2‖h

}
(54)

Lemmas 3 and 4 immediately lead to the following result.

Proposition 3: The inequality

‖F−
NM −F−

NMk1‖ ≤ KMk1

M2
(55)

holds where

KMk1 := KMDk1 +
N∑

j=0

KMjk1 (56)

In addition, KMk1 has a uniform upper bound with respect
to M given by

KU
k1 := KU

Dk1 + (N + 1)KU
CABk1 (57)

We next provide a method for (exactly) computing
‖F−

NMk1‖. By essentially the same arguments to those
in [18],[21], we can have the following result.

Proposition 4: Let V [0] be the matrix consisting
of the L1[0, h′) norm of each entry of the matrix
linear function C0∆M0A′

d(I − Aθ′)B1, while let V [h′]

be the matrix constructed in the same way from
C0(I + A2h′)∆M0A′

d(I − Aθ′)B1. Furthermore, let
T

[0]
j (j = 0, · · · , N) be the matrix consisting of the

L1[0, h′) norm of each entry of the matrix linear function
C0AMjA′

d(I − Aθ′)B1, while let T
[h′]
j (j = 0, · · · , N)

be the matrix constructed in the same way from
C0(I + A2h′)AMjA′

d(I − Aθ′)B1. Then, ‖F−
NMk1‖

coincides with the ∞-norm of the finite-dimensional matrix
F−

NMk1 given by

F−
NMk1 :=

[
D11 0 V [0] T

[0]
0 · · · T

[0]
N

D11 C1B1h′ V [h′] T
[h′]
0 · · · T

[h′]
N

]
(58)

Combining the above propositions leads to the following
second main result in this paper.

Theorem 2: The following inequality holds:

‖F−
NMk1‖ −

KMk1

M2
≤ ‖F−

N‖ ≤ ‖F−
NMk1‖ +

KMk1

M2
(59)

This implies that upper and lower bounds of ‖F−
N‖ can be

obtained through ‖F−
NMk1‖ together with KMk1/M

2, and by
taking the fast-lifting parameter M larger, the gap between
those upper and lower bounds converges to 0 at no slower
convergence rate than 1/M2 (because KMk1 has a uniform
upper bound KU

k1).

D. Upper Bound of ‖F+
N‖ and Computation of ‖F‖

In this subsection, we first remark that a computation
method for an upper bound of ‖F+

N‖ has been given by
the following proposition in [18]; note that the stability
assumption of ΣSD ensures the existence of L such that
‖AL‖ < 1.

Proposition 5 ([18], Proposition 3): If
∥∥AL

∥∥ < 1, then

‖F+
N‖ ≤ ‖CΣANL‖

1 − ‖AL‖
‖C0‖e‖A2‖hhe‖A‖hB1 =: KNL (60)

where ANL :=
[
AN+1 AN+2 · · · AN+L

]
, and KNL

converges to 0 regardless of L as N → ∞.
By (19), this together with the results in the preceding

subsection immediately leads to the following result, giving



upper and lower bounds of ‖F‖ converging to each other as
the parameters M and N tend to ∞.

Theorem 3: If ‖AL‖ < 1, then

‖F−
NMk0‖ −

KMk0

M
− KNL ≤ ‖F‖

≤ ‖F−
NMk0‖ +

KMk0

M
+ KNL (61)

‖F−
NMk1‖ −

KMk1

M2
− KNL ≤ ‖F‖

≤ ‖F−
NMk1‖ +

KMk1

M2
+ KNL (62)

Furthermore, KMk0 and KMk1 have uniform upper bounds
KU

k0 and KU
k1 defined as (42) and (57), respectively, and

KMk0/M and KMk1/M
2 converges to 0 as M → ∞, while

KNL converges to 0 regardless of L as N → ∞.
Regarding how to take the parameters N and L as well

as M , the guideline discussed in [18] applies as it is also to
the kernel approximation approach developed in this paper.

We are in a position to discuss the effectiveness of the
developed computation method for ‖F‖ with the kernel
approximation approach, compared with the method in [18]
through the input approximation approach. To this end, we
remark that the input approximation approach developed
in [18] leads to the inequality [18, Theorem 3]

‖F−
NM i0‖ −

KM i0

M
− KNL ≤ ‖F‖

≤ ‖F−
NM i0‖ +

KM i0

M
+ KNL (63)

‖F−
NM i1‖ −

KM i1

M2
− KNL ≤ ‖F‖

≤ ‖F−
NM i1‖ +

KM i1

M2
+ KNL (64)

for the staircase and piecewise linear approximation schemes,
respectively, with appropriately defined finite-dimensional
matrices F−

NM i0 and F−
NM i1 and constants KM i0 and KM i1.

It is important to remark that the constants KMk0 and KMk1

we have derived in this paper can be shown to be smaller
than KM i0 and KM i1, respectively, given in [18] through
parallel arguments. This implies that the kernel approxima-
tion approach can lead to a smaller gap between the upper
and lower bound for the L∞-induced norm under the same
parameter M than the input approximation approach.

IV. CONCLUSION

In this paper, we developed a new approach to computing
the L∞-induced norm of sampled-data systems by using an
idea of kernel approximation approach, which is stimulated
by the success in computing the L∞-induced norm of a
continuous-time system. Staircase and piecewise linear ap-
proximation schemes are applied via the fast-lifting treatment
of sampled-data systems, so that the kernel function of the
input operator and the hold function of the output operator
associated with sampled-data systems are approximated by
staircase or piecewise linear functions. We showed that upper
and lower bounds of the L∞-induced norm can be readily
computed through such approximation and that the gap

between the upper bound and lower bound in the staircase
approximation scheme or piecewise linear approximation
scheme is ensured to converge to 0 at the rate of 1/M or
1/M2, respectively, where M is the fast-lifting parameter.
We also remarked that even though these convergence rates
are qualitatively the same as those in the existing input
approximation approach, the approximation errors through
the new kernel approximation approach are smaller than
those through the existing input approximation approach.
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