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Abstract 

The U.S. National Library of Medicine (NLM) uses the Medical Subject Headings 

(MeSH) (See Note 1) to index almost all 24 million citations in MEDLINE, which 

greatly facilitates the application of biomedical information retrieval and text 

mining.  Large-scale automatic MeSH indexing has two challenging aspects: the 

MeSH side and citation side. For the MeSH side, each citation is annotated by 

only 12 (on average) out of all 28000 MeSH terms. For the citation side, all 

existing methods, including Medical Text Indexer (MTI) by NLM, deal with text by 

bag-of-words, which cannot capture semantic and context-dependent information 

well. To solve these two challenges, we developed the MeSHLabeler and 

DeepMeSH. By utilizing “Learning to Rank” (LTR) framework, MeSHLabeler 

integrates multiple types of information to solve the challenge in the MeSH side, 

while DeepMeSH integrates deep semantic representation to solve the challenge 

in the citation side. MeSHLabeler achieved the first place in both BioASQ2 and 
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BioASQ3, and DeepMeSH achieved the first place in both BioASQ4 and 

BioASQ5 challenges. DeepMeSH is available at http://datamining-

iip.fudan.edu.cn/deepmesh 

 

Keywords:  MeSH Indexing, Text Categorization, Multi-label Classification, 

Medical Subject Headings, MEDLINE, Machine Learning 

 
1. Introduction 

MEDLINE (See Note 2) is the largest biomedical literature database in the 

world, which contains more than 24 million citations. MeSH terms are used to 

index almost all MEDLINE citations [1], which is crucial in biomedical text 

mining and information retrieval [2-8]. The NLM annotators who are 

responsible for annotating the MeSHs need to review the full text of a citation, 

which costs lots of time and money. For the year 2016, there were 869,666 

new citations in MEDLINE (See Note 3), and the average cost per citation 

was about $9.4 [9]. As of April 2016, there were 127 staff members in NLM 

who are responsible for annotating the most relevant MeSH terms to the 

MEDLINE citations [10]. As time goes on, the rapid increase of the MEDLINE 

citation poses great challenges for manual annotations. A fast and accurate 

automated MeSH indexing system is imperative to improve the indexing 

efficiency and reduce the cost. 

NLM has developed an automated MeSH indexing system, MTI [11-13], to 

facilitate the annotation of MeSH. MTI mainly consists of two parts: MMI 

(MetaMap Indexing) [14] and PRC (PubMed Related Citations) [15]. MMI extracts 

the biomedical concept from the title and abstract, then maps it to the 

corresponding MeSH. Moreover, PRC tries to use the improved K-nearest 

Neighbor (KNN) algorithm to find the most similar MEDLINE citations, and then 
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extracts MeSHs from these similar citations. The results of PRC and MMI were 

combined into a preliminary recommendation. After some processing (for 

example, the application of the index rules), MTI generate the final MeSH 

recommended list to the NLM annotators. 

Large-scale MeSH indexing mainly has two aspects of challenges from the 

MeSH side and the citation side, respectively. In the MeSH side, the difference 

between the distribution of different MeSHs is particularly large. For example, 

among all 28,000 MeSH terms, the most common MeSH, "Humans", appears 

more than 8 million times in the MEDLINE, while a rare MeSH, such as 

"Pandanaceae", only appears 31 times. In addition, the number of MeSHs 

annotated for each citation varies greatly, which might be less than five MeSHs, or 

more than 30 MeSHs. In addition, in the side of citations, the “Bag of Words” 

method cannot effectively capture the complex semantics of biomedical 

documents because of the large number of concepts and abbreviations in 

biomedical literature. In many cases, similar concepts can be represented by 

different words, and the same words can express a completely different meaning 

from the context. 

In order to promote the development of semantic indexing and automatic 

question answering systems in the biomedical field, BioASQ [16-18], a challenge 

on large-scale biomedical semantic indexing and question answering, held an 

international competition from 2013 to 2017. There have been many effective 

systems that have emerged through the platform, such as MetaLabeler [19], and 

MeSH Now [20]. To improve the performance of automatic MeSH indexing 

system, we developed two system: MeSHLabeler [21] and DeepMeSH [22], 

which solve the challenges in the MeSH side and citation side, respectively. 

MeSHLabeler use “Learning to Rank” framework to incorporates multiple 

evidences to rank the MeSHs while DeepMeSH integrates a new semantic 

representation to represent citations. MeSHLabeler achieved the first place in 
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both BioASQ2 and BioASQ3, and DeepMeSH achieved the first place in both 

BioASQ4 and BioASQ5 challenges [23].  

 

2. Materials 
 

    We use 2016 MeSH, containing 27,883 unique MeSH terms. Most of 

training data come from 2016 MEDLINE/PubMed baseline database downloaded 

from the NCBI website. Another part of data is downloaded from BioASQ 2015 

challenge Task 3a, with 49,774 indexed. The text of all these citations only 

contain abstract, article title and journal title. DeepMeSH consists of two 

components, MeSHRanker and MeSHNumber. Given a target citation, 

MeSHRanker returns a ranked list of candidate MeSH terms, while MeSHNumber 

predicts the number of associated MeSH terms. For the 49,774 citations from 

BioASQ 2015, we randomly assign them to three sets: MeSHRanker training set 

(with 23,774 citations), MeSHNumber training set (with 20,000 citations) and local 

test set (with 6,000 citations). 

    Our system was mainly written by C++. It also used many open source tools 

to implement the whole flow.  

1) BioTokenizer was used to tokenize and stem raw text. 

2) LIBLINEAR was used to implement Logistic regression and Linear SVM. 

3) XGBoost was used to implement learning to rank framework.  

 

     Our server has 4 Intel XEON E5-4650 2.7GHzs CPUs and 128G memory. It 

costs around 7 days to train 27,000 binary classifiers with logistic regression or 

linear svm. Predicting 10,000 citations costs around 3 hours. 

 

3. Methods 
 DeepMeSH is the ‘state of the art’ of the MeSH indexing system. It improves 
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the MeSH indexing accuracy by incorporating deep semantic representation to 

MeSHLabeler. The deep semantic representation, D2V-TFIDF, combines the 

advantages of the D2V (Document Vector) and TFIDF (Term Frequency with 

Inverse Document Frequency). According to our experiments, D2V-TFIDF 

represents citation texts better than both D2V and TFIDF. It is more powerful to 

find similar citations, so we use this representation to solve the challenge on the 

citation side.  

MeSHLabeler is the last generation of MeSH indexing system, which uses the 

‘learning to rank’ framework to incorporates multiple evidence to solve the 

challenge on the MeSH side. It has two components: MeSHRanker and 

MeSHNumber. MeSHRanker is used to rank the candidate MeSH terms for each 

target citation. On the other hand, MeSHNumber is used to predict the number of 

associated MeSH terms for the target citation. MeSHRanker incorporates five 

different types of evidence to rank the MeSHs, which includes global evidence, 

local evidence, MeSH dependency, pattern matching and MTI. 

• Global Evidence: We train a binary classifier for each MeSH with the 

entire MEDLINE. Since each MeSH is trained independently, the scores 

returned by the different classifiers are theoretically incomparable. 

MeSHLabeler proposed a normalized method to deal with the score 

comparisons between different models, which significantly improves the 

prediction accuracy. Because each MeSH binary classifier is trained 

with the entire MEDLINE, we call this part of the evidence as global 

evidence. 

• Local Evidence: For a target citation, we can score the candidate 

MeSHs through counting the MeSHs indexed by its similar citations.  

• MeSH Dependency: It is a unique feature of MeSHLabeler that 

effectively considers the relevance of the MeSH-MeSH terms. For 
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infrequent MeSH terms, this information can effectively improve the 

accuracy of labeling. Since the number of MeSH-MeSH combinations 

was very large, none of the previous studies considered MeSH 

dependency. 

• Patten Matching: We directly use the string matching method to find the 

MeSHs or their synonyms in the title or abstract. 

• MTI: MTI considers not only pattern matching and local evidence, but 

also the index rules with domain knowledge. We integrate the results 

from MTI. 

 

4. Usage 
 
    The input interface is shown in Figure 1. 

1) Select a file. This is to upload the citations for MeSH indexing. Two file 

extensions, “.txt” and “.json”, are supported. If the file extension is “.txt”, 

the file must contain the PubMed IDs (pmid) of all target citations, and 

each line contains a pmid. If the file extension is “.json”, the file should 

contain all raw texts of target citations. The text contains abstract and 

title. Note that each submit file must contain at least 100 instances. 

Sample input was shown as figure 2. 

2) Input an email address. Input your email address to receive the 

prediction result. The email address will be used to receive a process id, 

prediction result or some information if any error occurs. 

3) Upload the file. Click the submit button, the file will be uploaded. Once 

uploaded successfully, you will receive a process id in your email. As 

shown in figure 3, you can use the process id to check the prediction 

status. 
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For each successful submission. we will output a json file. For an unindexed 

pmid, we output the MeSHs recommended by DeepMeSH, and the answer_type 

has a value of "predicted". For an indexed pmid, we output the MeSHs indexed 

by PubMed, and the answer_type has a value of "annotated". If a pmid cannot be 

found in PubMed, the result will be empty, and the answer_type has a value of 

"not_found". Note that if the input file is a “.json” file which contains only texts, the 

output pmid is the index of the text in the file (starts from 0). 

A sample output is shown as follows: 

 

{"documents": [  

{"labels":["D006801","D055815"],"pmid":24639323,"answer_type":"predicted"}, 

{"labels":["D000293"],"pmid":24687846,"answer_type":"predicted"}, 

{"labels":["D005260","D058006"],"pmid":27059885,"answer_type":"annotated"}, 

{"labels":[],"pmid":32131231, "answer_type":"not_found"}]} 

 

 
4. Notes 
 
1. https://www.nlm.nih.gov/pubs/factsheets/mesh.html 
 
2. https://www.nlm.nih.gov/pubs/factsheets/medline.html 
 
3. http://www.nlm.nih.gov/bsd/bsd_key.html 
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Figure 1: The input interface of DeepMeSH
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Figure 2: A sample input of DeepMeSH
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Figure 3: The process id check interface of DeepMeSH 
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