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SUMMARY Pronunciation is a fundamental factor in speaking and listening. However, instructions for important articulation have not been sufficiently provided in conventional computer-assisted language learning (CALL) systems. One typical case is the articulation of rounded vowels. Although lip protrusion is essential for their correct pronunciation, the perception of lip protrusion is often difficult for beginners. To tackle this issue, we propose an innovative method that will provide a comprehensive visual explanation for articulation. Lip movements are three-dimensionally measured, and face images or videos are pseudocoloured on the basis of the degree of upper lip protrusion in those native speakers. Another piece of evidence is the effect of visual information in speech perception. Inconsistency between the auditory component and the visual component in terms of pronunciation can lead to illusion, i.e., the perception of a third sound.

In language education, computer-assisted language learning (CALL) has advanced from early one-way instruction to being able to provide feedback to students regarding their pronunciation [3]. According to [2], the simplest application just works as a digital recorder; learners can record their own pronunciations for comparison with a native speaker’s. A step further than a digital recorder is the use of speech visualisation, for instance, waveforms, spectrograms, formant frequencies, pitches, contours and so on, as seen in [7]. A more sophisticated application can be achieved by employing automatic speech recognition (ASR). Tsubota et al [8] developed a system that estimates the intelligibility of students’ speech and ranks their errors. Practice exercises for improvement, as well as instructions for correcting errors, are provided afterwards.

Most researchers and practitioners using CALL systems have paid considerable attention to audio, whereas some important aspects of articulation have not been well explored. We have seen that Japanese learners, particularly beginners, experience difficulty in learning some Chinese pronunciations even with the support of a CALL system. We focused on this problem and investigated a method that would provide a more comprehensive visual explanation of articulation for students.

In this paper, our objective is explained in Chapter 2, i.e., the problems in learning pronunciation and our ideas to resolve the issues. Details of the system that we designed and its implementation are explained in Chapters 3 and 4, respectively. In Chapter 5, the experimental results of verifying the effects of our method are presented.

2. Problem and Objective of Research

Different languages do not have the same phonetic syst-
tems. This diversity requires learners to use new movements of articulators for new pronunciations and also necessitates a lot of practice to achieve proficiency. As a typical example, Japanese learners often encounter difficulties in ‘rounded pronunciations’ that require lip protrusion lacking in Japanese pronunciation, since the Japanese do not have clear distinction between rounded vowels and unrounded vowels in daily conversation. In fact, Duan et al. suggested that one of the dominant Chinese mispronunciation patterns by Japanese learners is “Lip rounded and spreading” [9] which indicates a need to learn those pronunciations. Other languages, such as German and French, also have clear distinction between rounded and unrounded vowels, and its learning is important for Japanese learners. For instance, ‘yu’, that is, ‘fish’ with a second tone in Chinese or ‘über’, that is, ‘over’ in German. The Chinese example has an additional difficulty because the Japanese language has a different pronunciation for the same romanised symbol. Japanese learners often try to produce a ‘rounded’ pronunciation with the mouth shape for ‘unrounded’ pronunciation for the same romanised symbol, and it makes an incorrect sound. For this reason, we focused on a visual aid that makes Japanese learners aware of the differences of mouth shapes of rounded and unrounded vowels.

For training in such pronunciations, explanations given by written texts are far from comprehensible, and even conventional multimedia approaches of showing pictures or videos do not give sufficient explanations about the articulations. We need a more comprehensible presentation of articulations because rounding has a three-dimensional shape deformation, and lip protrusion cannot be easily recognised through ordinary pictures or movies. Since current CALL systems do not provide enough functions for this purpose, we need to devise new functions.

In this study, we consider the following new functions of CALL systems:

(a) Demonstrate how native speakers pronounce words by showing articulation clearly and distinctly with three-dimensional information.

(b) Demonstrate how learners pronounce the words in the same way as above and enable them to check their correctness and/or weakness.

To achieve this, we obviously need to carry out a three-dimensional (3D) sensing of the face, particularly around the mouth. For this purpose, we use a Red-Green-Blue-Depth (RGB-D) camera. This type of camera has become inexpensive and can easily be connected to an ordinary computer.

Our scheme is as follows. Videos with 3D information are obtained using an RGB-D camera, and then image enhancement (pseudocolouring in our method) is applied to the captured images or videos. We expect that the camera and image processing software can be easily installed on the computers of both teachers and learners. On teachers’ computers, pronunciations of native speakers are recorded as they are used as educational materials for learners to watch and learn. On the learners’ computers, images and data are obtained in the same way, and they are used to check the correctness of their articulation.

To verify the arrangement, we conducted an experiment as described in (a). The method of visualisation is the same for (b); however, the learning effects are different. Therefore, we concentrated on the former and evaluated how learners could improve their pronunciation by watching the enhanced videos obtained by teachers. Our experimental results suggested that Japanese learners can improve their pronunciations once they are aware of mouth shapes.

3. System for Visualisation

3.1 Raw Data Acquisition

We employed Kinect v2 as an RGB-D sensor, which is ordinarily available at a low cost. The accuracy of Kinect v2 was investigated in [10]. The average depth error is less than 2 mm in a certain area; however, it often has worse measurement. It is reported that the measured depth value ranges from 1996 mm to 2004 mm for the true depth of 2000 mm. On the other hand, precision is much better as reported in [11] and [12]; average standard deviation is lower than 1.5 mm and remains stable during recording. For our purposes, precision is essential because protrusion can be measured as the relative depth change from the normal position. Lip protrusion for Chinese rounded pronunciation approximately ranges from 5 mm to 10 mm. In most cases, the precision is enough to detect it.

The quality of audio recording in Kinect v2, in contrast, is not satisfactory for language learning. For this purpose, we used another audio recording device, which is commonly used in audio recording. The process of obtaining pronunciation clips are as follows (Fig. 1). First, audio and video data are recorded with timestamps provided by the software development kit (SDK) of Kinect v2. They are segmented based on the values of audio data in which a silent period has significantly smaller values than pronunciation periods. Audio is recorded at the same time using the additional audio device. Second, audio data recorded by the additional audio device and the video data recorded by Kinect are synchronized by aligning the obtained data.
3.2 Face and Feature Detection

More than 1000 facial points can be detected through deploying Kinect SDK. Figure 2 gives examples of detection results. We can use the results to locate the face and the mouth area in particular. However, they do not cover the mouth region seamlessly and points around the lips are influenced by mouth movements as shown on the right-hand side of Fig. 2. Therefore, another type of processing that emphasises lip articulation is necessary, details of which are explained in the next chapter.

In the SDK of Kinect v2, the face-tracking algorithm requires that the torso is also detected simultaneously. A speaker needs to sit at a certain distance from Kinect to ensure that the upper body is visible.

3.3 Reference Point and Protrusion Measurement

Lip protrusion is the relative depth change of the lip to the other parts of the face. To measure the amount of protrusion, we need a reference point that satisfies two conditions that are as follows: (1) it should be steadily observed regardless of ordinary body movements and (2) its location should not be affected by protrusion or any other kind of mouth movement. The tip of the nose satisfies these requirements well as a reference point. Therefore, the relative distance to the tip of the nose is calculated for each pixel around the lips and is used to judge protrusion.

First, the amount of depth difference at each point \( p_i \) is calculated as follows:

\[
\Delta d = d_i - d_0
\]

where \( d_i \) is the depth of the i-th pixel, \( p_0 \) is the reference point, the depth of which is \( d_0 \).

Then, for each point on or around the lips, if its depth difference is smaller than the predetermined threshold, we regard the point as being protruded.

4. Visual Enhancement by Pseudocolouring

Face deformation parallel to the image plane can easily be perceived using ordinary videos. In contrast, lip protrusion is perpendicular to the image plane and its perception is often difficult. To solve this problem, we use pseudocolouring on the basis of the measured depth of the lips.

4.1 Colourising Area Selection

We designed the system so that only a fixed area around the mouth is pseudocolourised because colour changes over a wide area of the face would make viewers feel uncomfortable. We, therefore, consider two different subareas, the lip subarea and the non-lip subarea, as illustrated in Fig. 3. For the lip subarea, it is coloured vividly with an attention-grabbing colour if the lips are protruded. For the non-lip subarea, it is coloured to provide a contrast if the lip subarea is protruded.

The lip subarea is further segmented into the upper lip subarea and the lower lip subarea as illustrated in Fig. 4. The physiological characteristic that means that the upper lip bulges slightly more in comparison to the lower lip sometimes results in unbalanced colourising.

4.2 Pseudocolouring Method

We designed the pseudocolouring on the basis of the Hue-Saturation-Intensity (HSI) colour space. Hue is used to represent the amount of depth change. Saturation is used to emphasise the important area of lip protrusion. Intensity is maintained as much as possible to give the original two-dimensional information as it is.

First, we convert RGB values to HSI values according to [13]. Details are given in the Appendix. Then, the HSI value is modified using the following method.

As we mentioned above, the intensity is kept the same as the input, i.e. \( I = I' \). Hue is determined according to
the relative depth difference to the reference point for each pixel. One important phenomenon that we noticed in our experiments is that if the hue changes continuously, it does not draw the viewers’ attention very much. Significant discontinuity, i.e. coarse quantisation, is necessary for the changes to be noticed, i.e. protrusion. For this purpose, we quantise hue into three levels that correspond to three ranges of relative depth (see Table 1). Hue value is then modified via the formula shown in the Appendix. The upper lip and the lower lip usually have a slightly different amount of protrusion; hence, we designed slightly different corresponding ranges of distance between them. Note that the parameters concerning depth ranges are adjusted to the native speaker who provided pronunciation samples for our video-based materials.

Saturation is the most difficult part because not all the value combinations of hue, saturation and intensity can be converted into a valid range of RGB values. To cope with this problem, the maximum saturation value allowed with the values of hue and intensity that are modified in the above ways is calculated first. (The Appendix gives the actual method). The saturation value is determined on the basis of the maximum value and depth difference \( \Delta d \) for each hue range (shown in Table 1).

\[
\hat{S}_{\text{lip}} = \begin{cases} 
S_{\text{max}} & \text{hue is around red} \\
S_{\text{max}} (0.8 - (\Delta d - 20) / 100) & \text{hue is around green: upper lip} \\
S_{\text{max}} (0.8 - (\Delta d - 27) / 100) & \text{hue is around green: lower lip} \\
S_{\text{max}} (0.8 - (\Delta d - 60) / 100) & \text{hue is around blue}
\end{cases}
\]

\[
\hat{S}_{\text{non-lip}} = \begin{cases} 
S_{\text{max}} (1.0 - (\Delta d / 2) / 100) & \text{hue is around green} \\
S_{\text{max}} (0.6 - (\Delta d - 60) / 100) & \text{hue is around blue}
\end{cases}
\]

The maximum allowed saturation is assigned to a red-based hue of significant protrusion. The saturation value assigned to a green-based range of minor or no protrusion and that assigned to a blue-based range of skin background are determined as being proportional to the maximum saturation.

Table 1  Hue calculation

<table>
<thead>
<tr>
<th>Mouth area level</th>
<th>Depth difference range</th>
<th>Hue value range (degree)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper lip / lower lip (mm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Significant protrusion</td>
<td>Upper lip subarea: ( \Delta d \leq 20 ) Lower lip subarea: ( \Delta d \leq 27 )</td>
<td>Red-based: [0, 20]</td>
</tr>
<tr>
<td>Low-protrusion or non-protrusion</td>
<td>Upper lip subarea: ( 20 &lt; \Delta d \leq 60 ) Lower lip subarea: ( 27 &lt; \Delta d \leq 60 )</td>
<td>Green-based: [120, 160] [120, 153]</td>
</tr>
<tr>
<td>Non-lip subarea: ( \Delta d \leq 60 )</td>
<td></td>
<td>[120, 180]</td>
</tr>
<tr>
<td>Skin background</td>
<td>( 60 &lt; \Delta d \leq 100 )</td>
<td>Blue-based: [240, 280]</td>
</tr>
<tr>
<td>Non-target area</td>
<td>( 100 &lt; \Delta d )</td>
<td>Original hue value</td>
</tr>
</tbody>
</table>

Appendix.

4.3 Smoothing Around Borders

The discontinuity of color around borders can make images very unnatural and draws unnecessary attention. To avoid this effect, pseudocolours and original colours are blended proportionally on the basis of the distance from the border. Figure 5 shows an example of the final result of pseudocolouring. Figure 6 shows an example with non-negligible noise, and it is still acceptable.

5. Experiments

5.1 Objective

The experiments were conducted to confirm the effect of our proposed method on actual learners. We chose Chinese pronunciation as a target. We gathered 43 students from Kyoto University as participants: 10 were beginners who had not learned Chinese, 23 had learned Chinese for nearly one semester and 10 were students with experience of learning Chinese for approximately a year and a half.

To compare the effect on learning that our method has with the effect that conventional videos have, participants were randomly separated into two groups: Group A used conventional videos of a native speaker, whereas Group B used the native speaker’s videos prepared using our method. We did not separate learners by learning periods because the statistics can be more reliable by the number of samples without separation. Conversely, it is not intended to evaluate the effects of learning periods.

Given that the two groups might have different levels of knowledge or ability as starting point, for better reliability of statistics, we used an indirect method in which advantages to the baseline methods described below are parameterised for both groups, and then the efficacy is compared on the basis...
of the parameters. This idea is based on common methods in education, medicine, and others. For statistics in those fields, applying two or more different treatments to the same person is often avoided, e.g., different teaching methods, different medicine, etc. Otherwise, learning effects or curative effects would inevitably affect the statistics. Moreover, pre-test often affects the internal states of learners because they could be aware of what is focused upon and they could recall them if the pre-test is closely related to the content of statistics. This problem has been intensively examined, and not a few ideas and methods were proposed [14]. Rubin defined three categories of missing data [15], [16], based on which our experiments correspond to missing completely at random (MCAR) condition. If MCAR condition is satisfied, mean, regression, or some of other statistics can safely be compared between two groups.

5.2 Content

We chose a pair of unrounded and rounded vowels, /i/ and /y/ in the International Phonetic Alphabet (IPA) format. Both vowels are situated in the same position on the IPA chart; however, they have different degrees of lip protrusion. The corresponding formats in Chinese Pinyin notation are ’ü’ and ’u’-symbolised as ’u’ when associates with ’j’, ’q’, ’x’ and ’y’, respectively.

They can be associated with six consonants-’j’, ’l’, ’n’, ’q’, ’x’ and ’y’-and four tones in Chinese. Consequently, we have 48 words in total. Each word is used 12 times for each participant to obtain sufficient samples for statistical analysis.

Four types of learning materials for those words were prepared: (a) pinyin symbol, (b) pinyin symbol with audio, (c) combination of pinyin symbol and common video (audio included) and (d) combination of pinyin symbol and pseudocolourised video (audio included). The 48 words are randomised into three groups, each group contains eight rounded words and eight unrounded words. One group is presented in pinyin material (a); another group is in audio material (b); the last group is in 2 types of material, both (c) and (d). Figure 7 gives the examples of (a) and (b). Figure 8 provides examples for (c) and (d). The left half demonstrates the examples of the mouth area used in the experiment; upper one is for (c), lower one is for (d). On the right is a full-face image of another native that gives an overall impression of video-based learning materials. The sequence of words is randomised every time to avoid an order effect. For (c) and (d), the pinyin symbol is placed near the mouth. This manoeuvre can keep participants’ attention focused around the mouth. Participants in Group A perform the pronunciation for (a), (b) and (c); participants in Group B perform for (a), (b) and (d).

5.3 Scoring of Pronunciation

Every pronunciation made by the participants was evaluated by three Chinese native speakers who had experience in teaching the Chinese language to Japanese students. They judged whether the participants had made correct pronunciations by listening to audio files, with informed which pronunciations the participants were requested to pronounce. In particular, each pronunciation was evaluated as the correct pronunciation or another incorrect pronunciation. The final evaluation results were obtained on the basis of a majority vote, i.e. we accepted the results that two or more evaluators supported.

Arithmetic mean of Cohen’s kappa [17], [18] of every pairwise native evaluators on rounded vowel, unrounded vowel, consonant and tone were calculated to evaluate inter-rater reliability (Table 2). According to the guidelines for interpreting kappa values [19], consonant and tone have almost ‘perfect’ agreement, rounded vowel has ‘fair’ agreement and unrounded vowel has ‘moderate’ agreement. This result suggests that learners’ pronunciation of rounded and unrounded vowel is sometimes ambiguous for which evaluators do not have a good match. However, the value of kappa indicates ‘fair’ or ‘moderate’ based on the guideline, which is still acceptable. Therefore, we conclude that each evaluation can be trusted if majority of evaluators support them.

5.4 Results and Discussion

Since rounded vowels are our focus concerning articulation that requires lip protrusion, we first present the detailed re-
Table 2 Inter-rater reliability values

<table>
<thead>
<tr>
<th>Pronunciation element:</th>
<th>Arithmetic mean of Cohen’s kappa:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consonant</td>
<td>0.89</td>
</tr>
<tr>
<td>Rounded Vowel</td>
<td>0.39</td>
</tr>
<tr>
<td>Unrounded Vowel</td>
<td>0.49</td>
</tr>
<tr>
<td>Tone</td>
<td>0.96</td>
</tr>
</tbody>
</table>
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**Fig. 9** Overall performance concerning the number of incorrect pronunciations of rounded vowels

Table 2 presents the inter-rater reliability values for different pronunciation elements. These values are measured using Cohen’s kappa, an inter-rater agreement statistic.

Results on rounded vowels, and next, we briefly show the results regarding unrounded vowels, consonants and tones for comparison.

Figure 9 shows the overall result for rounded vowels. The graph shows the number of average and standard deviations of incorrect pronunciations. The left and middle columns show the results of the cases in which pinyin symbol material (a) and audio material (b) were presented to participants, respectively. The third column shows the results of presenting a conventional video (c) and a pseudocoloured video (d) to Group A and Group B, respectively.

From the average values, we can see that pronunciations made good improvements in the case of both the conventional video and the pseudocoloured video. They show the superiority of video-based materials over the pinyin symbol and audio-based materials.

Next, we compare the effects of conventional videos and pseudocoloured videos. A direct comparison is not possible because the performances of the participants are slightly different between the two groups.

For this purpose, we use regression analysis as shown in Fig. 10. The graph shows the estimation of how many potentially incorrect pronunciations using pinyin symbol materials also occur with video-based materials. The horizontal axis represents the number of incorrect pronunciations with pinyin symbol materials, and the vertical axis represents the number of incorrect pronunciations with video-based materials. Each dot represents the result of one participant. The regression indicates how many incorrect pronunciations are expected to occur by using each video-based material. In other words, a smaller inclination means a larger amount of potential improvements from the baseline method.

The red line ($Y = 0.84 \times X - 2.80$) and the blue line ($Y = 0.64 \times X - 2.68$) in Fig. 10 are the linear regressions for Group A and Group B, respectively, where $Y$ indicates the number of incorrect pronunciation for rounded vowels through the video-based learning materials-material type (c) or (d); $X$ represents the number of incorrect pronunciation for rounded vowels through the pinyin learning material-material type (a), that is the baseline method in this comparison. The inclination for Group A is greater than it for Group B, ($p < 0.01$ for both cases). The R-squared values of Group A and Group B are 0.93 and 0.89, respectively, both of which show the reliability of the regression.

Similar effects were observed when we consider audio learning material-material type (b) as the baseline method. Linear regressions are $Y = 0.91 \times X - 1.18$ and $Y = 0.82 \times X - 0.82$ for Group A and Group B, respectively. Group B has smaller inclination value than Group A ($p < 0.01$ for both cases) too. The R-squared values are 0.97 and 0.98 for Group A and Group B, respectively. Both the results demonstrated that more improvement can be expected through pseudocoloured video material than common video material.

A t-test for rounded vowels using conventional video materials and pseudocoloured video materials was also conducted. In this calculation, we excluded the data of participants who made correct pronunciations for almost all samples with pinyin symbol materials. Those participants obtained almost perfect results for both video-based methods, and improvements are not different between them, i.e. their values are either 0 or very small. To avoid this effect, we gathered the data of participants who delivered incorrect pronunciation for more than five samples, i.e. who have enough room for improvement. For those data, the t-test result shows a significant difference between the two groups (one-tail P-value is 0.0083). Based on these facts, we conclude that pseudocoloured video materials have superiority over conventional video materials.
Figure 11 shows the experimental data distribution for unrounded vowels, consonants and tones. Since no reliable regression models were obtained, only experimental data were drawn. In contrast to rounded vowels, the results do not show any superiority of pseudocoloured video materials. For unrounded vowels, Group A and Group B were drawn separately for better viewing. All participants demonstrated good performance, and we cannot see any differences. For consonants and tones, results are more scattered; however, there are no clear performance differences between the two video-based methods. It is reasonable because a pseudocoloured video does not provide better information than a conventional video in showing consonant and tone. This implies that the differences between the videos only work for rounded vowel improvement as we had designed. The result also implies that pseudocolouring does not have a negative effect on learning consonant and tone pronunciation.

6. Conclusion

In this research, we focused on learning support for pronunciation, particularly lip protrusion. To achieve this, we proposed the pseudocolouring of face images through sensing with an RGB-D camera. This visualisation provides learners with an intuitive sense and comprehensible information regarding lip protrusion. This method can be used in preparation of teaching materials and can also be used to check learners’ pronunciations. We conducted experiments to verify the former usage. The results of the experiment indicate that our proposed method provides better performance than does the conventional video method in the reduction of incorrect vowel pronunciations. Moreover, the results show that beginners who often make mistakes demonstrate significant improvements with our method. It suggests that the method works for beginners from the early days of learning.

For future studies, we need to verify how the pseudocolouring of learners’ videos helps their learning. This function will provide a new kind of visual feedback to learners. Moreover, the data can be stored in an e-portfolio and can be used for formative assessment of both teachers and students. For this purpose, we need the automatic adjustment of pseudocolouring parameters for each user. In particular, in our experiments, we determined the colouring parameters for a specific person; however, this adjustment needs to be automated for each learner. As another extension of our work, the automatic evaluation of pronunciation is a good target, whereby feedback such as pronunciation instruction can be provided. This could be a good idea for the future design of language learning environments.
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**Appendix:**

**Calculation for HSI values:**

Converting RGB to HSI [13], we get the following:

\[
H = \begin{cases} 
\theta & B \leq G \\
360 - \theta & B > G 
\end{cases}
\]

With

\[
\theta = \cos^{-1}\left\{ \frac{1}{2} \left[ \frac{(R - G) + (R - B)}{(R - G)^2 + (R - B)(G - B)} \right] \right\}^{1/2}
\]

\[
S = 1 - \frac{3}{R + G + B} \text{min}(R,G,B)
\]

\[
I = \frac{1}{3}(R + G + B)
\]

Converting HSI to RGB [13], we get the following:

Red-Green sector \(0 \leq H < 2\pi/3\):

\[
B = I(1 - S)
\]

\[
R = I \left[ 1 + \frac{S \cos H}{\cos (\pi/3 - H)} \right] 
\]

\[
G = 3I - (R + B)
\]

Green-Blue sector \(2\pi/3 \leq H < 4\pi/3\):

\[
R = I(1 - S)
\]

\[
G = I \left[ 1 + \frac{S \cos (H - 2\pi/3)}{\cos (\pi/3 - (H - 2\pi/3))} \right] 
\]

\[
B = 3I - (R + G)
\]

Blue-Red sector \(4\pi/3 \leq H \leq 2\pi\):

\[
R = I(1 - S)
\]

\[
B = I \left[ 1 + \frac{S \cos (H - 4\pi/3)}{\cos (\pi/3 - (H - 4\pi/3))} \right] 
\]

\[
R = 3I - (G + B)
\]

Hue determination according to distance segmentations gives the following:

Lip subarea:

\[
\Delta d \leq 20 \text{ (upper lip subarea)}:
\]

\[
\tilde{H} = \begin{cases} 
0 & \Delta d < 0 \\
\Delta d & 0 \leq \Delta d \leq 20 
\end{cases}
\]

\[
\Delta d \leq 27 \text{ (lower lip subarea)}:
\]

\[
\tilde{H} = \begin{cases} 
0 & \Delta d < 0 \\
\Delta d & 0 \leq \Delta d \leq 27 
\end{cases}
\]

20 < \Delta d < 60 \text{ (upper lip subarea)}:

\[
\tilde{H} = (\Delta d - 20) + 120
\]

27 < \Delta d < 60 \text{ (lower lip subarea)}:

\[
\tilde{H} = (\Delta d - 27) + 120
\]

Non-lip subarea:

\[
\Delta d \leq 60:
\]

\[
\tilde{H} = \begin{cases} 
120 & \Delta d < 0 \\
\Delta d + 120 & 0 \leq \Delta d \leq 60 
\end{cases}
\]

Lip and non-lip subarea:

60 < \Delta d < 100:

\[
\tilde{H} = (\Delta d - 60) + 240
\]

100 < \Delta d: Original value that is converted from RGB.

The maximum allowed saturation is calculated on the basis of the variation of formula (A·1), (A·2) and (A·3). For example, when the hue is around red, the maximum allowed saturation calculation is as follows:

\[
S_{\text{max-red}} = \frac{\left( R_{\text{max}} / I - 1 \right) \cos (\pi/3 - \tilde{H})}{\cos \tilde{H}}
\]
where $\tilde{R}_{\text{max}}$ is set to the maximum allowed value, i.e. 1.0.
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