Outer trench slope flexure and faulting at Pacific basin subduction zones
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SUMMARY

Flexure and fracturing of the seafloor on the outer trench wall of subduction zones reflect bending of the lithosphere beyond its elastic limit. To investigate these inelastic processes, we have developed a full nonlinear inversion approach for estimating the bending moment, curvature and outer trench wall fracturing using shipboard bathymetry and satellite altimetry-derived gravity data as constraints. Bending moments and downward forces are imposed along curved trench axes and an iterative method is used to calculate the nonlinear response for 26 sites in the circum-Pacific region having seafloor age ranging from 15 to 148 Ma. We use standard thermal and yield strength envelope models to develop the nonlinear moment versus curvature relationship. Two coefficients of friction of 0.6 and 0.3 are considered and we find that the lower value provides a better overall fit to the data. The main result is that the lithosphere is nearly moment saturated at the trench axis. The effective elastic thickness of the plate on the outer trench slope is at least three times smaller than the elastic thickness of the plate before bending at the outer rise in agreement with previous studies. The average seafloor depth of the unbent plate in these 26 sites matches the Parsons & Sclater depth versus age model beyond 120 Ma. We also use the model to predict the offsets of normal faults on the outer trench walls and compare this with the horst and graben structures observed by multibeam surveys. The model with the lower coefficient of friction fits the fault offset data close to the trench axis. However, the model predicts significant fracturing of the lithosphere between 75 and 150 km away from the trench axis where no fracturing is observed. To reconcile these observations, we impose a thermoelastic pre-stress in the lithosphere prior to subduction. This pre-stress delays the onset of fracturing in better agreement with the data.
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1 INTRODUCTION

Subduction zones provide a natural laboratory for estimating the strength of the oceanic lithosphere. Walcott (1970) interpreted the topography of the outer rise observed seawards of Western Pacific trenches as an upward deflection caused by the bending of oceanic lithosphere as it subducts, and furthermore, suggested that this flexure can be modelled as the response to an applied force of a thin elastic plate floating on a fluid substratum. The flexural rigidity of the plate was identified as the key parameter that could predict the amplitude and wavelength of the concave-downward bending at the outer rise. For the Kuril Trench in particular, Hanks (1971) calculated that a horizontal force applied to a semi-infinite thin elastic plate having its origin at the trench axis could produce a flexural bulge similar to the outer rise, and predicted that the excess mass of the bent lithosphere there should then result in gravity anomalies that closely mimic the shape of the regional bathymetry. Indeed, an outer gravity high was observed in shipboard data collected at various subduction zones (Watts & Talwani 1974). The models discussed in Watts & Talwani (1974) expanded on the methods proposed in Hanks (1971) by also considering the effect of vertical shear forces, but it was Parsons & Molnar (1976) who developed an analytic framework that incorporated an applied bending moment at the trench. These various efforts eventually led to the formulation of a mathematical model for the flexure of a semi-infinite thin elastic plate resting on a fluid quarter-space and acted upon by the combination of a vertical force and a bending moment at one of its boundaries (Caldwell et al. 1976). This ‘universal elastic trench profile’ was used to describe how the long-term regional deformation of a strong oceanic lithosphere floating on an inviscid asthenosphere...
could generate the observed bathymetry and gravity features of the trench outer rise and slope.

Simple elastic flexure models provide a remarkably good fit to bathymetry and gravity data outboard of the trench axis (Caldwell et al. 1976). In addition, simple models of the cooling of the lithosphere give a reasonably accurate description of the increase in seafloor depth with age (Parsons & Sclater 1977). Assuming that the upper part of the lithosphere behaves elastically for temperatures less than $\sim$600 °C, the combination of the cooling and flexure models predicts that the elastic thickness, and thus flexural wavelength, of the lithosphere should depend on the age of the lithosphere. This elastic thickness versus age relationship has been adequately confirmed for moderate-sized seamounts (Watts 2001) but fails for flexure studies at subduction zones (Levitt & Sandwell 1995; Bry & White 2007) if a constant value for the elastic thickness is assumed to hold for the entire oceanic plate. However, when Hunter & Watts (2016) used an approach that incorporated variable elastic thickness by specifying an initial ‘seaward’ value that would gradually decrease to a final ‘landward’ value near the trench axis, they found that both sets of ‘seaward’ and ‘landward’ elastic thickness estimates trended upward with age. The decrease in elastic thickness as the plate approaches the trench axis could be considered as representing the inelastic deformation in lithosphere that is bent well beyond its elastic limit (Wessel 1992). The thin elastic plate flexure theory is accurate when the curvature of the flexed plate is small ($\sim10^{-8} \text{ m}^{-1}$). However, as the curvature is increased, the upper part of the plate yields by sliding on optimally oriented faults while the lower part of the plate yields by ductile flow processes (Goetze & Evans 1979; Mueller & Phillips 1995). At low curvatures, there is an almost linear relationship between the bending moment and the curvature, so their ratio is equivalent to the flexural rigidity, which in turn is related to the cube of the elastic thickness. However, at high curvatures, the nonlinear processes dominate and eventually the moment saturates. As the bending approaches moment saturation, the ratio of moment to curvature drops far below the initial elastic value and the plate appears thinner (i.e. effective elastic thickness). McNut & Menard (1982) developed a method for correcting the effective elastic thickness back to the true mechanical thickness using the measurements of maximum plate curvature combined with a model for the yield strength versus depth. While this approach can be accurate for plates bent at moderate curvatures ($\sim10^{-7} \text{ m}^{-1}$), it provides inaccurate results for plates bent at higher curvatures (Mueller & Phillips 1995). Moreover, bathymetric fractures on the outer trench walls of subduction zones may give a reasonably accurate description of the increase in the uppermost part of the plate that can be related to the surface faulting. The main questions we will consider in this study are:

1. Are the flexed plates at subduction zones close to moment saturation?
2. Is an age-dependent YSE model consistent with the observations?
3. Which combination of brittle, ductile and thermal models is most consistent with the observations?

Our analysis is similar to the global compilation by Levitt & Sandwell (1995) and later work by Bry & White (2007) but with a few significant differences, foremost of which is that those studies used constant-rigidity thin plate flexure to model gravity and topography profiles. Meanwhile, recent efforts that attempted to improve upon them by developing methods for variable-rigidity plates instead (Hunter & Watts 2016; Zhang et al. 2017) are more closely related to our study, however, we will also mention some important distinctions in the details further below. The Levitt & Sandwell (1995) study limited the bathymetry to actual soundings while the Bry & White (2007) study used data based on depth-averaging of the isotherm assuming constant rigidity. In this analysis, we have combined with the Bilek & Watts (2015a) dataset that includes bathymetry and gravity data outboard of the trench axis (Caldwell et al. 1976). The strength of each segment is adjusted so the model topography and gravity outboard of the trench match observations. The planform of the trench is digitized from Bassett & Watts (2015a,b). The plate has a nonlinear moment curvature relation provided by a YSE model. The nonlinear differential equation is solved using an iterative spectral method (Garcia et al. 2015).
segments outboard of the trench. Here we use a refined gravity model (Sandwell et al. 2014) and actual ship soundings that were recently updated (Olson et al. 2014). Moreover, rather than using only profiles that are nearly perpendicular to the trench, which greatly limit the areas to be modelled (Levitt & Sandwell 1995), we developed a flexural surface model defined over two horizontal dimensions to account for the actual 2-D geometry of the trench in map view. Therefore, all ship soundings in the area can be used to provide adequate coverage of locations both adjacent to and away from the trench. This can have an important effect where the planform of the trench is sharply curved (Manriquez et al. 2014). Any differences in geometry may be a concern not just for how data are included in an inverse modelling approach but also with regard to the results of the parameter estimation process. It was demonstrated in Wessel (1996) that using 1-D trench-perpendicular profiles instead of a 2-D plate to estimate elastic thickness using flexure models can result in values that are as much as 30 percent higher than the synthetic model thickness, when the applied bending moments and vertical loads are specified to vary along the trench axis. Most importantly, our model uses a full nonlinear relationship between bending moment and curvature for a given YSE. This is in contrast to some previous approaches in which the variable elastic thickness of a plate is represented with discontinuous regions of constant thickness, or a ‘stair-step’ form. Such stair-step variations in elastic thickness have been applied to modelling of trench-perpendicular profiles of bathymetry along the Chile (Contreras-Reyes & Osses 2010) and Mariana (Zhang et al. 2014) subduction zones, as well as for a selection of subduction zones globally (Zhang et al. 2017). In another study comparing the strength of the incoming plate across multiple trenches, ensemble average profiles of marine gravity anomalies within regions of and across entire circum-Pacific subduction zones were used as inputs for inverse modelling to obtain models of ramp-like variations of elastic thickness (Hunter & Watts 2016). The modelling of elastic thickness with a stair-step form has also been applied to plate regions outboard of the Chile trench (Manriquez et al. 2014), while arbitrary functional forms of the variation in elastic thickness were used for the incoming plate at the Manila trench (Zhang et al. 2018). Another approach that can result in continuous variations of elastic thickness is to implement a full elastoplastic numerical simulation, but this has only been attempted for profiles at the Mariana subduction zone thus far (Zhou et al. 2015; Zhou & Lin 2018). Our methods are distinct from these prior efforts by allowing for a smooth and continuous variation in plate rigidity which is derived from a moment–curvature relation.

2 FLEXURE MODELLING APPROACH

2.1 Physical model

The physical model consists of a thin elastic plate of variable flexural rigidity $D(x, y)$ floating on a fluid substrate. The substrate has the same density $\rho_s$ as the upper mantle, and the plate is overlain by ocean having density of $\rho_w$. The differential equation describing the deflection of the plate $w(x, y)$ in response to a spatially variable vertical load $p(x, y)$ is given by

$$\nabla^2 \left[ D \nabla^2 w \right] - (1 - v) \left[ \frac{\partial^2 D}{\partial x^2} \frac{\partial^2 w}{\partial y^2} - 2 \frac{\partial^2 D}{\partial x \partial y} \frac{\partial^2 w}{\partial x \partial y} + \frac{\partial^2 D}{\partial y^2} \frac{\partial^2 w}{\partial x^2} \right]$$

$$- N_i \frac{\partial^2 w}{\partial x} - 2 N_i \frac{\partial^2 w}{\partial x \partial y} - N_i \frac{\partial^2 w}{\partial y^2}$$

$$+ (\rho_w - \rho_s) g w = p(x, y), \quad (1)$$

where $g$ is the acceleration of gravity and $N_i$, $N_y$, and $N_x$ are the in-plane forces. The equation follows the formulation in Ventcel & Krauthammer (2001) for plates with varying rigidity, but with the term for the substrate response adapted for the oceanic lithosphere. When the flexural rigidity $D(x, y)$ is uniform or varies smoothly, it can be expressed in terms of an elastic thickness $T_i(x, y)$,

$$D(x, y) = \frac{E T^2_i(x, y)}{12(1 - \nu^2)}, \quad (2)$$

in which $E$ is Young’s modulus and $\nu$ is Poisson’s ratio.

We solve the equation using an iterative spectral method (Garcia et al. 2015), where the geographic extent of the model is much larger than the geographic extent of the vertical load. The boundary conditions are such that the plate deflection and its derivatives vanish far from the loads.

Bending moments and vertical loads are applied along finite-length curved segments as shown in Fig. 1. The moment is approximated as a force couple of equal and opposing vertical loads following the numerical method described in Garcia et al. (2015). In addition to computing the deflection of the plate, the gravity anomaly is calculated by upward continuation of the seafloor gravity to the ocean surface using the mean depth in the region. Each curved segment serves as a Green’s function for the model inversion. The regional trench model consists of multiple segments placed end-to-end following the planform of the actual trench. Let us assume that we had correct values for the strength of the moments and vertical loads along the specified number of segments. We begin the solution by constructing a spatially variable rigidity using the age of the lithosphere outboard of the trench (Müller et al. 2008, 2016) and a YSE model. A plate with a low rigidity of $\sim 10^{21}$ N m is used for the model region inboard of the trench which represents the area covered by the overriding plate to complete the spatial definition of rigidity needed for the solver. Using the approach of Garcia et al. (2015), we solve for the plate deflection, gravity anomaly and plate curvature for this initial guess at rigidity. We then use the curvature grid to re-estimate the spatial variations in rigidity by applying the YSE formulation. We iterate until convergence of the solution for the deflection of the plate (Burov & Diament 1995), which is normally reached after 5–10 iterations. This analysis provides linearized Green’s functions for each of the segments. These Green’s functions are used in the inversion to update the estimates of the moments and vertical loads along the segments. Curvature from the updated solution is used to re-estimate the spatial variations in rigidity and a second set of Green’s functions is constructed. This outer loop generally converges after 3–5 iterations. Our iterative modelling procedure is depicted as a flowchart in Fig. 2.

2.2 Data preparation

The inversion for the moments, vertical loads and outer trench wall deformation is performed by minimizing the misfit between the model bathymetry and gravity. There are four types of data that go into this analysis. The coordinates of the trench planform are determined using the deepest points along the trench from Bassett & Watts (2015a,b), which are then divided into segments of a set length. The segments for two example areas are shown as dashed white lines in Fig. 3. The age of the lithosphere for the region is based on the analysis of Müller et al. (2008) and, as described above, lithosphere inboard of the trench is set to a low value of rigidity to simulate a weak subducted plate that will have little influence on the flexure of the plate outboard of the trench. Seafloor depth is based on a recent global compilation at 500 m resolution (Olson
The features of our model set-up that are selected by the user include the length of the individual trench segments, the along-trench extent to be considered for load estimation and the area of the observations to be included in the parameter estimation process (Fig. 3). For this work, we chose to divide the trench axis into 50-km long trench segments and estimate the loads for 500-km long regions in the along-trench direction. From the centre of this entire model region we measure a 300-km long sub-region along the trench axis and only include data that are approximately 750 km seawards of this smaller sub-region. The trench-parallel and trench-perpendicular extent of the data are about the same size as the trench-segment bins used for analysis in a previous study (Hunter & Watts 2016).

We processed the marine gravity and bathymetry data prior to inverting for the flexural parameters to generate the input seafloor gravity and topography data. First, we removed a long-wavelength slope based on the expected seafloor subsidence due to lithosphere cooling with age (Parsons & Sclater 1977) from the bathymetry data, and then did the same for the corresponding effect on the gravity data. We computed a spherical harmonic model for the
free-air gravity anomaly to degree and order 16 and subtracted that from the marine gravity as well (Hunter & Watts 2016). Another correction varying slowly across large spatial scales is that due to sediment loading, which we also apply to the bathymetry data (Divins 2003; Whittaker et al. 2013). Short-wavelength features in both the bathymetry and gravity that we do not wish to fit in our models include seamount edifices and the seafloor offsets across fracture zones. Previous methods for isolating this non-flexural to-
2.3 Estimating model parameters

We solve a parameter estimation problem for the values of bending moment and vertical shear force at the trench axis (Fig. 1) using a 1-norm minimization. For everyith trench segment, we solve for a downward vertical load \( V_i \) and a bending moment \( M_j \) that is applied perpendicular to that segment. In addition we impose a smoothness constraint to minimize the difference in moment and downward force between adjacent segments. The 1-norm minimization is

\[
\min \left\{ \| \mathbf{Am} - \mathbf{b} \|^2 + \alpha \| \mathbf{Sm} \|^2 \right\},
\]

where \( \mathbf{m} \) is a vector of model parameters, \( \mathbf{A} \) is the design matrix, \( \mathbf{b} \) is a vector of data constraints, \( \mathbf{S} \) is the smoothing matrix and \( \alpha \) is the relative weight given to the smoothing parameter. We set up a system of linear equations to jointly satisfy the relations \( \mathbf{Am} = \mathbf{b} \) and \( \mathbf{Sm} = \mathbf{0} \). These equations can be expressed in matrix form as,

\[
\begin{bmatrix}
\Gamma_\delta \mathbf{G}_w(M) & \Gamma_\delta \mathbf{G}_w(V) & \Gamma_\delta \\
\lambda \Gamma_\delta \mathbf{G}_w M & \lambda \Gamma_\delta \mathbf{G}_w V & 0 \\
\alpha \mathbf{D} & 0 & 0 \\
0 & \alpha \mathbf{D} & 0
\end{bmatrix}
\begin{bmatrix}
\mathbf{m}_w \\
\mathbf{m}_g \\
\mathbf{w}_0 \\
\mathbf{w}_0
\end{bmatrix}
= \begin{bmatrix}
\Gamma_\delta \hat{\mathbf{w}} \\
\lambda \Gamma_\delta \hat{\mathbf{g}} \\
0 \\
0
\end{bmatrix}.
\]  

(4)

On the left-hand side of eq. (4), the Green’s functions \( \mathbf{G} \) are calculated for the plate deflection \( \hat{\mathbf{w}} \) and gravity anomaly \( \hat{\mathbf{g}} \) that correspond to the model plate’s flexural response to a unit bending moment \( M \) and unit vertical load \( V \) at the ith model trench segment. The data vector \( \mathbf{b} \) consists of sub-vectors for the processed bathymetry \( \hat{\mathbf{w}} \) and marine gravity anomaly \( \hat{\mathbf{g}} \). The components of the model vector represent the estimated values of the applied loads at the N trench segments:

\[
\begin{align*}
\mathbf{m}_w &= [M_1, M_2, \ldots, M_N]^T, \\
\mathbf{m}_g &= [V_1, V_2, \ldots, V_N]^T.
\end{align*}
\]

(5)

(6)

Along with these main flexural loading parameters, we also estimate an unknown offset \( w_0 \) between the processed bathymetry data and the model deflection surface, which is calculated in reference to the depth of zero deformation. The offset \( \Delta g_0 \) serves the same purpose for gravity anomalies.

On the right-hand side of eq. (4), the input data are comprised of independent sets of shipboard soundings and satellite altimetry-derived gravity anomalies. The observations to be compared with the model predictions are the bathymetry and marine gravity anomaly data after the corrections have been applied, and these inputs are represented in the sub-vectors \( \hat{\mathbf{w}} \) and \( \hat{\mathbf{g}} \), respectively. The elements of these sub-vectors are assigned individual weights based on distance from the trench (Levitt & Sandwell 1995; Emry et al. 2014). These weights are expressed as the following diagonal matrices:

\[
\Gamma_\delta = [\Gamma_{\delta,1}, \Gamma_{\delta,2}, \ldots, \Gamma_{\delta,q}]^T,
\]

(7)

\[
\Gamma_{\Delta g} = [\Gamma_{\Delta g,1}, \Gamma_{\Delta g,2}, \ldots, \Gamma_{\Delta g,r}]^T.
\]

(8)

The smoothness constraint imposed on \( \mathbf{m}_w \) and \( \mathbf{m}_g \) may be adjusted independently through the choice of \( (\alpha_w) \) and \( (\alpha_g) \) values. The first-difference operator \( \mathbf{D} \) is just

\[
\mathbf{D} = \begin{bmatrix}
1 & -1 & 0 & \ldots & 0 \\
0 & 1 & -1 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \ldots & 0 & 1 & -1
\end{bmatrix}.
\]

(9)

As for the smoothing parameters, we prescribe a minimum value of \( \alpha \) such that all vertical shear loading values estimated at the trench are applied in the downward sense, and all the bending moments have the same sign. Meanwhile, an upper bound on \( \alpha \) would result from the case in which all segments have the same direction and magnitude of loading parameters – an oversmoothed model.

We can define a joint misfit function \( \psi \) for bathymetry and gravity as follows:

\[
\psi = \frac{1}{1 + \lambda} \left\{ \sum_{i=1}^q \xi_{wi} + \lambda \sum_{j=1}^r \xi_{\Delta gj} \right\},
\]

(10)

which is similar to the misfit criterion used in Levitt & Sandwell (1995). The residuals \( \xi \) at each model and data gridpoint \((x, y)\) are computed using

\[
\xi_{wi} = \Gamma_{wi} [w(x_i, y_j) - \hat{w}_i],
\]

(11)

\[
\xi_{\Delta gj} = \Gamma_{\Delta gj} [\Delta g(x_j, y_j) - \hat{\Delta g}_j],
\]

(12)

The residuals are divided by \( \xi \), which is the total absolute deviation from the mean,

\[
\zeta_{\Delta b} = \sum_{i=1}^q \Gamma_{wi} |\hat{w}_i - \bar{w}|,
\]

(13)

\[
\zeta_{\Delta g} = \sum_{j=1}^r \Gamma_{\Delta gj} |\hat{\Delta g}_j - \bar{\Delta g}|,
\]

(14)

and so the misfit measure is an indicator of how much of an improvement over a constant plane the model deflection surface provides in terms of fitting the data. A weighting parameter \( \lambda \) controls the relative importance of the gravity to the bathymetry. Note that increasing \( \lambda \) would tend to improve the model fits to gravity at the expense of the bathymetry residuals. For most cases the lowest misfit values occur when \( \lambda \) is between 0.1 and 1. We set \( \lambda = 0.8 \) for our suite of models since this value minimized the misfit values for a series of tests that we performed.

The rigidity grid for each of our thin elastic plate models is estimated using a nonlinear moment–curvature relation that assumes a brittle–elastic–plastic rheology for the oceanic lithosphere (Fig. 4). In this yield strength envelope formulation (Goetze & Evans 1979;
Figure 4. These plots show differential stress as a function of depth within the limits imposed by a yield strength envelope (YSE). The parameters for the YSEs used in the calculations only differ in the values of the static coefficient of friction $\mu_f$ for the brittle failure criteria. One model uses $\mu_f = 0.85$ at shallow depths, which then transitions to $\mu_f = 0.6$ at greater depths (Byerlee 1978; referred to in the text as the S model). The other model (referred to in the text as the W model) uses a low value of $\mu_f = 0.3$ (Craig et al. 2014b). Both models assume that the pore pressure is fully hydrostatic. At the bottom of the lithosphere, the yield strength is determined by a set of low-temperature and high-temperature ductile flow laws with parameters that are appropriate for dry olivine (Mueller & Phillips 1995). The geotherms are calculated using a plate cooling model (Parsons & Sclater 1977). Subfigures a–c display the results for young lithosphere (40 Ma), while subfigures d–f are for old lithosphere (130 Ma). The plots in (a) and (d) show the differential stress profiles for elastic plate bending when the magnitude of the concave-downward curvature is $5 \times 10^{-7}$. The depth of brittle yielding is at the intersection of the elastic stress and the brittle yielding curve. Meanwhile, (b) and (e) show the accumulated thermal stress (Wessel 1992). The total stress after combining the contributions from both components can be seen in (c) and (f).

McNutt & Menard 1982), the differential stress in the upper portion of the lithosphere is assumed to be limited by brittle yielding. At greater depths, brittle failure transitions into ductile yielding. Moreover, the ductile behaviour is separated into regimes of low- and high-temperature plasticity. In the middle of the plate where the stresses do not reach these brittle and ductile yielding values, the plate continues to behave elastically and the stresses linearly increase away from the nodal plane with a gradient equal to the plate curvature. Note that unlike the case for flexure profile modelling, the horizontal grid dimensions in our models may not necessarily be aligned with two of the principal stress axes, which is the implicit assumption when dealing with profiles that only have one horizontal dimension. Strictly speaking, a coordinate transformation should be applied so that the curvature from the model grid can be put into the expressions for differential stress.

2.4 Lithosphere strength and flexural stresses

For the portion of the YSE describing brittle behaviour, we used a frictional failure criterion based on rock deformation experiments (Byerlee 1978). The shear stress $\tau$ along a fault plane is related to the normal stress $\sigma_n$, and the pore-fluid pressure $P_f$ by

$$\tau = 0.85(\sigma_n - P_f), \quad \sigma_n < 200 \text{ MPa},$$

$$\tau = 0.6(\sigma_n - P_f) + C_0, \quad \sigma_n > 200 \text{ MPa}.$$  (15)

In the above case the coefficient of friction $\mu_f$ has a value of 0.85 in shallow regions, but at depth $\mu_f = 0.6$. We set the rock cohesion $C_0$ at 50 MPa. We also ran models that were cohesionless and had a low value of friction ($\mu_f = 0.3$; Craig et al. 2014a), such that for all values of $\sigma_n$, we used the following relation:

$$\tau = 0.3(\sigma_n - P_f).$$  (16)
For a given strain rate and temperature, both flow laws will predict the transition value for differential stress.

\[ \dot{\varepsilon} = C_p \sigma^n \exp \left( -\frac{Q_p}{RT} \right), \quad \sigma < 200 \text{ MPa}. \]  

(18)

The magnitude of the ductile yield strength computed from these flow laws is thus dependent on the geotherm. To compute the temperature distribution, we used the plate cooling model of Parsons & Sclater (1977). A compilation of the physical constants used in constructing the yield strength envelopes is provided in Table 1.

For purely elastic plates, the components of stress \( \sigma \) along the \( x \) and \( y \) directions within the plate depend on the distance \( z' \) from the nodal plane,

\[
\sigma_{xx} = -\frac{E}{1 - \nu^2} z' \left( \frac{\partial^2 w}{\partial x^2} + \nu \frac{\partial^2 w}{\partial y^2} \right),
\]

(19)

\[
\sigma_{yy} = -\frac{E}{1 - \nu^2} z' \left( \frac{\partial^2 w}{\partial y^2} + \nu \frac{\partial^2 w}{\partial x^2} \right),
\]

\[
\tau_{xy} = -\frac{E}{1 + \nu} z' \left( \frac{\partial^2 w}{\partial x \partial y} \right).
\]

Thus, if a solution for the values of \( w \) are found for a particular flexure problem, the stresses within the plate can be computed. Note, however, that when applying the limits imposed by a choice of YSE parameters, the stress components first have to be projected onto the principal stress axes.

For half of the models that we present in this work, we also included the thermal stresses in the computation of differential stresses within the model lithosphere (Wessel 1992). Varying amounts of thermal contraction due to the cooling history of the oceanic lithosphere leads to the accumulation of thermal stresses. These stresses have two main components: an average contraction stress that is independent of depth, and a depth-varying component which we refer to as the thermal bending stress. To compute the cooling rates, we used a plate cooling model (Parsons & Sclater 1977), so the derivative of the temperature with respect to time \( t \) at a given lithosphere age \( t_L \) and depth \( d \) from the plate surface is given by

\[
\frac{\partial T}{\partial t} = -\frac{2T_c \kappa}{L^2} \sum_{n=1}^{\infty} \frac{n \sin \left( \frac{n\pi t_L}{L} \right)}{L} \exp \left( -\frac{n^2 \pi^2 \kappa t_L}{L^2} \right).
\]

(20)

in which \( T_c \) is the temperature of the mantle at the base of the plate, \( \kappa \) is the thermal diffusivity and \( L \) is the plate thickness. The thermal stress increments \( \Delta \sigma_{x'x'} \) along the main principal stress axis \( x' \) are related to the changes in temperature by

\[
\Delta \sigma_{x'x'} = -\frac{\alpha \varepsilon}{1 - \nu} \Delta T(t_L, d).
\]

(21)
Figure 6. For a region offshore NE Japan (ID: JP02), the residuals between the model flexural deflection and the seafloor topography data are shown for four different model set-ups depending on the value of the coefficient of friction and whether the effect of thermal stress was included (see the text). Profiles of model fits for each case are also shown, with points for the data and a solid line for the model result. The sampling track is displayed as a dashed line in each map.

The thermal stress profile with depth is then calculated by integrating these thermal stress increments over all time steps up to the current age. For a fully elastic plate, this can be approximated by a straightforward sum of the values evaluated at each time step. However, if the stresses are limited by a YSE, then the stresses in excess of the yield values must be truncated after applying the increment to the already accumulated stresses. Finally, the value of the constant thermal contraction stress must be adjusted such that the integral of the thermal stress profile over the thickness of the plate results in no net in-plane force acting on the plate.

In calculating the superposition of the thermal stress and the elastic bending stresses, we follow the general procedure outlined in Mueller et al. (1996) for evaluating inelastic stresses when limited by a YSE after a loading sequence. First, the accumulated thermal stress profile for the lithosphere at a given age is calculated, and this is considered as a residual stress field that precedes the response of the plate to loads at the trench axis. Our model is not dynamic in the sense that we did not trace the evolution of these stresses from seawards of the outer rise to the trench outer slope. Instead, for a certain value of curvature at a location within the plate that has a certain age, the elastic bending stresses are assumed to increment upon the pre-existing thermal stresses, while fulfilling the relevant condition for net in-plane forces, which is that the integral of the total stress profile within the plate vanishes. As this condition on the integral might not be immediately met after the addition of the stresses and the subsequent truncation of the resulting sum under the YSE, a constant stress offset may need to be further added or subtracted to the previously mentioned thermoelastic, elastic and
Figure 7. For a region offshore south Chile (ID: CL03), the residuals between the model flexural deflection and the seafloor topography data are shown for four different model set-ups depending on the value of the coefficient of friction and whether the effect of thermal stress was included (see the text). Profiles of model fits for each case are also shown, with points for the data and a solid line for the model result. The sampling track is displayed as a dashed line in each map.

Inelastic stress components. We solve for this offset in an iterative manner (Mueller et al. 1996).

The specific form of the governing equation for plate flexure as shown in eq. (1) was not derived by taking into account the thermoelastic stress from the beginning. A key difference in the fundamental physical assumptions is that in purely elastic bending, the nodal plane is assumed to be a surface undergoing no vertical strain, but if a plate does not have a uniform steady-state temperature distribution within it, then that assumption may not hold for the depth variation of the strain from thermal contraction. If the linear coefficient of thermal expansion $\alpha_l$ is constant, and the displacements along the nodal plane of the plate can be written in terms of independent components along $x$ and $y$, then the strain components from thermoelastic and purely elastic stresses may be superimposed linearly. In that case, a thermal equivalent bending moment $M_T$ may be defined (Ventsel & Krauthammer 2001),

$$M_T(x, y) = \alpha_l E \int_{-T_m/2}^{+T_m/2} T(x, y, z) z' \, dz',$$

in which $T_m$ is the mechanical thickness of the plate and $z'$ is the distance from the nodal plane. With this definition, the only modification needed for eq. (1) to be applied to thermoelastic bending is an additional term on the right-hand side as follows,

$$p_T(x, y) = -\frac{1}{1 - \nu} \nabla^2 M_T(x, y).$$

This may be interpreted to mean that in order to include the effect of thermoelastic stresses in plate bending, a correction term that depends on the temperature field must be applied to the vertical load distribution $p(x, y)$. In practice, for the seafloor age distributions in the trench outer rise and slope regions which we considered in our models, the magnitude of this correction is such that it only results in additional flexural deflections on the scale of several metres. As will be elaborated upon in the Discussion section, the main effect of the thermoelastic pre-stress is to delay the onset of the outer rise fractures that are observed as horst and graben structures on the outer trench wall.

In summary, we consider four models for the yield strength and thermoelastic pre-stress in our inversions (Fig. 4). All models have hydrostatic pore pressure to reduce the normal stress in the brittle layer. All models also use the Parsons & Sclater (1977) thermal structure. The ductile yield criterion is based on the Goetze & Evans (1979) model using the parameter values and strain rate of $10^{-16}$ s$^{-1}$ from Mueller & Phillips (1995). There are two strong models ($\mu_f$...
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the peaks of the topography and gravity of the outer rise while also
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Figure 8. For a region offshore NE Japan (ID:JP02) and using the $W$ lithosphere rheology, a map of the original model output for the deflection $w$ and a 3-D visualization of the best-fitting flexural surface selected are shown in (a). Also displayed in (a) is the expected marine gravity anomaly $\Delta g$ as calculated from $w$. The contours are drawn every 1000 m for $w$ and every 200 mGal for $\Delta g$. From $w$, the curvature as seen in (b) is computed. The red dotted line marks the locations of the largest magnitudes of the curvature at the trench outer slope, while the blue dotted line traces the smallest magnitudes of the curvature just seawards of the outer rise. In turn, the curvature is used to compute the bending moment as seen in (c). The elastic thickness values $T_e$ are then obtained from the moment–curvature relation which is specific to the $W$ set of models. Subfigure (d) shows a trench-perpendicular profile of $T_e$, the location of which is shown in relation to the model region mapped in subfigure (e).

Here, $d_n$ is the distance from the top of the plate to the nodal plane. The flexural rigidity is calculated from the slope of the moment–curvature relation and is then converted to effective elastic thickness so that the values can be compared with isotherms. The reported elastic thickness values in Table 2 are also for the points of highest concave-downward curvature on the trench outer slope. Lastly, we also provide estimates for the mean depth level of the unbent plate, which we later compare against predictions of seafloor subsidence from the thermal model. This depth offset is calculated by applying the model deflection offset resulting from the parameter inversion process to the original bathymetry data within the model region, then taking the average across all data points except for those excluded by the topographic feature masks.

We now proceed to use these model parameters to make inferences about the thermomechanical properties of incoming lithosphere at circum-Pacific subduction zones. Fig. 10(a) shows the average bending moment versus age sampled at the same locations as the points of the largest magnitude of curvature on the trench outer slope. This includes results for the $S$ (blue solid circles), $S-T$ (green outlined circles), $W$ (orange solid circles) and $W-T$ (yellow outlined circles) models. We compare these estimated moments to the corresponding saturation moment curve (solid black line for both $S$ and $S-T$ models, and a dashed black line for both $W$ and $W-T$ models). The value of saturation moment depends on the value of the friction coefficient, with the weaker value of friction having a corresponding lower saturation moment. We found that the results do not depend on whether the thermal pre-stress is included. The saturation moment serves as a strict upper bound for the values of moment that the plate can support. Our results show that young lithosphere ($<70$ Ma) is nearly moment saturated at the trench outer slope, while old lithosphere ($>70$ Ma) is at least 2/3 moment saturated.

An estimate for the reference seafloor depth at which the flexural deflection is zero was determined by calculating the mean seafloor
depth within the model region after the addition of the estimated constant model offset. This calculated reference depth is then compared with the average seafloor age at the trench outer slope in Fig. 10(b). Also shown is the depth-age relation predicted by the Parsons & Sclater (1977) thermal subsidence model. In general the zero-deflection depth is well fit by the model even at very old ages around 140 Ma. Much of the seafloor in these areas was not included in previous seafloor subsidence depth compilations because they are in areas ‘contaminated’ by trench flexure so these new estimates can be used for additional depth versus age modelling, although we have yet to explore further how subtle tills across both longitude and latitude are affecting our depth estimates. Unlike in Bry & White (2007) or Levitt & Sandwell (1995), we did not include a slope in the bathymetry or gravity observations as a free parameter in our modelling approach, and there might be some small trade-off between a plane tilt either in the trench-normal or trench-perpendicular direction, and the average depth offset.

We compare in Fig. 10(c) how our effective elastic thickness ($T_e$) estimates vary among the subduction zones we considered and also across the different rheology models. In Hunter & Watts (2016), their parameter estimation process resulted in two constant values for $T_e$ along each of the trench-perpendicular profiles in their study: a higher ‘seaward’ value for the region around the outer rise and further away from the trench, as well as a lower ‘landward’ value that was the final value for $T_e$ as the model plate approached the trench. The transition between these ‘seaward’ and ‘landward’ values was given by a ramp-like function instead of a step change as in other work (Contreras-Reyes & Osses 2010; Zhang et al. 2014). Therefore, to enable some form of comparison between our results and those in Hunter & Watts (2016), we sampled the $T_e$ for each of our plate flexure sub-regions by finding the locations of the lowest trench-perpendicular curvature on the outer rise (analogous to ‘seaward’ $T_e$) and also the highest magnitudes of trench-perpendicular curvature at the outer slope close to the

---

**Figure 9.** For a region offshore south Chile (ID:CL03) and using the W lithosphere rheology, a map of the original model output for the deflection $w$ and a 3-D visualization of the best-fitting flexural surface selected are shown in (a). Also displayed in (a) is the expected marine gravity anomaly $\Delta g$ as calculated from $w$. The contours are drawn every 750 m for $w$ and every 150 mGal for $\Delta g$. From $w$, the curvature as seen in (b) is computed. The red dotted line marks the locations of the largest magnitudes of the curvature at the trench outer slope, while the blue dotted line traces the smallest magnitudes of the curvature just seawards of the outer rise. In turn, the curvature is used to compute the bending moment as seen in (c). The elastic thickness values $T_e$ are then obtained from the moment–curvature relation which is specific to the $W$ set of models. Subfigure (d) shows a trench-perpendicular profile of $T_e$, the location of which is shown in relation to the model region mapped in subfigure (e).
Figure 10. The model results (in diamond symbols) are plotted against seafloor age at the trench outer slope for the following quantities: (a) bending moment and (b) seafloor depth offset. The elastic thickness estimates ($T_e$) in (c) are mean values at the trench outer slope and the back of the outer rise (e.g. along the red dotted lines in Figs 8e and 9e, and the blue dotted lines in Figs 8e and 9e, respectively). There is a clear increase in the bending moment with age that is limited by the saturation moment given by the specified plate rheology.

4 DISCUSSION

4.1 Lithospheric strength versus age

The material comprising oceanic lithosphere has fairly uniform composition due to its formation at seafloor spreading ridges, and its thermal history is mainly governed by plate cooling as it moves away from these ridges towards subduction zones. Therefore, the trench (analogous to ‘landward’ $T_e$). The locations of these ‘outer rise’ and ‘outer slope’ points are plotted in Figs 8(e) and 9(e) as blue and red dotted lines, respectively. The corresponding mean $T_e$ values for the outer rise and outer slope are shown in Fig. 10(c), with the rheology models being designated by the various symbol colours.
4.2 Outer rise fracturing

As discussed above, the plate is nearly moment saturated at the trench axis, so the upper part of the plate, where strength is controlled by brittle fracturing, should have faults that extend from the surface to nearly 1/2 the plate thickness. With a few assumptions we can use the model to predict the vertical offset on the outer rise faults. The fracture model is shown in Fig. 11 where a plate of initial thickness \( T_w \) has a curvature of \( \frac{\partial^2 w}{\partial x^2} \), where \( x' \) is a horizontal coordinate axis along the direction of maximum curvature. The amount of strain \( \epsilon \) is related to the curvature and the distance from the nodal plane by \( \epsilon = -z' \frac{\partial^2 w}{\partial x^2} \) (Turcotte & Schubert 2014). The strain is purely elastic near the nodal plane, but there is inelastic yielding in both the upper and lower portions of the plate where there is sliding on optimally oriented faults and ductile flow, respectively. We assume that these yielding regions are incompressible, so that horizontal extension in the upper brittle layer of depth \( d_b \) is accommodated by vertical deformation. The deformation will appear on the surface as down-dropped blocks (Fig. 11). The average vertical offset on the surface is then equal to the horizontal strain integrated through the thickness of the upper deformed layer. Following the same conventions as in eq. (24),

\[
\Delta h = \frac{1}{2} \frac{\partial^2 w}{\partial x^2} d_b (2d_n - d_b). 
\]

The result is

\[
\Delta h = \frac{1}{2} \frac{\partial^2 w}{\partial x^2} d_b (2d_n - d_b). 
\]

For a plate having an initial 50 km thickness, a faulting depth of 20 km and a typical magnitude of curvature of \( 4 \times 10^{-7} \) m\(^{-1}\), the vertical relief will be 120 m. If the ratio of undisturbed surface (horst) to down dropped blocks (graben) is 1/2, then the vertical relief will be 240 m. Note that in the numerical plate bending calculation, the depth of the nodal plane is adjusted such that the integrated in-plane stress is zero so it will not be exactly in position at the middle of the plate. Moreover, it is possible that a non-zero average value of in-plane stress will modify the depth and amplitude of the faulting. Thus, the relief of the horst and graben on the outer trench wall will depend on plate curvature, the initial plate thickness and the strength of the in-plane force, if any.

We can compare this model prediction with the amplitude of the horst and graben topography on the outer trench wall of the Japan and Chile trenches. We analyse the SRTM15_PLUS 15-min digital bathymetry grid and apply the spectral averaging routines of Bassett & Watts (2015a,b) to remove the long-wavelength, trench-normal topography associated with the outer rise and the seaward wall of the trench. Residual bathymetry along the Japan trench is shown in Fig. 12(b), and the order of magnitude reduction in dynamic range of the topographic grid improves the identification of horsts and grabens. The residual bathymetric grid is sampled along 150 km long trench-normal profiles. We then interpret two surfaces along the top of horst blocks and the base of grabens, respectively (grey dashed line in Fig. 12a). The distance between these surfaces shows how the amplitude of the horst and graben topography varies with distance from the trench axis. The proportion of grabens is estimated from the proportion of the residual bathymetric profile that is below the mid-point of the horst and graben surfaces.

Fig. 13(a) shows a sequence of residual bathymetric profiles taken over a 50 km wide region of the NE Japan trench centred on 39.5N. The dotted red profiles show the amplitude of horst and graben topography and the stack of these profiles is shown in Fig. 13(b). This stack shows that outer rise faulting in this segment of the Japan trench begins at least 100 km from the trench axis. The amplitude of horst and graben topography increases gradually to 100 m, 45 km from the trench axis. Landward of this point the fault throw increases significantly and 400–500 m deep grabens are observed within 20 km of the trench axis. The solid red profile in Fig. 13(b)
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Figure 12. Outer rise fractures in NE Japan: (a) Residual bathymetry across the seaward wall of the trench and outer rise. The dashed grey profiles traverse the top of horst blocks and the base of grabens. The distance between these surfaces (dotted red line) is used to estimate the depth of grabens. The dotted grey line is equidistant between the top (horst) and bottom (graben) surfaces and is used to estimate the proportion of horsts and grabens. (b) Residual SRTM15_PLUS swath bathymetry. The dashed grey and solid black lines mark the trench axis and the location of the profile shown in (a) respectively.

shows the fault throw predicted from our $S$ model. This is close to the observed graben depth at distances <20 km from the trench, but is a factor >2 greater than the grabens >50 km away from the trench axis.

We have repeated this analysis for a segment of the South Chile subduction zone centred on 31°S. As shown in Fig. 14(b), although the abyssal hill fabric in this region is pronounced, outer rise faults are visible in the residual SRTM15_PLUS bathymetry (Fig. 14). In contrast to NE Japan, horsts and grabens are only well expressed within 45 km of the trench axis (Fig. 15). This may suggest that outer rise fracturing does not extend further from the trench axis, or that the smaller amplitude of faults in this region are being obscured by the pre-existing plate structure.

The mismatch between the $S$ and $S-T$ models for fault throw and the observed amplitude of the horst and graben topography close to the trench axis for the Japan and South America subduction zones potentially indicates that the observed normal faults could be accommodating more strain than inferred from our elastic–plastic formulation. The models for which the coefficient of friction is weak ($W$ and $W-T$) are able to match the large fault throws more closely. However, for the models that use a strong friction coefficient and include the effect of thermal stress ($S-T$), there is an area further away from the trench over which the fault throws are low and only increase slightly, which then suddenly transitions to an area with much higher fault throw values that increase more rapidly. The observed fault throws display a similar behaviour in that the fault scarps remain small in the residual bathymetry until about 100 to 50 km away from the trench axis, at which point the fault throws start to increase.

We also note that despite the 90 Myr difference in the age of the subducting plate, the amplitude of horst and graben topography is comparable in both regions. The similarity in the amplitude of fault throws seems in contrast to the observed increase in seismogenic depth for earthquakes on the outer rise and slope (McKenzie et al. 2005; Craig et al. 2014a), therefore implying that normal faults of shallower depth extent do not necessarily produce less prominent surface fractures. However, this is not necessarily in conflict with our model since a smaller value of the depth of yielding $d_b$ can be compensated for by a higher curvature to produce the same amount of predicted change in height $\Delta h$. Furthermore, within the brittle zone the yield stresses are largely independent of temperature, so a dependence on age would not be obvious.

In another study concerned with the interpretation and analysis of several seismic reflection lines across the outer slope of the Japan trench (Boston et al. 2014), the authors suggest that while steady slip on older faults can accumulate to produce large offsets, the presence of small offset scarps suggest that fractures can continue forming on the plate surface as it approaches the trench. This may call the assumption of steady-state deformation on the trench outer slope into question.

4.3 Further considerations

While the rheology parameters we selected to construct a suitable YSE for the flexure modelling produce satisfactory fits to seafloor depth and marine gravity, it may be possible to improve upon the results by conducting a systematic search of the parameters. We have used a combination of parameters in the YSE configuration...
that is unique to this work, but the individual values are still based on previously published numerical modelling or experimental work (Mueller & Phillips 1995; Craig et al. 2014a). However, based on our preliminary tests, we concur with the conclusion of Zhong & Watts (2013) that altering parameters associated with the high-temperature ductile flow law (such as the activation energy $Q_p$ or $Q_d$, stress constant $C_p$ or strain rate constant $C_d$) has a greater effect on the shape and curvature of the flexure surface than changing the coefficient of friction. Since the lower portion of the YSE determines the model mechanical thickness, this may imply that there is a range of initial elastic thickness values for undeformed lithosphere that eventually result in ideal fits after yielding occurs. A related concern in this regard is the choice of a thermal model, which would also increase or decrease the mechanical thickness. There are a few recent plate cooling models (Ritzwoller et al. 2004; McKenzie et al. 2005) which we did not examine in this work. Also in Zhong & Watts (2013), the authors argue that a range of friction coefficient values from 0.25 to 0.7 while holding other parameters constant results in model misfits that are similar. From analysis of the strikes of new fractures and reactivated abyssal hills, Billen et al. (2007) propose that the friction coefficient is around 0.6, while from the study of focal mechanism dips, Craig et al. (2014a) infer a value of about 0.3. In our modelling we use a single set of YSE parameters and so do not take into account whether incoming seafloor fabric is being reactivated (e.g. at the Middle America trench; Ranero et al. 2003) or new fractures are being formed (e.g.

Figure 13. (a) Profiles showing outer rise fractures in NE Japan between 39.5$°$N and 40$°$N. Figure nomenclature as in Fig. 12(a). (b) Stack of graben depths along-strike showing how the throw on normal faults increases toward the trench-axis. The dashed red line shows the average of these profiles. The estimated fault throws for the various sets of models are also plotted.
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Figure 14. Outer rise fractures in S Chile: (a) Residual bathymetry across the seaward wall of the trench and outer rise. The dashed grey profiles traverse the top of horst blocks and the base of grabens. The distance between these surfaces (dotted red line) is used to estimate the depth of grabens. The dotted grey line is equidistant between the top (horst) and bottom (graben) surfaces and is used to estimate the proportion of horsts and grabens. (b) Residual SRTM15_PLUS swath bathymetry. The dashed grey and solid black lines mark the trench axis and the location of the profile shown in (a), respectively.

at the Tonga trench; Massell 2002; Fan et al. 2016). However, some regions appear more complicated because of a combination of these two styles of normal faulting, such as that observed in several offshore areas at the Japan and Izu-Bonin trenches (Kobayashi et al. 1998; Nakanishi 2011). Apart from the coefficient of friction, we have not considered the effect of changing the cohesion parameter. Reducing the fault cohesion linearly as the elastic strain accumulates (Naliboff et al. 2013; Zhou et al. 2015; Zhou & Lin 2018) could induce progressive weakening with increased curvature that is more pronounced than what our models are currently capable of generating, which might help improve our models of faulting.

A potential contribution of our fault modelling approach to geochemical and geodynamics studies of the Earth’s interior is in predicting the extent of hydration for the incoming lithosphere at subduction zones (Faccenda et al. 2009). Understanding the water input at subduction zones has implications for theories of the planetary hydrological cycle at geological timescales. Observations at the outer slope of the Middle America trench using seismic refraction (Van Avendonk et al. 2011) and marine electromagnetic imaging techniques (Naif et al. 2015) suggest the presence of water as pore fluid or hydrous minerals throughout the oceanic crust and perhaps the uppermost mantle. Similarly, models of seismic body-wave velocity ($V_p$) structure constructed using data from active-source surveys recorded on ocean bottom seismometer arrays have been used to infer hydration of the incoming plate at portions of the Alaska subduction zone (Shillington et al. 2015), as well as at the northern segment of the Japan Trench and the southern segment of the Kuril trench (Fujie et al. 2018). Output from numerical experiments illustrate that bending-related stresses allow seawater to penetrate downward along seafloor faults (Faccenda et al. 2009). Once within the lithosphere the water can be bound into mineral phases through chemical reactions such as serpentinization. If simple assumptions are made connecting the seismogenic depth to the extent of hydration, the amount of water input carried into the upper mantle could be estimated (Emry & Wiens 2015). Once a method for validating our model predictions of faulting depth is tested, we can carry out a similar calculation and relate this to other constraints on the water content in the mantle.

5 CONCLUSIONS

We have extended previous efforts at modelling thin elastic plate flexure at subduction zones by incorporating inelastic effects and considering loads applied at the actual trench planform geometry. Our approach jointly fitted depth soundings and gravity data to variable rigidity flexural surface models at 26 sites around the Pacific basin. Traditional YSE models provide worse fits than our choice of modified parameters because they fail to capture the steep sudden descent of the plate at the trench outer slope simultaneously with the broad prominence of the outer rise. The preferred YSE has a weak friction, which results in the high curvatures at the trench outer slope that seem to be required by the observations. Most importantly, the estimated moment increases by a factor of 6 between
the youngest and oldest lithosphere in excellent agreement with the strengthening versus age from the thermal models. All the plates are bent well beyond their elastic limit at the trench axis as required by subduction. As a consequence of our modelling approach which assumes an equivalence of the mechanical thickness with the initial elastic thickness of a point on the elastic plate with no deformation, the modelled strength of the oceanic lithosphere seawards of the outer rise prior to significant bending displays a dependence on seafloor age. Meanwhile, the distribution of effective elastic thickness values estimated for the trench outer-slope shows more variation and so the trend is not as apparent. For our preferred rheology that has a weak brittle layer, all lithosphere older than 80 Ma approach an effective elastic thickness of $\sim 20$ km at the trench outer slope.

We used results from our model grids to calculate the vertical throw on the outer trench wall normal faults. A comparison with the actual vertical throw shows poor fits with the actual throw being up to 200 m greater than the model prediction at the visible onset of faulting. This misfit suggests that perhaps future models incorporating a curvature-dependent strain-weakening mechanism could provide a better match to the outer trench wall fracturing.
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