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Abstract

This thesis investigates an optimal control problem for continuous-time dynamical systems with the $L^0$ control cost. This cost functional penalizes the length of the support of control variables, and the optimization based on the criteria tends to make the control input identically zero on a set with positive measures. The main contributions of this thesis are threefold: Firstly, the sparse optimal control that steers the state from a point to a point on a finite horizon is investigated. An equivalence theorem among the $L^p$ optimal control problems with $p \in [0, 1]$ is obtained. In addition, a numerical algorithm for the sparse optimization problem based on the alternating direction method of multipliers is provided. Secondly, the sparse optimization problem is applied to the control of multi-agent systems. A control node selection method for achieving high controllability by providing exogenous inputs equipped with small $L^0$ costs is proposed, and a distributed consensus algorithm based on the sparse optimal control via sampled-data state observation is obtained. Lastly, the sparse optimal control is characterized in a feedback framework by applying the dynamic programming approach. Since, in general, the value function is not differentiable in the domain because of the non-smoothness of the $L^0$ cost functional, the value function is characterized as a viscosity solution to the associated Hamilton-Jacobi-Bellman equation. Based on the result, the optimal feedback map is derived.
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Chapter 1

Introduction

Recent years have seen an explosion of scientific research in a field called sparse modeling. It is a powerful framework for data analysis and signal processing, and the underlying concept is that the signals or data of interest have a small number of essential features. The most famous one of the techniques in this field is probably compressed sensing, which is also known as compressive sensing or compressive sampling [1]. A Google Scholar search for papers including one of these three terms in their title returned about 15,500 hits at the time this thesis was written. This technique aims to reconstruct a finite-dimensional vector from linear measurements of dimension smaller than the size of the unknown vector. As a classical linear algebra indicates, such an undetermined linear equation has infinitely many solutions. Compressed sensing tackles with this issue by putting an additional assumption on the signals of interest. The underlying assumption is sparsity, and a signal is called sparse if most of its components are zero. Compressed sensing has brought successes into various scientific fields, such as medical imaging [2, 3, 4, 5, 6, 7, 8], machine learning [9, 10, 11, 12, 13, 14, 15, 16], communication engineering [17, 18, 19], and astronomy [20], to name a few. These applications have led to a breakthrough in sparse modeling.

More recently, sparse modeling has been applied to control of dynamical systems. For example, [21, 22, 23] report that the sparsity of signals is useful in communications in networked control systems, where a controller should communicate with a controlled plant over rate-limited networks and the data to be transmitted should satisfy the rate-limiting constraint. In [24], a control problem of linear systems when some of the sensors or actuators are corrupted by an attacker is considered, and a secure control loop that can improve the resilience of the system is proposed. In [25], some techniques are proposed to design feedback systems that sparsify the state in order to perfectly reconstruct it using compressive sensing algorithms. In [26, 27], a sparse feedback gain is designed to reduce the number of communication links or sensors. In addition, state estimation problems and system identification problems with connections to sparse modeling are studied in [28, 29, 30] and in [31, 32, 33], respectively.

Most of the aforementioned literature consider the minimization problem of the number of nonzero components of finite-dimensional vectors of interest, and their results heavily depend on the discussion in compressed sensing. Therefore, literature in control theory related to sparse modeling almost consider finite-dimensional optimization problems that have sparse solutions. In other words, there seem to be very little related control literature that consider the sparsity of continuous-time signals in a functional space, as far
as the author knows. Then, this thesis defines the sparsity of a continuous-time signal as the length of the time duration where the signal takes zero value and focuses on the minimization problem of such a length. This problem is then mathematically defined as an infinite-dimensional optimization problem, compared to the existing literature. In particular, considering the fact that a convex relaxation method is widely used in order to circumvent the computation burden in sparse modeling [34, 35, 36], this thesis shows the equivalence between the main problem and the associated convex problem. This is the main theoretical contribution of this thesis. The more precise overview of this thesis is as follows.

Chapter 2 investigates an optimal control problem in which control variables are penalized by the length of the support. The optimization tends to make the control input identically zero on a set with positive measures, and the optimal control is then switched off completely on parts of the time domain. This is why the problem is referred to as sparse optimal control problem or maximum hands-off control problem. Alternatively, such a problem is also called $L^0$ optimal control problem, since the penalty cost is mathematically defined by the $L^0$ norm of the decision variables. This control strategy, which is also known as gliding or coasting, is actually used in hybrid/electric vehicles [37, 38, 39], railway vehicles [40, 41, 42, 43], free-flying robots [44], stop-start systems [45], and sleep mode operation in wireless communication systems [46, 47] for saving fuel or electricity consumptions and reducing CO$_2$ emissions or vibrations. Also, as will be shown in this chapter, the $L^0$ optimal control is theoretically equivalent to the $L^1$ optimal control, which is a classical control minimizing fuel consumption in aerial vehicles and space rockets and is known as minimum fuel control [48]. In addition, this kind of control can extract the time duration that has a large impact on the system, which is useful in time-varying nodes selection problem in multi-agent systems, as discussed in Chapter 3. Chapter 2 considers continuous-time linear systems and the control object is to steer the state from an initial state to a target state over a finite horizon by using the $L^0$ optimal control, i.e. the control input having the minimum length of the support. For the characterization of the $L^0$ optimal control, the relationship among the $L^p$ optimal solutions with $p \in [0, 1]$ is discussed. The main theorem in this chapter is derived based on an insight from existing literature for finite-dimensional systems. Therefore, the obtained theorem naturally extends the existing results to general linear systems including infinite-dimensional systems, which are not addressed in the literature.

Chapter 3 and Chapter 4 discuss the application of the sparse optimal control to multi-agent systems (MAS). In Chapter 2, the sparse optimal control satisfying a given state transition from a point to another point is theoretically analyzed. On the other hand, it is also important to investigate a time duration over which control inputs can realize efficient state transitions towards all directions. This enables us to find controller activation schedule that does not depend on the target state. In addition to input sparsity, one might be concerned with the energy required to steer the system. For this issue, Chapter 3 investigates a novel optimal control problem that aims to maximize a quantitative metric of the controllability when control inputs are constrained in terms of the $L^0$ norm. For the metric of the controllability, the trace of the controllability Gramian is adopted from the analytical perspective. This quantity is closely related to the average energy required to steer the system in all directions in the state space. The control inputs are thus penalized by not only the $L^0$ cost but also the $L^2$ cost, which is related to the
sparse quadratic regulator [49]. Here, it should be emphasized that this optimal control problem is compatible with the node selection problem in MAS. In the context, the optimal solution is interpreted as an answer to the question of when and where exogenous control inputs should be provided for high controllability. In other words, it characterizes essential time-varying control nodes for the system of interest. To the best of the author’s knowledge, time-varying node selection problems for continuous-time systems have not yet been proposed at the time this thesis was written.

Chapter 4 investigates a consensus problem in MAS. This problem focuses on the mechanism of how agents can reach an agreement at a common value through local interactions. In MAS, it is often the case that agents have limits on their power sources. For example, small unmanned ground vehicles can only use cheap energy sources on many occasions, due to the size and weight restrictions. Moreover, the local interactions in MAS are usually performed on a wireless network. This imposes agents on communications with their neighbors by transmitting sampled data of the states (and other values as necessary) of them. The control system thus becomes a sampled-data control system [50], and only sampled values of information can be used to determine the control. Therefore, these considerations are needed to be reflected in the problem formulation. For this issue, Chapter 4 proposes a novel design method of distributed control input for consensus that is based on maximum hands-off control and sampled-data state observation. This formulation is motivated by three reasons: Firstly, the hands-off control has an ecological aspect as discussed above. MAS consisting of agents whose energy sources are constrained may benefit from the sparse property of the maximum hands-off control. A similar strategy can be found in event-triggered (or self-triggered) control, which aims at increasing “zero control (or observation) time” to reduce computational/communication resources [51, 52, 53]. Secondary, the maximum hands-off control takes only three values of zero and the upper bound and the lower bound of the magnitude constraint, as shown in Chapter 2. Such a discreteness is called bang-off-bang property. This property is preferable for cheap actuators since the control values are already quantized. Thirdly, the maximum hands-off control is easily obtained from the results in Chapter 2. In particular, analytical optimal solutions for simple systems such as first- and second-order systems can be described in a closed form. This less computation burden is advantageous for MAS, since heavy computation burden could break the consensus.

Chapter 5 investigates an optimal control problem for non-linear systems with the $L^0$ control cost. Compared to the chapters above, this chapter characterizes the sparse optimal control in a feedback framework. The approach is based on the dynamic programming approach and the optimal control is analyzed via the value function. Due to the non-smoothness of the $L^0$ cost functional, in general, the value function is not differentiable in the domain. Then, the value function is characterized as a viscosity solution to the associated Hamilton-Jacobi-Bellman (HJB) equation. This result derives a sufficient and necessary condition for the $L^0$ optimality, which immediately gives the optimal feedback map. In addition, the relationship with $L^1$ optimal control problem is considered and an equivalence theorem is shown. Note that, while most of the literature consider the $L^p$ optimal feedback controls with $p \in (0,1]$ to generate sparse feedback controls, the approach in this thesis directly addresses the exact $L^0$ optimal feedback control.

This thesis ends with Chapter 6 offering concluding remarks. The contributions and their limitations are outlined, and possible future developments are then provided.
Chapter 2

On Sparse Optimal Control for General Linear Systems

2.1 Introduction

This chapter considers a sparse optimal control problem with the $L^0$ control cost. Such optimization problems involving the $L^0$ norm have the combinatorial structure, which causes heavy computational burden. Then, the associated convex relaxation problem has been solved instead of the sparse optimization problem in existing literature. In particular, the $\ell^1$ norm is adopted as the cost function in compressed sensing, and the sparsity of the $\ell^1$ optimal solution is often investigated [34, 35, 36]. Similarly, the conditions under which the $L^0$ optimal control is exactly solved by the associated $L^1$ optimal control problem are investigated in [54] and an equivalence theorem is derived. In addition, considering how the $L^p$ penalization promotes the sparsity as $p$ goes to 0, the $L^0$ optimal control problem has been analyzed in view of the optimal control problem penalized by the $L^p$ cost with $p \in (0, 1)$ in [55, 56, 57]. On the other hands, the $L^0$ optimal controls is directly analyzed in [58, 59]. The optimization problem is also discussed in the context of partial differential equations [60, 61, 62].

The previous works [54, 55, 58] have studied the $L^0$ optimal control that steers the state from a point to a point. Here, the constraint for linear systems that requires a state transition from an initial state to a target state is described by a Volterra integral equation related to the convolution of a control variable and the impulse response of the system. In other words, the system dynamics affects the optimization problem not through its realization, but through the impulse response. Nevertheless, the proofs in the previous results, which are based on the Pontryagin’s minimum principle, heavily depended on the finite dimensionality of the system realization. Then, this observation naturally raises the question of how the $L^0$ optimal solution is characterized if the kernel of the Volterra integral is arbitrarily taken from a functional space. In view of this, this paper thus investigates an $L^0$ optimization problem with a constraint in a form of Volterra integral whose kernel belongs to the space $L^\infty$. Since the formulation is based on the kernel function, it addresses a wide range of minimization problems with the $L^0$ cost. Indeed, the formulation includes the analysis for not only finite-dimensional linear systems but also infinite-dimensional linear systems whose transfer functions are irrational, e.g., time-delay systems, spatially distributed systems. It should be emphasized that the proofs in
[54, 55, 58] are no longer applicable for such systems. Furthermore, this framework can also address output constraints. These extensions not only lead to better understanding of the sparse optimal control, but also improve its practical usefulness. These advantages over existing results are main contribution of this study.

In the light of the fact that the $L^0$ optimal solution has been analyzed in view of the $L^p$ optimal solution with $p \in (0, 1]$, we investigate the relationship among the $L^p$ optimizations with $p \in (0, 1]$. For the analysis, we first characterize the relationship between the $L^0$ optimization and the $L^1$ optimization. More precisely, we give the condition that guarantees the $L^0$ optimization is exactly solved by the $L^1$ optimization. The result shows that the $L^0$ cost is not necessarily replaced by the $L^1$ cost. In order to bridge the gap, we also give the inclusion theorem claiming that any $L^0$ optimal solution is an $L^1$ optimal solution. We next consider the relationship between the $L^0$ optimization and the $L^p$ optimization with $p \in (0, 1)$. The equivalence for any $p \in (0, 1)$ is proved. The results also show the existence theorem on the $L^0$ optimal solution.

The remainder of this chapter is organized as follows. In Section 2.2, we give mathematical preliminaries for our subsequent discussion. Section 2.3 defines the main problem and briefly reviews the existing results for finite-dimensional linear systems. An assumption for the equivalence between the $L^0$ optimization and the $L^1$ optimization is also introduced based on the review. Section 2.4 is the main section of this chapter. We first characterize the $L^1$ optimal solutions in view of the existence and the structure. We then give a theorem on the equivalence. We also mention the optimization involving output constraints and show that the sufficient condition for the equivalence is closely related to the output controllability. In addition, we describe the inclusion between the $L^0$ optimization and the $L^1$ optimization, which is followed by the equivalence among the $L^p$ optimizations with $p \in (0, 1)$. Section 2.5 proposes a numerical optimization algorithm to solve the $L^0$ optimization problem. The proposed algorithm is based on the alternating direction method of multipliers. Section 2.6 presents an example to illustrate the equivalence between the $L^0$ optimization and the $L^1$ optimization for a spatially distributed system. In Section 2.7, we offer concluding remarks.

**2.2 Mathematical Preliminaries**

This section reviews basic definitions and notations that will be used throughout this thesis. As the chapter progresses, the notations will be gradually introduced.

The set of all real numbers and the set of all positive integers are denoted by $\mathbb{R}$ and $\mathbb{N}$, respectively. $\mathbb{R}^n$, $n \in \mathbb{N}$, denotes the $n$-dimensional Euclidean space. The Euclidean norm in $\mathbb{R}^n$ is denoted by $\| \cdot \|$, i.e., $\|x\| \triangleq \sqrt{x^\top x}$ for $x \in \mathbb{R}^n$, where $^\top$ denotes the transpose. The $\ell^p$ norms in $\mathbb{R}^n$ with $p \in [0, 1]$ or $p = \infty$ are respectively defined by

\[
\|x\|_{\ell^0} \triangleq \sum_{i=1}^n |x_i|^0,
\]

\[
\|x\|_{\ell^p} \triangleq \left\{ \sum_{i=1}^n |x_i|^p \right\}^{1/p}, \quad p \in (0, 1]
\]

\[
\|x\|_{\ell^\infty} \triangleq \max_{1 \leq i \leq n} |x_i|
\]
for \( x = [x_1, x_2, \ldots, x_n]^{\top} \in \mathbb{R}^n \), where \( 0^0 = 0 \).

Let \( n \in \mathbb{N} \). For a vector \( x \in \mathbb{R}^n \) and a scalar \( \varepsilon > 0 \), the \( \varepsilon \)-neighborhood of \( x \) is defined by

\[
\mathcal{B}(x, \varepsilon) \doteq \{ y \in \mathbb{R}^n : \| y - x \| < \varepsilon \}.
\]

Let \( \mathcal{X} \) be a subset of \( \mathbb{R}^n \). A point \( x \in \mathcal{X} \) is called an interior point of \( \mathcal{X} \) if there exists \( \varepsilon > 0 \) such that \( \mathcal{B}(x, \varepsilon) \subset \mathcal{X} \). The interior of \( \mathcal{X} \) is the set of all interior points of \( \mathcal{X} \), and we denote the interior of \( \mathcal{X} \) by \( \text{int} \mathcal{X} \). A point \( x \in \mathbb{R}^n \) is called an adherent point of \( \mathcal{X} \) if \( \mathcal{B}(x, \varepsilon) \cap \mathcal{X} \neq \emptyset \) for every \( \varepsilon > 0 \), and the closure of \( \mathcal{X} \) is the set of all adherent points of \( \mathcal{X} \), which is denoted by \( \overline{\mathcal{X}} \). The boundary of \( \mathcal{X} \) is the set of all points in the closure of \( \mathcal{X} \), not belonging to the interior of \( \mathcal{X} \), and we denote the boundary of \( \mathcal{X} \) by \( \partial \mathcal{X} \), i.e., \( \partial \mathcal{X} = \overline{\mathcal{X}} - \text{int} \mathcal{X} \), where \( \mathcal{X}_1 - \mathcal{X}_2 \) is the set of all points which belong to the set \( \mathcal{X}_1 \) but not to the set \( \mathcal{X}_2 \). A vector \( \rho \in \mathbb{R}^n \) is said to be normal to a convex set \( \mathcal{C} \subset \mathbb{R}^n \) at a point \( a \in \mathcal{C} \), if \( \rho^{\top} x \leq \rho^{\top} a \) for every \( x \in \mathcal{C} \).

Let \( T > 0 \) and \( m, r \in \mathbb{N} \). For \( p \in [0, 1] \) or \( p = \infty \), \( L^p([0, T], \mathbb{R}^m) \) denotes the set of all continuous-time signals \( u(t) = [u_1(t), u_2(t), \ldots, u_m(t)]^{\top} \in \mathbb{R}^m \) over a time interval \( [0, T] \) such that \( \| u \|_p < \infty \), where \( \| \cdot \|_p \), referred to as \( L^p \) norm, is defined by

\[
\| u \|_0 \doteq \sum_{j=1}^{m} \mu_L(\{ t \in [0, T] : u_j(t) \neq 0 \}),
\]

\[
\| u \|_p \doteq \left\{ \sum_{j=1}^{m} \int_{0}^{T} |u_j(t)|^p dt \right\}^{1/p},
\]

\[
\| u \|_{\infty} \doteq \max_{j=1, 2, \ldots, m} \text{ess sup}_{0 \leq t \leq T} |u_j(t)|,
\]

with the Lebesgue measure \( \mu_L \) on \( \mathbb{R} \). We denote by \( L^\infty([0, T], \mathbb{R}^{r \times m}) \) the set of all functions \( \phi(t) \in \mathbb{R}^{r \times m} \) that satisfy \( \text{ess sup}_{0 \leq t \leq T} |\phi_{ij}(t)| < \infty \) for all \( i \) and \( j \), where \( \phi_{ij}(t) \) is the \((i, j)\)-component of \( \phi(t) \). If no confusion may arise, we simply denote the spaces by \( L^p \). We denote the sign function by \( \text{sgn} \), i.e.,

\[
\text{sgn}(w) \doteq \begin{cases} 
|w|/w, & \text{if } w \neq 0, \\
0, & \text{if } w = 0.
\end{cases}
\]

### 2.3 Problem Formulation

This chapter characterizes the solutions to an \( L^0 \) optimization problem with constraints on a Volterra integral equation and the \( L^\infty \) norm. In this section, we first formulate the main problem in this chapter. After a brief review of the result for finite-dimensional systems, we introduce an assumption under which we will show the equivalence between the \( L^0 \) optimization and the \( L^1 \) optimization (we call the equivalence \( L^0 \)- and \( L^1 \)-equivalence for the simplicity). Note that given two optimization problems are said to be equivalent if each of the optimizations gives the optimal solution to the other.

The main problem in the chapter is given as follows. We call the problem \( L^p \) optimization problem and the solution is called \( L^p \) optimal solution.
Problem 2.3.1
Given a number $p \in [0, 1]$, a vector $a \in \mathbb{R}^r$, a time duration $T > 0$, and a function $\phi \in L^\infty([0, T], \mathbb{R}^{r \times m})$, find a function $u(t) \in \mathbb{R}^m$ on $[0, T]$ that solves

$$\begin{align*}
\text{minimize} & \quad \|u\|_p \\
\text{subject to} & \quad \int_0^T \phi(t)u(t)dt = a, \quad \|u\|_\infty \leq 1.
\end{align*}$$

Remark 2.3.2
Throughout the chapter, we confine ourselves to the class $L^\infty([0, T], \mathbb{R}^{r \times m})$. The assumption on $\phi$ is used to construct the $L^0$ optimal solution, as illustrated in Theorem 2.4.6. More precisely, it is needed for the existence of $\alpha \geq 0$ such that $f(\alpha) = \theta$ for any $\theta \in [0, mT]$ in Lemma 2.4.3.

Remark 2.3.3
The impulse response of a given linear system corresponds to $\phi(T - t)$. This formulation includes the $L^0$ optimal control problem for finite-dimensional continuous-time linear systems, which is investigated in existing literature such as [54], as a special case. The details are illustrated below.

Remark 2.3.4
Although Problem 2.3.1 constrains the $L^\infty$ norm by 1, it does not lose generality. That is, if we have $\|u\|_\infty \leq U_{\max}$ with $U_{\max} > 0$, then it is enough to use $a/U_{\max}$ instead of $a$ in the equality constraint.

This chapter investigates the condition that guarantees $L^0$ optimization is exactly solved by the associated $L^p$ optimization problem with $p \in (0, 1]$. For the analysis, we here briefly review an existing result for finite-dimensional linear systems, based on the discussion in [54]. Let us consider an optimal control problem that seeks a control that minimizes the $L^1$ norm among all controls steering the system represented by

$$\dot{x}(t) = Ax(t) + Bu(t)$$

to a given target state $x_1 \in \mathbb{R}^n$ from a given initial state $x_0 \in \mathbb{R}^n$ at a given time $T > 0$ and satisfying $\|u\|_\infty \leq 1$, where $A \in \mathbb{R}^{n \times n}$ and $B = [b_1, b_2, \ldots, b_m] \in \mathbb{R}^{n \times m}$ are constant matrices. Note that this problem corresponds to a special case of Problem 2.3.1 when $p = 1$, in which $\phi(t) = e^{A(T-t)}B$ and $a = x_1 - e^{AT}x_0$. In [54], the authors applied Pontryagin’s minimum principle for the characterization of the $L^1$ optimal control. According to the principle, if there exists an $L^1$ optimal control $u^*(t) = [u^*_1(t), u^*_2(t), \ldots, u^*_m(t)]^\top$, then there exists a scalar $\eta$ equal to 0 or 1 and a vector $p_0 \in \mathbb{R}^n$ such that costate $p(t) \triangleq e^{A^T(T-t)}p_0$ satisfies

1. $(\eta, p(t)) \neq 0 \quad \forall t \in [0, T],$
2. $u^*_j(t) = \arg \max_{u_j \in [-1, 1]} (p(t)^\top b_j u_j - \eta |u_j|) \quad \text{a.e.}$

This implies that if

$$\mu_L(\{t \in [0, T] : p_0^\top e^{A(T-t)}b_j = \alpha\}) = 0 \quad (2.3.1)$$
for any \( p_0 \neq 0 \) and \( \alpha \in \mathbb{R} \), then the \( L^1 \) optimal control takes only the values of 0 and \( \pm 1 \) almost everywhere. This discreteness is called \textit{bang-off-bang property} and this indicates that the \( L^1 \) optimization enhances the sparsity. Based on this, the work [54] has established an \( L^0 \)- and \( L^1 \)-equivalence theorem under an assumption on the discreteness. Furthermore, the work [55] has shown that the equivalence may fail if the discreteness assumption fails. Thus, the condition (2.3.1) is closely related to the \( L^0 \)- and \( L^1 \)-equivalence.

Motivated by this result, we next introduce the following assumption on \( \phi = [\phi_1, \phi_2, \ldots, \phi_m] \) for Problem 2.3.1.

**Assumption 2.3.5**

For any nonzero \( \rho \in \mathbb{R}^r \), any \( \alpha \in \mathbb{R} \), and any \( j \in \{1, 2, \ldots, m\} \),

\[
\mu_L(\{t \in [0, T] : \rho^T \phi_j(t) = \alpha\}) = 0.
\]

We will show that the \( L^0 \)- and \( L^1 \)-equivalence for general linear systems is guaranteed under this assumption in Theorem 2.4.6, which is a natural extension of existing results in [54]. The equivalence for \( p \in (0, 1) \) follows from the relationship between the \( L^0 \) optimization and \( L^1 \) optimization, as proved in Theorem 2.4.11.

For ease of notation, we here define two sets associated with Problem 2.3.1. One is the set of all vectors \( a \) for which there exists \( u \) satisfying the constraints in Problem 2.3.1, and the other is the set of all such \( u \):

**Definition 2.3.6**

Given \( T > 0 \) and \( \phi \in L^\infty([0, T], \mathbb{R}^{r \times m}) \),

\[
\mathcal{R}(\phi, T) \triangleq \left\{ \int_0^T \phi(t)u(t)dt : \|u\|_\infty \leq 1 \right\},
\]

and for \( \alpha > 0 \)

\[
\mathcal{R}_\alpha(\phi, T) \triangleq \left\{ \int_0^T \phi(t)u(t)dt : \|u\|_\infty \leq 1, \|u\|_1 \leq \alpha \right\}.
\]

**Definition 2.3.7**

Given \( a \in \mathbb{R}^r, T > 0 \), and \( \phi \in L^\infty([0, T], \mathbb{R}^{r \times m}) \),

\[
\mathcal{U}(a, \phi, T) \triangleq \left\{ u : \int_0^T \phi(t)u(t)dt = a, \|u\|_\infty \leq 1 \right\}.
\]

By definition, \( \mathcal{U}(a, \phi, T) \) is non-empty if and only if \( a \in \mathcal{R}(\phi, T) \). The set \( \mathcal{R}_\alpha(\phi, T) \) is a subset of \( \mathcal{R}(\phi, T) \) for any \( \alpha \), and we have \( \mathcal{R}(\phi, T) = \mathcal{R}_\alpha(\phi, T) \) for \( \alpha \geq mT \).

### 2.4 Analysis

This section establishes the relationship among the \( L^p \) optimizations with \( p \in [0, 1] \). For the purpose, we first characterize the \( L^1 \) optimal solution in view of the existence, uniqueness, discreteness, and the structure.
2.4.1 Characterization of the $L^1$ Optimal Solution

We first prepare three lemmas. The first one states the existence of the $L^1$ optimal solution, and the others are used to elucidate the form of the $L^1$ optimal solution in Theorem 2.4.4.

**Lemma 2.4.1**
Given $T > 0$ and $\phi \in L^\infty([0, T], \mathbb{R}^{r \times m})$, there exists at least one $L^1$ optimal solution for each $a \in \mathcal{R}(\phi, T)$.

**Proof.** Fix any $a \in \mathcal{R}(\phi, T)$. Since the set $\mathcal{U}(a, \phi, T)$ is non-empty, we can define

$$\theta \triangleq \inf_{u \in \mathcal{U}(a, \phi, T)} \|u\|_1.$$  

Then there exists a sequence $\{u^{(l)}\}_{l \in \mathbb{N}} \subset \mathcal{U}(a, \phi, T)$ such that

$$\lim_{l \to \infty} \|u^{(l)}\|_1 = \theta, \quad \|u^{(l)}\|_\infty \leq 1,$$

and

$$\int_0^T \phi(t)u^{(l)}(t)dt = a. \tag{2.4.1}$$

Since the set $\{u \in L^\infty : \|u\|_\infty \leq 1\}$ is sequentially compact in the weak* topology of $L^\infty$ [63], there exist a measurable function $u^{(\infty)}$ with $\|u^{(\infty)}\|_\infty \leq 1$ and a subsequence $\{u^{(l')}\}$ such that each component $\{u^{(l')}_{j}\}$ converges to $u^{(\infty)}_j$, the $j$-th component of $u^{(\infty)}$, in the weak* topology of $L^\infty$, that is, we have

$$\lim_{l' \to \infty} \int_0^T (u^{(l')}_j(t) - u^{(\infty)}_j(t))f(t)dt = 0 \tag{2.4.2}$$

for any $f \in L^1$ and $j = 1, 2, \ldots, m$. By (2.4.1) and (2.4.2),

$$\int_0^T \phi(t)u^{(\infty)}(t)dt = a$$

and hence $u^{(\infty)} \in \mathcal{U}(a, \phi, T)$. It follows from (2.4.2) that

$$\lim_{l' \to \infty} \int_0^T u^{(l')}_j(t)\text{sgn}(u^{(\infty)}_j(t))dt = \int_0^T u^{(\infty)}_j(t)\text{sgn}(u^{(\infty)}_j(t))dt = \int_0^T |u^{(\infty)}_j(t)|dt$$

for all $j = 1, 2, \ldots, m$. We also have

$$\sum_{j=1}^m \int_0^T u^{(l')}_j(t)\text{sgn}(u^{(\infty)}_j(t))dt \leq \sum_{j=1}^m \int_0^T |u^{(l')}_j(t)|dt = \|u^{(l')}\|_1$$

for all $j = 1, 2, \ldots, m$. Hence

$$\|u^{(\infty)}\|_1 = \sum_{j=1}^m \int_0^T |u^{(\infty)}_j(t)|dt$$

$$= \lim_{l' \to \infty} \sum_{j=1}^m \int_0^T u^{(l')}_j(t)\text{sgn}(u^{(\infty)}_j(t))dt$$

$$\leq \lim_{l' \to \infty} \|u^{(l')}\|_1.$$
Here, the subsequence \( \{\|u^{(l')}\|_1\} \) converges to \( \theta \), since the sequence \( \{\|u^{(l)}\|_1\} \) converges to \( \theta \) as \( l \to \infty \). Therefore, we have
\[
\|u^{(\infty)}\|_1 \leq \lim_{l \to \infty} \|u^{(l')}\|_1 = \theta. \tag{2.4.3}
\]
On the other hand, since \( u^{(\infty)} \in U(a, \phi, T) \), we have \( \|u^{(\infty)}\|_1 \geq \theta \). This with (2.4.3) gives \( \|u^{(\infty)}\|_1 = \theta \). Thus, \( u^{(\infty)} \) is an optimal solution for \( a \).

\[ \square \]

**Lemma 2.4.2**

Given \( T > 0 \) and \( \phi \in L^\infty([0, T], \mathbb{R}^{r \times m}) \), any \( a \in \mathcal{R}(\phi, T) \) satisfies \( a \in \partial \mathcal{R}_\theta(\phi, T) \), where \( \theta \) is the \( L^1 \) optimal value for \( a \).

**Proof.** Fix any \( a \in \mathcal{R}(\phi, T) \) and let the optimal value be given by \( \theta \). Then \( a \in \mathcal{R}_\theta(\phi, T) \) holds obviously. Let us assume that \( a \in \text{int} \mathcal{R}_\theta(\phi, T) \) and show a contradiction. Since \( a \in \text{int} \mathcal{R}_\theta(\phi, T) \), there exists a positive number \( \varepsilon > 0 \) such that
\[
\mathbb{B}(a, \varepsilon) \subset \mathcal{R}_\theta(\phi, T).
\]
Hence, there exists a vector \( b \in \mathcal{R}_\theta(\phi, T) \) and a positive number \( \lambda \in (0, 1) \) such that \( a = \lambda b \). Since \( b \in \mathcal{R}_\theta(\phi, T) \), there exists a function \( u_b \in U(b, \phi, T) \) such that \( \|u_b\|_1 \leq \theta \).

Then the function \( u_a \triangleq \lambda u_b \) satisfies that
\[
\int_0^T \phi(t)u_a(t)dt = \lambda \int_0^T \phi(t)u_b(t)dt = \lambda b = a
\]
and
\[
\|u_a\|_\infty = \lambda\|u_b\|_\infty \leq \lambda < 1.
\]
Hence \( u_a \in U(a, \phi, T) \). In addition,
\[
\|u_a\|_1 = \lambda\|u_b\|_1 \leq \lambda \theta < \theta.
\]
Thus, we obtain a contradiction since \( \theta \) is the \( L^1 \) optimal value. Therefore, \( a \in \partial \mathcal{R}_\theta(\phi, T) \).

\[ \square \]

**Lemma 2.4.3**

Suppose \( T > 0 \) and \( \phi \in L^\infty([0, T], \mathbb{R}^{r \times m}) \) satisfy Assumption 2.3.5. Fix any \( \theta \in [0, mT] \) and any \( \rho \neq 0 \). Take \( \alpha \geq 0 \) such that
\[
f(\alpha) \triangleq \sum_{j=1}^m \mu_L(\{t \in [0, T] : \|\rho^\top \phi_j(t)\| \geq \alpha\}) = \theta, \tag{2.4.4}
\]
and define a function \( \bar{u} = [\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_m]^\top \) by
\[
\bar{u}_j(t) \triangleq \begin{cases} 
\text{sgn}(\rho^\top \phi_j(t)), & \text{if } \|\rho^\top \phi_j(t)\| \geq \alpha, \\
0, & \text{else}
\end{cases} \tag{2.4.5}
\]
for all \( j \). Then, the function \( \bar{u} \) is a unique (in the a.e. sense) maximizer of
\[
\int_0^T \rho^\top \phi(t)u(t)dt \tag{2.4.6}
\]
among all \( u \) with \( \|u\|_\infty \leq 1 \) and \( \|u\|_1 \leq \theta \).
Proof. First, Assumption 2.3.5 is used to prove that \( \bar{u} \) is uniquely (in the a.e. sense) determined by \( \theta \). The continuity of \( f(\alpha) \) follows from this assumption. Note that \( f(0) = mT \) and \( f(\alpha) = 0 \) for \( \alpha \) sufficiently larger than \( \max_{0 \leq t \leq T} \text{ess sup} |\phi_{ij}(t)| \). Hence there exists a set \( \mathcal{A} \) such that \( f(\alpha) = \theta \) for all \( \alpha \in \mathcal{A} \). Further, for any \( \alpha_1, \alpha_2 \in \mathcal{A} \) such that \( \alpha_1 < \alpha_2 \) and \( j = 1, 2, \ldots, m \), we have

\[
\mu_L \{(t \in [0, T] : \alpha_1 < |\rho^\top \phi_j(t)| \leq \alpha_2) \} = 0.
\]

This shows the desired uniqueness.

Let us fix \( \alpha \in \mathcal{A} \) arbitrarily. Then, the function \( \bar{u} \) defined by (2.4.5) satisfies \( \|\bar{u}\|_1 = \theta \), so

\[
\|\bar{u}\|_1 = \sum_{j=1}^{m} \int_{\{t \in [0, T] : |\rho^\top \phi_j(t)| \geq \alpha \}} 1dt = f(\alpha).
\]

In addition, we also have \( \|\bar{u}\|_\infty \leq 1 \).

We first show that \( \bar{u} \) maximizes (2.4.6). Put

\[
E_j \triangleq \{t \in [0, T] : |\rho^\top \phi_j(t)| \geq \alpha \}, \quad F_j \triangleq \{t \in [0, T] : |\rho^\top \phi_j(t)| < \alpha \}
\]

for all \( j \). Then, \( E_j \cup F_j = [0, T] \), \( E_j \cap F_j = \emptyset \), and

\[
\sum_{j=1}^{m} \mu_L(E_j) = \theta, \quad (2.4.7)
\]

obviously. It follows from the definition of \( \bar{u} \) that

\[
\int_0^T \rho^\top \phi_j(t) \bar{u}_j(t) dt = \int_{E_j} |\rho^\top \phi_j(t)| dt.
\]

Then, for any \( u \) with \( \|u\|_\infty \leq 1 \) and \( \|u\|_1 \leq \theta \), we have

\[
\int_0^T \rho^\top \phi_j(t) u_j(t) dt \leq \int_{E_j} |\rho^\top \phi_j(t) u_j(t)| dt + \int_{F_j} |\rho^\top \phi_j(t) u_j(t)| dt \\
\leq \int_{E_j} |\rho^\top \phi_j(t) u_j(t)| dt + \alpha \int_{F_j} |u_j(t)| dt \\
= \int_{E_j} (|\rho^\top \phi_j(t)| - \alpha) |u_j(t)| dt + \alpha \int_{E_j} |u_j(t)| dt \\
\leq \int_{E_j} (|\rho^\top \phi_j(t)| - \alpha) dt + \alpha \int_{E_j} |u_j(t)| dt \\
= \int_{E_j} |\rho^\top \phi_j(t)| dt - \alpha \mu_L(E_j) + \alpha \int_{E_j} |u_j(t)| dt \\
= \int_0^T |\rho^\top \phi_j(t) \bar{u}_j(t)| dt - \alpha \mu_L(E_j) + \alpha \int_0^T |u_j(t)| dt \quad (2.4.8)
\]
for all \(j\). Hence
\[
\int_0^T \rho^\top \phi(t)u(t)dt = \sum_{j=1}^m \int_0^T \rho^\top \phi_j(t)u_j(t)dt
\]
\[
\leq \int_0^T \rho^\top \phi(t)\bar{u}(t)dt - \alpha \sum_{j=1}^m \mu_L(E_j) + \alpha \|u\|_1
\]
\[
\leq \int_0^T \rho^\top \phi(t)\bar{u}(t)dt
\]
from (2.4.7).

We finally show the uniqueness of such a maximizer. Suppose \(v\) satisfies \(\|v\|_\infty \leq 1\), \(\|v\|_1 \leq \theta\), and
\[
\int_0^T \rho^\top \phi(t)v(t)dt = \int_0^T \rho^\top \phi(t)\bar{u}(t)dt.
\]
This implies that equality holds at each evaluation in (2.4.8) when we substitute \(u_j = v_j\).

In particular, we have
\[
\int_{F_j} |\rho^\top \phi_j(t)v_j(t)|dt = \alpha \int_{F_j} |v_j(t)|dt,
\]
\[
\int_{E_j} (|\rho^\top \phi_j(t)| - \alpha)|v_j(t)|dt = \int_{E_j} (|\rho^\top \phi_j(t)| - \alpha)dt,
\]
\[
\int_{E_j} \rho^\top \phi_j(t)v_j(t)dt = \int_{E_j} |\rho^\top \phi_j(t)v_j(t)|dt
\]
for all \(j\). The first and second equalities show
\[
v_j(t) = 0 \text{ a.e. on } F_j, \quad |v_j(t)| = 1 \text{ a.e. on } E_j.
\]

Then the third one implies \(\text{sgn}(v_j(t)) = \text{sgn}(\rho^\top \phi_j(t)) \text{ a.e. on } E_j\). This completes the proof. \(\square\)

Based on the lemmas, we show the structure of the \(L^1\) optimal solution under Assumption 2.3.5. To put it briefly, the \(j\)-th component of the \(L^1\) optimal solution takes the maximum magnitude when \(|\rho^\top \phi_j(t)|\) is larger than a constant and otherwise the component takes 0, where \(\rho\) is a normal vector to a set at \(a\). The following theorem characterizes the \(L^1\) optimal solution in terms of the impulse response without assuming its finite-dimensional realization, unlike existing results, e.g. [48].

**Theorem 2.4.4**
Suppose \(T > 0\) and \(\phi \in L^\infty([0,T],\mathbb{R}^{r \times m})\) satisfy Assumption 2.3.5. Then, for each \(a \in \mathcal{R}(\phi,T)\), there exists a unique \(L^1\) optimal solution, which is given by the form of (2.4.5) for a parameter \(\rho \neq 0\) and \(\alpha \geq 0\).

**Proof.** Fix any \(a \in \mathcal{R}(\phi,T)\) and let the \(L^1\) optimal value for \(a\) be \(\theta\); see Lemma 2.4.1. Take any \(L^1\) optimal solution \(u^* \in \mathcal{U}(a,\phi,T)\), which, of course, satisfies \(\|u^*\|_\infty \leq 1\) and \(\|u^*\|_1 = \theta\). It follows from Lemma 2.4.2 that \(a \in \partial \mathcal{R}_\theta(\phi,T)\), and hence there are nonzero
normal vectors to $\mathcal{R}_\phi(\phi, T)$ at $a$ by [64, COROLLARY 11.6.1] from the convexity of the set $\mathcal{R}_\phi(\phi, T)$. Take arbitrarily such a vector $\rho \neq 0$. By the definition of $\rho$, we have
\[ \rho^\top z \leq \rho^\top a \]
for all $z \in \mathcal{R}_\phi(\phi, T)$, and hence
\[ \int_0^T \rho^\top \phi(t)u(t)dt \leq \int_0^T \rho^\top \phi(t)u^*(t)dt \quad (2.4.9) \]
for all $u$ with $\|u\|_\infty \leq 1$ and $\|u\|_1 \leq \theta$. It follows from Lemma 2.4.3 that $u^* = \bar{u}$, where $\bar{u}$ is defined by (2.4.5) accordingly to $\rho$. Hence any $L^1$ optimal solution is represented by the form of (2.4.5). Here, note that the maximizer of (2.4.6) is unique regardless of the selection of $\rho$. Indeed, for any nonzero normal vector $\rho_1$ and $\rho_2$ to $\mathcal{R}_\phi(\phi, T)$ at $a$, the equation (2.4.9) holds, and then $\bar{v}$ and $\bar{w}$ defined by (2.4.5) accordingly to $\rho_1$ and $\rho_2$ satisfy $\bar{v} = u^* = \bar{w}$. Thus the uniqueness of the optimal solution follows.

By combining [65] and [66], we obtain the following corollary, which considers the case that Assumption 2.3.5 does not hold.

**Corollary 2.4.5**

There exists at least one $L^1$ optimal solution that takes only the values of 0 and $\pm 1$, even if Assumption 2.3.5 does not hold.

**Proof.** This follows from [65, Lemma 1] and the proof of [66, Theorem]. Note that although the work [66] considers an $L^1$ optimal control problem for a linear system (i.e., $\phi$ is given by a form of $\phi(t) = \Phi^{-1}(t, 0)B(t)$, where $\Phi(t, 0)$ is the state transition matrix), the proof of [66] is also applicable to our problem.

**2.4.2 Characterization of the $L^0$ Optimal Solution**

From now on, we characterize the $L^0$ optimal solutions in view of the relationship with the $L^p$-optimization for $p \in (0, 1]$. Theorem 2.4.6 (resp. Theorem 2.4.10) refers to the relationship with the $L^1$-optimization with (resp. without) Assumption 2.3.5. Theorem 2.4.11 considers the $L^0$- and $L^p$-equivalence for $p \in (0, 1)$.

**Theorem 2.4.6**

Fix $T > 0$, $\phi \in L^\infty([0, T], \mathbb{R}^{r \times m})$, and $a \in \mathcal{R}(\phi, T)$. Let the $L^1$ optimal value be given by $\theta$. If Assumption 2.3.5 holds, then the $L^0$ optimal solution is unique and given by the $L^1$ optimal solution $\bar{u}$ defined by (2.4.5), where $\rho \neq 0$ is a normal vector to $\mathcal{R}_\phi(\phi, T)$ at $a$ and $\alpha$ is taken so that (2.4.4) holds.

**Proof.** We first note that there uniquely exists an $L^1$ optimal solution $\bar{u}$ from Lemma 2.4.1, and it is given by the form of (2.4.5) from Theorem 2.4.4.

Let us show that $\bar{u}$ is also $L^0$ optimal. The following discussion is based on [54]. Since $\bar{u}(t)$ takes only the values of 0 and $\pm 1$ on $[0, T]$, we have
\[ \|\bar{u}\|_1 = \|\bar{u}\|_0. \quad (2.4.10) \]
On the other hand, \( \|u\|_\infty \leq 1 \) readily implies

\[
\|u\|_1 \leq \|u\|_0. \tag{2.4.11}
\]

From (2.4.10), (2.4.11) and the \( L^1 \) optimality of \( \bar{u} \), we have

\[
\|\bar{u}\|_0 = \|\bar{u}\|_1 \leq \|u\|_1 \leq \|u\|_0
\]

for any \( u \in U(a, \phi, T) \). This implies that \( \bar{u} \) is \( L^0 \) optimal. In addition, this guarantees the existence of \( L^0 \) optimal solutions.

We next take any \( L^0 \) optimal solution \( \hat{u} \) and show \( \hat{u} = \bar{u} \). From (2.4.10), (2.4.11), and the optimality of \( \hat{u} \) and \( \bar{u} \), we have

\[
\|\bar{u}\|_1 \leq \|\hat{u}\|_1 \leq \|\hat{u}\|_0 = \|\bar{u}\|_0 = \|\bar{u}\|_1,
\]

which yields \( \|\bar{u}\|_1 = \|\bar{u}\|_1 \). This implies that \( \hat{u} \) is \( L^1 \) optimal. Thanks to the uniqueness of the \( L^1 \) optimal solution, the \( L^0 \) optimal solution is unique and given by \( \bar{u} \).

\[\square\]

**Corollary 2.4.7**

Consider the following \( L^0 \) optimal control problem involving output constraints:

\[
\begin{align*}
\text{minimize} & \quad \|u\|_0 \\
\text{subject to} & \quad \dot{x}(t) = Ax(t) + Bu(t), \\
& \quad y(t) = Cx(t), \\
& \quad x(0) = x_0, \quad y(T) = y_f, \quad \|u\|_\infty \leq 1,
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n \) is the state, \( u(t) \in \mathbb{R}^m \) is the input, \( y(t) \in \mathbb{R}^r \) is the output, \( T > 0 \) is the given final time of control, \( x_0 \) is the given initial state, \( y_f \) is the given target state, and \( A \in \mathbb{R}^{n \times n}, B = [b_1, b_2, \ldots, b_m] \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{r \times n} \) are given constant matrices. Assume there exists at least one control that satisfies the constraints. If the matrix

\[
\mathcal{M}_j \triangleq CA[b_j, Ab_j, \ldots, A^{n-1}b_j]
\]

has row-full rank for all \( j = 1, 2, \ldots, m \), then the optimization is equivalent to the \( L^1 \) optimal control problem.

**Proof.** Note that this optimization problem is a special case of Problem 2.3.1 with \( p = 0 \), \( \phi(t) = Ce^{A(T-t)}B \), and \( a = y_f - Ce^{AT}x_0 \). Hence there exists a control satisfying the constraints if and only if

\[
y_f - Ce^{AT}x_0 \in \left\{ \int_0^T Ce^{A(T-t)}Bu(t)dt : \|u\|_\infty \leq 1 \right\}.
\]

We show that Assumption 2.3.5 holds if \( \mathcal{M}_j \) has row-full rank for all \( j \), by which the proof is completed from Theorem 2.4.6. Let us suppose Assumption 2.3.5 fails. Then we have \( \mu_L(\{t \in [0, T] : \rho^T\phi_j(t) = \alpha \}) > 0 \) for some \( \rho \neq 0, \alpha \geq 0 \), and \( j \in \{1, 2, \ldots, m\} \). This implies

\[
g(t) \triangleq [1, \rho^T C] \exp \left( \begin{bmatrix} 0 & 0 \\ 0 & A(T-t) \end{bmatrix} \right) [-\alpha, b_j]^T = 0
\]

on a set with positive measures. Hence \( g \equiv 0 \) by [67]. From \( \frac{d^k g}{dt^k}(T) = 0 \) for any \( k = 1, 2, \ldots \), we have \( \rho^T CA^kb_j = 0 \) for any \( k = 1, 2, \ldots \). It follows that \( \mathcal{M}_j^T \rho = 0 \). Since \( \rho \) is nonzero, \( \text{rank} (\mathcal{M}_j) < r \). This completes the proof. \[\square\]
Remark 2.4.8
The equivalence theorem in [54, 55] considers the case of \( C = I_{n \times n} \in \mathbb{R}^{n \times n} \), where \( I_{n \times n} \) is the identity matrix, and claims that if the matrix \( A[b_j, Ab_j, \ldots, A^{n-1}b_j] \) is nonsingular for all \( j \), then the \( L^0 \)- and \( L^1 \)-equivalence holds. On the other hand, this corollary extends the analysis to systems having any output matrix \( C \in \mathbb{R}^{r \times n} \). The condition that \( M_j \) has row-full rank is known as the sufficient and necessary condition for the system
\[
\dot{x}(t) = Ax(t) + b_j u(t),
\]
\[
y(t) = CAx(t)
\]
to be output controllable [68]. The notion focuses on the possibility of the system to steer the output to any value from any initial state in a finite time interval.

Remark 2.4.9
For example, when \( C = I_{n \times n} \), the \( L^0 \)- and \( L^1 \)-equivalence for the double integrator system may fail because of the singularity of the \( A \)-matrix. Indeed, there exists an \( L^1 \) optimal control that is not \( L^0 \) optimal [55]. On the other hand, when \( C = [c_1, c_2] \) with \( c_1 \neq 0 \), the condition in Corollary 2.4.7 holds, and hence the \( L^0 \)- and \( L^1 \)-equivalence is guaranteed. This indicates that the gap between the \( L^0 \) optimization and the \( L^1 \) optimization for \( C = I_{n \times n} \) arises since the transfer function includes the first integrator.

As seen in the proof of Theorem 2.4.6, any \( L^1 \) optimal solution equipped with the bang-off-bang property is also \( L^0 \) optimal. On the other hand, any \( L^0 \) optimal solution is also \( L^1 \) optimal and takes only the values of 0 and \( \pm 1 \) almost everywhere. Hence, Corollary 2.4.5 immediately shows the next theorem, which characterizes the relationship in the absence of Assumption 2.3.5.

Theorem 2.4.10
Fix \( T > 0, \phi \in L^\infty([0, T], \mathbb{R}^{r \times m}) \), and \( a \in \mathcal{R}(\phi, T) \). Then there exists at least one \( L^0 \) optimal solution. In addition, the set of all \( L^0 \) optimal solutions is a subset of the set of all \( L^1 \) optimal solutions, even if Assumption 2.3.5 does not hold. More precisely, the set of all \( L^0 \) optimal solutions is given by the set of all \( L^1 \) optimal solutions that take only the values of 0 and \( \pm 1 \) almost everywhere.

The remainder of this section examines the relationship between the \( L^0 \) optimization and the \( L^p \) optimization with \( p \in (0, 1) \). We here recall that Assumption 2.3.5 on \( \phi \) is needed for the \( L^0 \)- and \( L^1 \)-equivalence. Indeed, the equivalence may fail in the absence of the assumption, as illustrated in Remark 2.4.9. On the other hand, the next theorem guarantees the \( L^0 \) optimization is equivalent to the \( L^p \) optimization for any \( p \in (0, 1) \) in general.

Theorem 2.4.11
Fix \( T > 0, \phi \in L^\infty([0, T], \mathbb{R}^{r \times m}) \), and \( a \in \mathcal{R}(\phi, T) \). The \( L^0 \) optimization is equivalent to the \( L^p \) optimization for any \( p \in (0, 1) \).

Proof. It follows from Theorem 2.4.10 that there exists at least one \( L^0 \) optimal solution. Let us denote the set of all \( L^0 \) optimal solutions by \( U_0^0(a, \phi, T) \). Take any \( \hat{u} \in U_0^0(a, \phi, T) \). We first show that \( \hat{u} \) is also \( L^p \) optimal for any \( p \in (0, 1) \). Fix any \( p \in (0, 1) \). Since \( \hat{u} \) is also
Then, the control vector each subinterval. where \( \cdots \) optimization \cite[Sec. 2.3]{69}.

For this purpose, we adopt a time discretization approach, which is standard for numerical

This section proposes an algorithm to numerically solve the sparse optimization problem.

2.5 Numerical Algorithm

Let us denote the set of all \( L^p \) optimal solutions by \( U_p^\ast(a, \phi, T) \). Take any \( \tilde{u} \in U_p^\ast(a, \phi, T) \). We next show \( \tilde{u} \) is also \( L^0 \) optimal. We now have

\[
\| \tilde{u} \|_1 \leq \| \tilde{u} \|_p,
\]

(2.4.13)

\[
\| \tilde{u} \|_1 \leq \| \tilde{u} \|_1,
\]

(2.4.14)

\[
\| \tilde{u} \|_p = \| \tilde{u} \|_0 = \| \tilde{u} \|_1,
\]

(2.4.15)

\[
\| \tilde{u} \|_p \leq \| \tilde{u} \|_p.
\]

(2.4.16)

Note that the first inequality (2.4.13) follows from \( \| \tilde{u} \|_\infty \leq 1 \), the second inequality (2.4.14) follows from the \( L^1 \) optimality of \( \tilde{u} \), the third equalities (2.4.15) follows from \( \tilde{u}(t) \in \{0, \pm 1\} \) a.e. \( t \in [0, T] \), and the forth inequality (2.4.16) follows from the \( L^p \) optimality of \( \tilde{u} \). Then equality holds at all inequalities in (2.4.13), (2.4.14), and (2.4.16).

In particular, we have

\[
\| \tilde{u} \|_p = \| \tilde{u} \|_1,
\]

(2.4.17)

\[
\| \tilde{u} \|_1 = \| \tilde{u} \|_0.
\]

(2.4.18)

It follows from (2.4.17) that

\[
\int_0^T (|\tilde{u}_j(t)|^p - |\tilde{u}_j(t)|) dt = 0
\]

for all \( j = 1, 2, \ldots, m \). Since \( |\tilde{u}_j(t)|^p - |\tilde{u}_j(t)| \geq 0 \) on \([0, T]\), we have \( |\tilde{u}_j(t)|^p = |\tilde{u}_j(t)| \) a.e. on \([0, T]\). This implies that \( \tilde{u}_j(t) \in \{0, \pm 1\} \) a.e. on \([0, T]\). Hence \( \| \tilde{u} \|_0 = \| \tilde{u} \|_1 \). Taking into account (2.4.18), we have \( \| \tilde{u} \|_0 = \| \tilde{u} \|_0 \). This means \( \tilde{u} \in U_0^\ast \). This completes the proof.

2.5 Numerical Algorithm

This section proposes an algorithm to numerically solve the sparse optimization problem. For this purpose, we adopt a time discretization approach, which is standard for numerical optimization \cite[Sec. 2.3]{69}.

In this approach, we first divide the interval \([0, T]\) into \( N \) subintervals, \([0, T] = [0, h) \cup \cdots \cup [(N - 1)h, Nh] \), and assume (or approximate) that the control \( u(t) \) are constant over each subinterval. where \( h \) is the discretization step chosen such that \( T = Nh \). Put the control vector

\[
z \triangleq [u(0)^\top, u(h)^\top, \ldots, u((N - 1)h)^\top]^\top \in \mathbb{R}^{mN}.
\]

Then, the \( L^0 \) optimization problem is reformulated by

\[
\begin{align*}
\text{minimize} & \quad \| z \|_{\ell^0} \\
\text{subject to} & \quad \Phi z = a, \quad \| z \|_{\ell^\infty} \leq 1,
\end{align*}
\]

(2.5.1)
where \( \| \cdot \|_0 \) and \( \| \cdot \|_1 \) are the \( \ell_0 \) and \( \ell_1 \) norms in \( \mathbb{R}^{mN} \), respectively, and

\[
\Phi \triangleq \begin{bmatrix}
\int_0^h \phi(t) dt, & \int_h^{2h} \phi(t) dt, & \ldots, & \int_{(N-1)h}^{Nh} \phi(t) dt
\end{bmatrix} \in \mathbb{R}^{r \times mN}.
\]

While it would be desirable to solve this optimization, the complexity of this problem grows exponentially with the number of the dimension \( N \) [70]. We then avoid to directly solve this problem and treat the \( \ell_1 \) optimization or \( \ell_p \) optimization with \( p \in (0, 1) \). This relaxation is motivated from Theorem 2.4.6 and Theorem 2.4.11.

### 2.5.1 via the \( \ell_1 \) Optimization Problem

When Assumption 2.3.5 is satisfied, the \( \ell_0 \) optimal solution is equal to the \( \ell_1 \) optimal solution by Theorem 2.4.6. Hence, it is enough to solve the \( \ell_1 \) optimization problem.

Here, the \( \ell_1 \) cost function is approximated by \( \| z \|_1 \), where \( \| \cdot \|_1 \) is the \( \ell_1 \) norm in \( \mathbb{R}^{mN} \).

Then, the \( \ell_1 \) optimization problem is reformulated by

\[
\begin{aligned}
\text{minimize} & \quad \| z \|_1 \\
\text{subject to} & \quad \Phi z = a, \quad \| z \|_{\ell_\infty} \leq 1.
\end{aligned}
\quad (2.5.2)
\]

The optimization problem (2.5.2) is reducible to linear programming [71] and can be solved by standard numerical software packages, such as cvx with MATLAB [72, 73], based on the interior point method. However, for large scale problems, the computational burden of such an algorithm becomes heavy. We then give a more efficient algorithm based on the alternating direction method of multipliers (ADMM) [74, 75, 76].

**Alternating direction method of multipliers**

We here briefly review the ADMM algorithm. The ADMM solves the following type of convex optimization.

\[
\begin{aligned}
\text{minimize} & \quad f(z) + g(y) \\
\text{subject to} & \quad y = \Psi z
\end{aligned}
\quad (2.5.3)
\]

where \( f : \mathbb{R}^{N_1} \mapsto \mathbb{R} \cup \{ \infty \} \) and \( g : \mathbb{R}^{N_2} \mapsto \mathbb{R} \cup \{ \infty \} \) are proper lower semi-continuous convex functions, and \( \Psi \in \mathbb{R}^{N_2 \times N_1} \). The algorithm of ADMM is given, for \( y[0] \), \( w[0] \in \mathbb{R}^{N_2} \) and \( \gamma > 0 \), by

\[
\begin{cases}
z[j + 1] \leftarrow \arg \min_{z \in \mathbb{R}^{N_1}_1} \left\{ f(z) + \frac{1}{2\gamma} \| y[j] - \Psi z - w[j] \|_2^2 \right\} \\
y[j + 1] \leftarrow \text{prox}_{\gamma g}(\Psi z[j + 1] + w[j]) \\
w[j + 1] \leftarrow w[j] + \Psi z[j + 1] - y[j + 1]
\end{cases}
\quad (2.5.4)
\]

for \( j = 0, 1, 2, \ldots \), where \( \text{prox}_{\gamma g} \) denotes the proximity operator of \( \gamma g \) defined by

\[
\text{prox}_{\gamma g}(z) \triangleq \arg \min_{y \in \mathbb{R}^{N_2}} \gamma g(y) + \frac{1}{2} \| z - y \|_2^2.
\]

We recall a convergence analysis of ADMM by Eckstein-Bertsekas [75].
Theorem 2.5.1 (Convergence of ADMM [75])
Consider the optimization problem (2.5.3). Assume that $\Psi^T \Psi$ is invertible and that a saddle point of its unaugmented Lagrangian $L_0(z, y, w) \triangleq f(z) + g(y) - (\Psi z - y)^T w$ exists. Then the sequence $\{(z[j], y[j])\}_{j \in \mathbb{N}}$ generated by Algorithm (2.5.4) converges to a solution of (2.5.3).

Reformulation into ADMM-applicable form

In what follows, we reformulate our optimization problem described in (2.5.2) into the standard form in (2.5.3) to apply ADMM.

Let $\Omega_1 \triangleq \{z \in \mathbb{R}^{mN} : \|z\|_{\ell^\infty} \leq 1\}$ be the unit-ball of the infinity norm, and $\Omega_2 \triangleq \{a\}$ be the singleton consisting of the vector $a$. Define the indicator function of a nonempty closed convex set by
$$
\iota_{\Omega}(z) \triangleq \begin{cases} 
0, & \text{if } z \in \Omega, \\
\infty, & \text{otherwise}.
\end{cases}
$$

Then, we can rewrite the optimization problem (2.5.2) as
$$
\min_{z \in \mathbb{R}^{mN}} \|z\|_{\ell^1} + \iota_{\Omega_1}(z) + \iota_{\Omega_2}(\Phi z). \tag{2.5.5}
$$

Introducing new variables $y_1$, $y_2$ and $y_3$ such that $y_i = z$ ($i = 1, 2$), and $y_3 = \Phi z$, we can translate (2.5.5) into
$$
\min_{z \in \mathbb{R}^{N_1}, y \in \mathbb{R}^{N_2}} \|y_1\|_{\ell^1} + \iota_{\Omega_1}(y_2) + \iota_{\Omega_2}(y_3) \tag{2.5.6}
\text{subject to } y = \Psi z
$$

where $N_1 \triangleq mN$, $N_2 \triangleq 2mN + r$, $y \triangleq [y_1^T y_2^T y_3^T]^T \in \mathbb{R}^{N_2}$, and
$$
\Psi \triangleq [I \quad I \quad \Phi^T]^T \in \mathbb{R}^{N_2 \times N_1}.
$$

Finally, by setting
$$
f(z) \triangleq 0, \\
g(y) \triangleq \|y_1\|_{\ell^1} + \iota_{\Omega_1}(y_2) + \iota_{\Omega_2}(y_3)
$$

the optimization problem (2.5.6) is reduced to the standard form of (2.5.3).

Computation

Since $f = 0$, the first step of (2.5.4) becomes strictly convex quadratic minimization, which boils down to solving linear equations, that is,
$$
z[j + 1] = \arg \min_{z \in \mathbb{R}^{mN}} \frac{1}{2\lambda} \|y[j] - \Psi z - w[j]\|^2
= (\Psi^T \Psi)^{-1} \Psi^T (y[j] - w[j])
= (2I + \Phi^T \Phi)^{-1} v[j]
$$

where
$$
v[j] \triangleq \sum_{i=1}^{2} (y_i[j] - w_i[j]) + \Phi^T (y_3[j] - w_3[j]).$$
On the other hand, the second step of (2.5.4) can be separated with respect to each $y_i$. For $y_1$, we have to compute the proximity operator of the $\ell_1$ norm, which is reduced to a simple soft-thresholding operation \cite{77}: for $l = 1, 2, \ldots, mN$,

$$\left[\text{prox}_{\gamma\|\cdot\|_1}(z)\right]_l = \text{prox}_{\gamma\|\cdot\|_1}(z(l)) = \text{sgn}(z(l)) \max\{|z(l)| - \gamma, 0\}$$

where $(\cdot)_l$ denotes the $l$-th entry of a vector.

For $y_2$ and $y_3$, the computation of the proximity operators of the indicator functions are required. Since the proximity operator of the indicator function of a nonempty closed convex set $\Omega$ equals to the metric projection $P_\Omega$ onto $\Omega$, the updates of $y_2$ and $y_3$ are reduced to calculating $P_{\Omega_1}$ and $P_{\Omega_2}$, respectively. We can compute $P_{\Omega_1}$ as follows:

$$P_{\Omega_1}(z) \triangleq \begin{cases} z, & \text{if } \|z\|_{\ell_\infty} \leq 1, \\ \tilde{z}, & \text{otherwise} \end{cases}$$

where

$$\tilde{z} \triangleq [r_1 \ldots r_N]^T,$$

$$r_i \triangleq \text{sgn}(z(i)) \min\{|z(i)|, 1\}, \quad i = 1, 2, \ldots, mN.$$ 

Meanwhile, $P_{\Omega_2} = P_{\{a\}}$ is simply given by $P_{\Omega_2}(z) \triangleq a$.

### 2.5.2 via the $L^p$ Optimization Problem, $p \in (0, 1)$

If Assumption 2.3.5 is not satisfied, then the $L^1$ optimal solution is not necessarily equal to the $L^0$ optimal solution, and hence the algorithm described above may not yield the sparse solution. Alternatively, we here solve the $L^p$ optimization problem. Now, the $L^p$ cost function is approximated by $\|z\|_{p, \ell^p}$, and hence the $L^p$ optimization problem is reformulated by

$$\begin{align*}
\min_{z \in \mathbb{R}^{mN}} & \quad \|z\|_{p, \ell^p} \\
\text{subject to} & \quad \Phi z = a, \quad \|z\|_{\ell^\infty} \leq 1.
\end{align*} \tag{2.5.7}$$

Although this optimization is still NP-hard, to solve this type of concave optimization an effective algorithm called Successive Linearization Algorithm (SLA) is proposed in \cite{78}.

The algorithm of the SLA is given as follows: Choose a positive integer $q \in \{1, 2, \ldots\}$ and a sufficiently small number $\delta > 0$. Solve the $\ell^1$ minimization problem (2.5.2) in the following equivalent form:

$$\begin{align*}
\min_{z, w \in \mathbb{R}^{mN}} & \quad \frac{1}{N} w \\
\text{subject to} & \quad \Phi z = a, \quad \|z\|_{\ell^\infty} \leq 1, \\
& \quad -w \leq z \leq w.
\end{align*} \tag{2.5.8}$$
and get the solution \((z^0, w^0)\). Having \((z^i, w^i)\) determine \((z^{i+1}, w^{i+1})\) by solving the following linear program:

\[
\begin{align*}
\text{minimize} & \quad (w^i)^\top (\frac{1}{z^i} - 1) w \\
\text{subject to} & \begin{cases}
\Phi z = a, & \|z\|_{\infty} \leq 1, \\
-w \leq z \leq w, \\
\delta 1_N \leq w \leq 1_N
\end{cases}
\end{align*}
\]

(2.5.9)

Stop when

\[
(w^i)^\top (\frac{1}{z^i} - 1) (w^i - w^{i+1}) = 0.
\]

### 2.6 Example

We here illustrate the \(L^0\)- and \(L^1\)-equivalence, taking an infinite-dimensional system with an output constraint. Let us consider the electromagnetic molding machine [79], which is modeled by

\[
\begin{align*}
\frac{\partial X(t, \xi)}{\partial t} &= 2\gamma \frac{\partial}{\partial \xi} \left( \xi \frac{\partial X(t, \xi)}{\partial \xi} \right), & \xi \in (0, 1) \\
X(t, \xi) &= \frac{\delta}{\gamma} u(t), & \xi = 1 \\
\xi \frac{\partial X(t, \xi)}{\partial \xi} &= 0, & \xi = 0 \\
y(t) &= \int_0^1 X(t, \xi) d\xi
\end{align*}
\]

(2.6.1)

where \(u(t)\) is the input current in the coil and \(y(t)\) is the output suction force generated by magnetic flux; see the chapter for what the other parameters mean. We define an \(L^0\) optimization problem as follows:

\[
\begin{align*}
\text{minimize} & \quad \|u\|_0 \\
\text{subject to} & \quad (2.6.1), \\
& \quad X(0, \xi) = 0, \quad y(T) = y_f, \quad \|u\|_\infty \leq 1,
\end{align*}
\]

where \(T > 0\) is a given final time of control and \(y_f \in \mathbb{R}\) is a given target output. Note that the transfer function of the system from \(u\) to \(y\) is given by

\[
G(s) = \frac{\delta}{\gamma} J_1 \left( \frac{2\sqrt{-s}}{2\gamma} \right)
\]

where \(J_k(z)\) is the Bessel function of the first kind of order \(k\), i.e.,

\[
J_k(z) \triangleq \sum_{q=0}^{\infty} \frac{(-1)^q}{q!(q+k)!} \left( \frac{z}{2} \right)^{2q+k}, \quad k \in \{1, 2\}.
\]

The system thus has an irrational transfer function, which has not been addressed in [54, 55, 58].
For the check of the $L^0$- and $L^1$-equivalence, we need to examine the shape of the impulse response of the system (2.6.1). Fig. 2.1 shows the impulse response when $\gamma = 10^{-5}$ and $\delta = 10^{-2}$. Obviously, there are no parts on which the response is constant. Hence this example satisfies Assumption 2.3.5 and the $L^0$ optimization is equivalent to the $L^1$ optimization. For example, let $T = 10$ and $y_f = 3$. Fig. 2.2 shows the optimal control input via the $L^1$ optimization and the $L^2$ optimal control input (Problem 2.3.1 with $p = 2$) for comparison. Fig. 2.3 shows the output $y(t)$ corresponding to the controls. Both controls achieve the given state transition $y(T) = 3$ while satisfying the magnitude constraint $\|u\|_{\infty} \leq 1$. We can also verify that the control obtained by the $L^1$ optimization exactly takes zero over a long time interval, while the $L^2$ optimization does not promote the sparsity. Thus, we can confirm the validity of the $L^1$ optimization.
Figure 2.2: $L^0$ optimal control (solid line) and $L^2$ optimal control (dashed line).

Figure 2.3: Output corresponding to $L^0$ optimal control (solid line) and $L^2$ optimal control (dashed line).
2.7 Conclusions

We have analyzed the relationship among the $L^p$ optimizations with $p \in [0, 1]$ when the constraint is imposed in terms of a Volterra integral equation. The framework can address infinite-dimensional linear systems and output constraints. Motivated by an insight drawn from Pontryagin’s minimum principle for finite-dimensional linear systems, we have derived a sufficient condition for the $L^0$- and $L^1$-equivalence and also clarified the construction of the $L^0$ optimal solutions. In particular, when the state is partially constrained, it has been proved that the output controllability guarantees the equivalence. In addition, we have proved that there exists at least one $L^1$ optimal solution that is also $L^0$ optimal, in general. We have finally given the $L^0$- and $L^p$-equivalence for any $p \in (0, 1)$. 
Chapter 3

Sparsity-Constrained Controllability Maximization with Application to Time-Varying Control Node Selection

3.1 Introduction

As introduced in Chapter 1, this chapter investigates a control problem that maximizes a controllability metric so that the system can be steered towards all directions in the state space with small energy. This framework can also address nodes selection problem. The remainder of this chapter is organized as follows. Section 3.2 gives mathematical preliminaries. Section 3.3 formulates our optimal control problem after a review of the controllability metric. Section 3.4 gives a theoretical analysis. For the characterization of the optimal solution, we introduce a convex optimization problem. After that, we reformulate the convex optimization problem so that Pontryagin’s minimum principle is applicable. Then, the optimal solution is characterized by using the costate vector. Based on this, we establish a condition for the main problem to be exactly solved via the convex optimization problem. Thanks to the result, the existence of optimal solutions to the main problem is also shown. Section 3.5 illustrates the application of the main problem to nodes selection problem, and Section 3.6 offers concluding remarks.

3.2 Mathematical Preliminaries

This section introduces notations that will be used throughout the chapter.

Let \( m \in \mathbb{N} \) and \( \Omega \subset \mathbb{R} \). For a vector \( a = [a_1, a_2, \ldots, a_m]^\top \in \mathbb{R}^m \), \( \text{diag}(a) \) denotes the diagonal matrix whose \((i, i)\)-component is given by \( a_i \), and \( a \in \Omega^m \) means \( a_i \in \Omega \) for all \( i \). Let \( N_1, N_2 \in \mathbb{N} \). For a matrix \( M \in \mathbb{R}^{N_1 \times N_2} \), \( \text{Tr} M \) denotes the trace of \( M \).
Chapter 3. Sparsity-Constrained Controllability Maximization

3.3 Problem Formulation

3.3.1 Controllability Metrics

This chapter investigates an optimal control problem that maximizes a metric of controllability with a sparse control. Let us first define a linear model as follows:

\[
\dot{x}(t) = Ax(t) + Bu(t), \quad 0 \leq t \leq T,
\]

where \( x(t) \in \mathbb{R}^n \) is the state; \( u(t) \in \mathbb{R}^m \) is the control input; \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) are constant matrices; and \( T > 0 \) is the final time of control. This chapter is interested in a sparse control constrained in terms of the \( L^0 \) norm by \( \| u \|_0 \leq \alpha \) with a given positive number \( \alpha > 0 \). This results in the following expression of the system (3.3.1):

\[
\dot{x}(t) = Ax(t) + BV(t)u(t), \quad 0 \leq t \leq T,
\]

where \( v(t) \triangleq [v_1(t), v_2(t), \ldots, v_m(t)]^\top \in \mathbb{R}^m \) is a time-varying vector satisfying \( \| v \|_0 \leq \alpha \) and \( v(t) \in \{0,1\}^m \) for all \( t \in [0,T] \). Note that the function \( v(t) \) represents the activation schedule of the control input. More precisely, the \( j \)-th variable of the control input is able to affect the system at time \( t \) if and only if \( v_j(t) = 1 \).

In what follows, we introduce a metric of the controllability for the system (3.3.2). The classical notion of controllability denotes whether the system can be driven to any desired state from any initial state by using an appropriate control input. More precisely, the system (3.3.2) is said to be controllable on \([0,T] \) if for any \( x_0, x_f \in \mathbb{R}^n \) there exists a control input \( u(t) \) such that the state of the system \( x(t) \) is driven from \( x(0) = x_0 \) to \( x(T) = x_f \) by using the control input \( u(t) \). It is well known that the system is controllable if and only if the following matrix called controllability Gramian is non-singular:

\[
W_c \triangleq \int_0^T e^{At}B(t)B(t)^\top e^{A^\top t}dt,
\]

where \( B(t) \triangleq BV(t) \in \mathbb{R}^{n \times m} \). Note that this classical controllability is a binary measure that determines whether the system is controllable or not, and it does not evaluate how easy the system is to control. Even if the system is theoretically controllable, control inputs might require high energy cost, which fails to realize desired state transitions in practice. Then, controllability measures that quantify the required energy cost of steering the system have been analyzed. We here recall the minimum-energy control problem:

\[
\text{minimize } \int_0^T \| u(t) \|^2 dt \quad \text{subject to } \dot{x}(t) = Ax(t) + B(t)u(t),
\]

where \( x(0) = x_0, \quad x(T) = 0 \).

The minimum control energy is then given by \( x_0^\top W_c^{-1}x_0 \) [80]. Based on this, recent works have been considered to make \( W_c \) as “large” as possible, and a number of controllability metrics have been proposed, including \( \text{Tr}W_c, \lambda_{\min}(W_c), \det(W_c), \) and \( \text{rank}(W_c) \); see e.g. [81, 82]. While each measure has its own advantage, this chapter adopts the trace...
of the controllability Gramian $\text{Tr}W_c$ from the analytical perspective. This quantity is closely related to the average controllability on the ball $\{x_0 : \|x_0\| = 1\}$ by the following equation [83]:

$$\frac{\int_{\|x_0\|=1} x_0^T W_c^{-1} x_0 dx_0}{\int_{\|x_0\|=1} dx_0} = \frac{1}{n} \text{Tr}W_c^{-1}.$$ 

### 3.3.2 Main Problem

In this chapter, we consider one problem: how should we provide control inputs to the system in order to realize the best controllability when control inputs are constrained in terms of the $L^0$ norm? The problem is formulated as the following optimization:

**Problem 3.3.1**

Given $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $T > 0$, and $\alpha > 0$, find a time-varying matrix $V(t) \triangleq \text{diag}(v(t))$, $v(t) \triangleq [v_1(t), v_2(t), \ldots, v_m(t)]^\top$, that solves

$$\begin{align*}
\text{maximize} & \quad J(V) \triangleq \text{Tr} \int_0^T e^{At} B B^\top e^{A^\top t} dt \\
\text{subject to} & \quad v(t) \in \{0, 1\}^m \quad \forall t \in [0, T], \quad \|v\|_0 \leq \alpha.
\end{align*}$$

We are now interested in the average controllability as mentioned in subsection 3.3.1. Hence the cost function in the optimization problem is defined by the trace of the controllability Gramian according to the system (3.3.2).

Let us now reformulate Problem 3.3.1 for the subsequent theoretical analysis.

**Lemma 3.3.2**

Problem 3.3.1 is equivalent to the following problem:

$$\begin{align*}
\text{maximize} & \quad J_1(V) \\
\text{subject to} & \quad v(t) \in \{0, 1\}^m \quad \forall t \in [0, T], \quad \|v\|_0 \leq \alpha.
\end{align*}$$  \hfill (3.3.3)

where

$$\begin{align*}
J_1(V) & \triangleq \int_0^T [f_1(t), f_2(t), \ldots, f_m(t)] v(t) dt, \\
f_j(t) & \triangleq b_j^\top e^{A^\top t} e^{At} b_j, \quad j = 1, 2, \ldots, m, \\
v(t) & \triangleq [v_1(t), v_2(t), \ldots, v_m(t)]^\top,
\end{align*}$$

and $b_j$ is the $j$-th column of $B$.

**Proof.** It is enough to show $J(V) = J_1(V)$ for any $v$ that satisfies the constraints. It follows from a property of the trace operator that

$$J(V) = \text{Tr} \int_0^T e^{At} B B^\top e^{A^\top t} dt$$

$$= \text{Tr} \int_0^T B^\top e^{A^\top t} e^{At} B V(t)^2 dt$$
Here, we have $V(t)^2 = V(t)$, since a constraint in Problem 3.3.1 imposes the variables $v_i$'s to take only the values of 0 and 1. We thus obtain the equivalent form (3.3.3) of Problem 3.3.1. □

In this chapter, we show that optimal solutions to Problem 3.3.1 can be obtained by solving a convex optimal control problem.

3.4 Analysis

We first introduce a convex relaxed problem of Problem 3.3.1.

**Problem 3.4.1**

Given $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $T > 0$, and $\alpha > 0$, find a time-varying matrix $V(t) \triangleq \text{diag}(v(t))$, $v(t) \triangleq [v_1(t), v_2(t), \ldots, v_m(t)]^\top$, that solves

\[
\max_{v_1, v_2, \ldots, v_m} J_1(V)
\]

subject to $v(t) \in [0, 1]^m \ \forall t \in [0, T]$, $\|v\|_1 \leq \alpha$.

We first show the discreteness of solutions to Problem 3.4.1, which guarantees that the optimal solutions to Problem 3.4.1 satisfy the constraints in Problem 3.3.1, which will be illustrated in the proof of Theorem 3.4.5. For this purpose, we recall Pontryagin’s maximum principle [84, Theorem 22.2].

**Proposition 3.4.2**

Consider the following optimal control problem:

\[
\min_w \int_0^T \ell(t, w(t))dt
\]

subject to $\dot{z}(t) = Fz(t) + Gw(t)$, $t \in [0, T]$ a.e.\hspace{1cm} (OC)

$w(t) \in [0, 1]^m$, $t \in [0, T]$ a.e.

$z(0) = z_0$, $z(T) \in E$,

where $\ell$ is continuous, $z(t) \in \mathbb{R}$, $w(t) \in \mathbb{R}^m$, $F \in \mathbb{R}$, $G \in \mathbb{R}^{1 \times m}$, $T > 0$, $z_0 \in \mathbb{R}$, and $E \subset \mathbb{R}$. Note that $(\ell, F, G, T, z_0, E)$ is given. Define the Hamiltonian function $H^\eta : [0, T] \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^m$ associated to Problem (OC) by

\[
H^\eta(t, z, p, w) \triangleq p(Fz + Gw) - \eta \ell(t, w),
\]

where $\eta$ is either 0 or 1. Let the process $(z_*, w_*)$ be a local minimizer for Problem (OC). Then, there exists an arc $p : [0, T] \to \mathbb{R}$ and a scalar $\eta$ equal to 0 or 1 satisfying the nontriviality condition:

\[
(\eta, p(t)) \neq 0 \ \forall t \in [0, T], \hspace{1cm} (3.4.1)
\]

the adjoint equation for almost every $t$:

\[
-\dot{p}(t) = \frac{\partial H^\eta}{\partial z}(t, z_*(t), p(t), w_*(t)), \hspace{1cm} (3.4.2)
\]

as well as the maximum condition for almost every $t$:

\[
H^\eta(t, z_*(t), p(t), w_*(t)) = \sup_{w \in [0, 1]^m} H^\eta(t, z_*(t), p(t), w). \hspace{1cm} (3.4.3)
\]
From now on, we show the discreteness of optimal solutions to Problem 3.4.1.

Theorem 3.4.3
Assume that \( f_j(t) \) defined in Lemma 3.3.2 is not constant on \([0, T]\) for all \( j \in \{1, 2, \ldots, m\} \).
Then any solution to Problem 3.4.1 takes only 0 and 1 almost everywhere.

**Proof.** We first reformulate Problem 3.4.1 into a form to which Pontryagin’s maximum principle is applicable. For any \( v \) such that \( v(t) \in [0, 1]^m \) on \([0, T]\), we have
\[
\|v\|_1 = \sum_{j=1}^{m} \int_0^T |v_j(t)| dt = \sum_{j=1}^{m} \int_0^T v_j(t) dt = \int_0^T [1, 1, \ldots, 1]v(t) dt,
\]
where \( v(t) = [v_1(t), v_2(t), \ldots, v_m(t)]^\top \). Note that the value is equal to the final state \( y(T) \) of the system
\[
\dot{y}(t) = [1, 1, \ldots, 1]v(t)
\]
with \( y(0) = 0 \). Hence the set of all variables satisfying the constraints in Problem 3.4.1 is equivalent to the set
\[
\{ v : v(t) \in [0, 1]^m \quad \forall t \in [0, T], \\
\dot{y}(t) = [1, 1, \ldots, 1]v(t), \quad y(0) = 0, \quad y(T) \leq \alpha \},
\]
and Problem 3.4.1 is equivalently expressed by the following problem:

\[
\begin{aligned}
\text{maximize} \quad & J_1(V) \\
\text{subject to} \quad & \dot{y}(t) = [1, 1, \ldots, 1]v(t), \\
& y(0) = 0, \quad y(T) \leq \alpha, \\
& v(t) \in [0, 1]^m \quad \forall t \in [0, T].
\end{aligned}
\]  

(3.4.4)

We thus obtain an optimal control problem to which Pontryagin’s maximum principle is applicable.

Define the Hamiltonian function \( H^\eta : [0, T] \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^m \) associated to the problem (3.4.4) by
\[
H^\eta(t, y, p, v) \triangleq p[1, 1, \ldots, 1]v - \eta \ell(t, v),
\]
where \( \eta \) is either 0 or 1 and
\[
\ell(t, v) \triangleq -[f_1(t), f_2(t), \ldots, f_m(t)]v,
\]
\[
f_j(t) \triangleq b_j^\top e^{A^\top t} e^{At} b_j, \quad j = 1, 2, \ldots, m.
\]
Let the process \((y_*, v_*)\) be a local maximizer for the problem (3.4.4). Then there exists an arc \( p : [0, T] \rightarrow \mathbb{R} \) and a scalar \( \eta \) equal to 0 or 1 satisfying the conditions (3.4.1), (3.4.2), and (3.4.3). Put the set on which (3.4.1), (3.4.2), and (3.4.3) hold by \( I \subset [0, T] \). Note that \( \mu_L(I) = T \). Since we now have \( \frac{\partial H^\eta}{\partial y} = 0 \), it follows from (3.4.2) that there exists \( p_0 \in \mathbb{R} \) and \( p(t) = p_0 \) for \( t \in I \). Then, it follows from (3.4.3) that
\[
(p_0 + \eta f_j(t))v_j^*(t) = \sup_{v_j \in [0,1]} (p_0 + \eta f_j(t))v_j
\]
for each $j \in \{1, 2, \ldots, m\}$ and $t \in I$. Note that the supremum is attained by a point in $[0, 1]$, since the right hand side is a linear function of $v_j$ on a closed interval. Hence

$$v_j^*(t) = \arg \max_{v_j \in [0, 1]} (p_0 + \eta f_j(t)) v_j.$$ 

The characterization is divided into the following two cases.

1. If $\eta = 0$, then $p_0 \neq 0$ from (3.4.1). Hence

$$v_j^*(t) = \arg \max_{v_j \in [0, 1]} p_0 v_j = \begin{cases} 1, & \text{if } p_0 > 0, \\ 0, & \text{if } p_0 < 0. \end{cases}$$

2. If $\eta = 1$, then

$$v_j^*(t) = \arg \max_{v_j \in [0, 1]} (p_0 + f_j(t)) v_j.$$ 

Hence

$$v_j^*(t) = \begin{cases} 1, & \text{if } p_0 + f_j(t) > 0, \\ 0, & \text{if } p_0 + f_j(t) < 0, \end{cases}$$

and $v_j^*(t)$ is not determined if $p_0 + f_j(t) = 0$. Here, put $I_j \triangleq \{ t \in [0, T] \cap I : p_0 + f_j(t) = 0 \}$.

In what follows, we show that for each $j$, if $f_j(t)$ is not constant, then $v_j^*$ takes only 0 and 1 almost everywhere. For the purpose, we show that if $\eta = 1$ and $\mu_L(I_{j_0}) > 0$ for some $j_0$, then $f_{j_0}(t)$ is constant. Put

$$\phi_{j_0}(t) \triangleq p_0 + f_{j_0}(t). \quad (3.4.5)$$

Then, $\phi_{j_0}(t) = 0$ for $t \in I_{j_0}$. Since $\phi_{j_0}(t)$ is an analytic function, it follows from $\mu_L(I_{j_0}) > 0$ that $\phi_{j_0} \equiv 0$, as described in [85]. This implies that $f_{j_0}(t)$ is constant, and then completes the proof.

**Remark 3.4.4**

As illustrated in the proof, the $j$-th component $v_j^*(t)$ of the optimal solution may switch the values only at time $t$ such that $f_j(t) + p_0 = 0$. Since the function $f_j(t) + p_0$ is analytic, the set of all zeros of the function does not contain accumulation points, which ensures the nonexistence of Zeno phenomena.

The following theorem is the main result, which shows the equivalence between Problem 3.3.1 and Problem 3.4.1.

**Theorem 3.4.5**

Assume that $f_j(t)$ defined in Lemma 3.3.2 is not constant for all $j$. Denote the set of all solutions to Problem 3.3.1 and Problem 3.4.1 by $\mathcal{V}_1^*$ and $\mathcal{V}_2^*$, respectively. If $\mathcal{V}_2^* \neq \emptyset$, then $\mathcal{V}_1^* = \mathcal{V}_2^*$. 
Hence, we have
\[ \sum_{j=1}^{m} \| \hat{v}_j \|_1 = \sum_{j=1}^{m} \int_{\{t \in [0,T] : \hat{v}_j(t) \neq 0\}} |\hat{v}_j(t)| dt = \sum_{j=1}^{m} \| \hat{v}_j \|_0, \tag{3.4.6} \]
where we used the discreteness of \( \hat{v}_j \). Since \( \hat{v} \) satisfies the constraints in Problem 3.4.1, we have \( \sum_{j=1}^{m} \| \hat{v}_j \|_0 \leq \alpha \) from (3.4.6). Thus, \( \hat{v} \) also satisfies the constraints in Problem 3.3.1. Here,
\[ \max_{v(t) \in [0,1]^m, \forall t, \|v\|_0 \leq \alpha} J_1(V) \leq \max_{v(t) \in [0,1]^m, \forall t, \|v\|_1 \leq \alpha} J_1(V). \tag{3.4.7} \]
Since we have \( \|g\|_1 \leq \|g\|_0 \) for any measurable function \( g(t) \in \mathbb{R} \) with \( g(t) \in [0,1] \) on \([0,T]\), we have
\[ \{ v : v(t) \in [0,1]^m \forall t, \|v\|_0 \leq \alpha \} \subset \{ v : v(t) \in [0,1]^m \forall t, \|v\|_1 \leq \alpha \}. \]
Hence
\[ \max_{v(t) \in [0,1]^m, \forall t, \|v\|_0 \leq \alpha} J_1(V) \leq \max_{v(t) \in [0,1]^m, \forall t, \|v\|_1 \leq \alpha} J_1(V). \tag{3.4.8} \]
It follows from inequalities (3.4.7) and (3.4.8) that
\[ \max_{v(t) \in [0,1]^m, \forall t, \|v\| \leq \alpha} J_1(V) \leq \max_{v(t) \in [0,1]^m, \forall t, \|v\|_1 \leq \alpha} J_1(V). \tag{3.4.9} \]
Here, \( \hat{v} \) is an optimal solution to Problem 3.4.1, and hence
\[ \max_{v(t) \in [0,1]^m, \forall t, \|v\| \leq \alpha} J_1(V) = J_1(V_2^*) \tag{3.4.10} \]
where \( V_2^* \triangleq \text{diag}(\hat{v}) \). On the other hand, since \( \hat{v} \) satisfies the constraints in Problem 3.3.1, we have
\[ J_1(V_2^*) \leq \max_{v(t) \in [0,1]^m, \forall t, \|v\|_0 \leq \alpha} J_1(V). \tag{3.4.11} \]
Hence, we have
\[ J_1(V_2^*) = \max_{v(t) \in [0,1]^m, \forall t, \|v\| \leq \alpha} J_1(V) \tag{3.4.12} \]
by (3.4.9), (3.4.10), and (3.4.11). This means that \( \hat{v} \) is a solution to Problem 3.3.1. Hence we have \( V_2^* \subset V_1^* \) and \( V_1^* \neq \emptyset \).

Let us take any optimal solution \( \tilde{v} \triangleq [\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_m] \in V_1^* \). Then we have \( \tilde{v}_j(t) \in \{0,1\} \) on \([0,T] \) for all \( j \) and
\[ \sum_{j=1}^{m} \| \tilde{v}_j \|_1 = \sum_{j=1}^{m} \| \tilde{v}_j \|_0 \leq \alpha. \]
Hence \( \tilde{v} \) also satisfies the constraints in Problem 3.4.1. In addition, it follows from (3.4.12) that \( J_1(V_1^*) = J_1(V_2^*) \), where \( V_1^* \triangleq \text{diag}(\tilde{v}) \). Therefore, \( \tilde{v} \in V_2^* \) and \( V_1^* \subset V_2^* \). This gives \( V_1^* = V_2^* \).

\[
\square
\]

Remark 3.4.6
When a function \( f_j \) is constant for some \( j \), optimal solutions to Problem 3.4.1 do not necessarily take only values of 0 and 1. Indeed, once the \( j \)-th component of an optimal solution to Problem 2 takes the value 1 on an interval, there exists an optimal solution whose \( j \)-th component takes besides the values of 0 and 1. This implies that the set \( V_2^* \) is not necessarily included in the set \( V_1^* \) when a function \( f_j \) is constant.

In Theorem 3.4.5, we assume the existence of optimal solutions to Problem 3.4.1 in order to discuss the equivalence \( V_1^* = V_2^* \). We next show the existence of solutions to Problem 3.3.1 and Problem 3.4.1. For the purpose, we first show that there exist solutions to Problem 3.4.1. Note that this guarantees the existence of solutions to Problem 3.3.1 if \( f_j(t) \) is not constant for all \( j \) by Theorem 3.4.5. We then finally show that there exists at least one solution to Problem 3.3.1, even if \( f_j(t) \) is constant for some \( j \).

Theorem 3.4.7
For any \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, T > 0, \) and \( \alpha > 0, \) there exists at least one optimal solution to Problem 3.3.1 and Problem 3.4.1, respectively.

Proof. We first show the existence of solutions to Problem 3.4.1, which is similar to the proof of Lemma 2.4.1. For this, we consider the equivalent problem (3.4.4). Let us denote the set of all variables satisfying the constraints in the problem (3.4.4) by \( \mathcal{V} \), i.e,

\[
\mathcal{V} \triangleq \left\{ v \in L^1 : \int_0^T [1,1,\ldots,1]v(t)dt \leq \alpha, \ v(t) \in [0,1]^m \ \forall t \in [0,T] \right\}.
\]

Since \( \mathcal{V} \neq \emptyset \), we can define

\[
\theta \triangleq \sup \{ J_1(V) : v \in \mathcal{V} \}.
\]

Then there exists a sequence \( \{v^{(l)}\}_{l \in \mathbb{N}} \subset \mathcal{V} \) such that \( \lim_{l \to \infty} J_1(v^{(l)}) = \theta \). Here, the set \( \{w \in L^\infty : \|w\|_\infty \leq 1\} \) is sequentially compact in the weak* topology of \( L^\infty \) [63]. Then it follows that there exist a measurable function \( v^{(\infty)} \) with \( v^{(\infty)}(t) \in [0,1]^m \) almost everywhere and a subsequence \( \{v^{(l')}\} \) such that each component \( v_j^{(l')} \) converges to \( v_j^{(\infty)} \), the \( j \)-th component of \( v^{(\infty)} \), in the weak* topology of \( L^\infty \), that is, we have

\[
\lim_{l' \to \infty} \int_0^T (v_j^{(l')}(t) - v_j^{(\infty)}(t))g(t)dt = 0
\]

for any \( g \in L^1 \) and \( j = 1,2,\ldots,m \). Then

\[
\int_0^T [1,1,\ldots,1]v^{(\infty)}(t)dt = \lim_{l' \to \infty} \int_0^T [1,1,\ldots,1]v^{(l')}(t)dt \leq \alpha
\]
and hence \( v^{(\infty)} \in \mathcal{V} \). In addition, we have

\[
J_1(V^{(\infty)}) = \int_0^T [f_1(t), f_2(t), \ldots, f_m(t)] v^{(\infty)}(t) dt
\]

\[
= \lim_{t' \to \infty} \int_0^T [f_1(t), f_2(t), \ldots, f_m(t)] v^{(t')}(t) dt
\]

\[
= \lim_{t' \to \infty} J_1(V^{(t')}) = \theta,
\]

where \( V^{(\infty)} \triangleq \text{diag}(v^{(\infty)}) \) and \( V^{(t')} \triangleq \text{diag}(v^{(t')}) \). This shows that \( v^{(\infty)} \) is an optimal solution to Problem 3.4.1.

We next show that there exists at least one optimal solution to Problem 3.4.1 that takes only the values of 0 and 1 even if \( f_j(t) \) is constant for some \( j \). Here, let us denote the set of all solutions to Problem 3.4.1 by \( \mathcal{V}_2^\ast \), which is not empty from the discussion above, and take any optimal solution \( v^* \in \mathcal{V}_2^\ast \). Now, it is enough to consider the case that \( \eta = 1 \) and \( K \triangleq \{ j \in \{1, 2, \ldots, m \} : \mu_L(I_j) > 0 \} \neq \emptyset \), where \( \eta \) and \( I_j \) are defined in the proof of Theorem 3.4.3, since for the other cases \( v^* \) obviously take only the values of 0 and 1. Note that the \( j \)-th component \( v^*_j \) of \( v^* \) satisfies \( v^*_j(t) \in \{0, 1\} \) on \([0, T]\) for \( j \notin K \).

For any \( j \in K \), it follows from the proof of Theorem 3.4.5 that \( \phi_j(t) \equiv 0 \), where \( \phi_j \) is defined by (3.4.5). Hence \( f_j(t) = -p_0 \) on \([0, T]\) for all \( j \in K \). Here we take a measurable function \( v \) such that

\[
\int_0^T v_j(t) dt = \int_0^T v_j^*(t) dt,
\]

\[
v_j(t) \in \{0, 1\} \quad \forall t \in [0, T]
\]

for \( j \in K \) and \( v_j = v_j^* \) for \( j \notin K \). Then the function \( v \triangleq [v_1, v_2, \ldots, v_m]^T \) satisfies \( J_1(V) = J_1(V^*) \), \( \|v\|_1 = \|v^*\|_1 \leq \alpha \), and \( v(t) \in \{0, 1\}^m \) on \([0, T]\), where \( V = \text{diag}(v) \) and \( V^* = \text{diag}(v^*) \). Hence \( v \) is a solution to Problem 3.4.1 that takes only 0 and 1.

Finally, the set of all solutions to Problem 3.4.1 that take only 0 and 1 is equal to \( \mathcal{V}_1^\ast \), which is the set of all solutions to Problem 3.3.1. This can be verified by the proof of Theorem 3.4.5. Thus, we obtain \( \mathcal{V}_1^\ast \neq \emptyset \). \( \square \)

### 3.5 Application to Control Node Selection

In this section, we illustrate the application of Problem 3.3.1 to control node selection. We first briefly review the node selection problem. The purpose of the problem is to identify the set of nodes with exogenous control inputs that can effectively guide the system’s entire dynamics. The selected nodes are called control nodes, and the selection techniques of control nodes have been extensively studied in the context of complex networks. In recent works, control nodes are chosen in order to optimize a metric of controllability \[86, 87, 81, 82, 88, 89\]. For example, \[86\] considers the minimum set of control nodes that guarantees the classical controllability proposed in \[90\]; \[87\] considers the structural controllability; and \[81, 82\] introduce quantities that evaluate how much the system is easy to control, such as the trace, the minimum eigenvalue, and the rank of the controllability Gramian. While these works investigate the selection problem in which the set of control nodes is
fixed over the time, more recent works [91, 92] alternatively select the time-varying set of control nodes for discrete-time systems.

In the context of the selection problem, our model (3.3.2) is interpreted as follows: \( x(t) \triangleq [x_1(t), x_2(t), \ldots, x_n(t)]^\top \) is the state vector of the network consisting of \( n \) nodes, where \( x_i(t) \) is the state of the \( i \)-th node at time \( t \); \( u(t) \) is the exogenous control input that influences the network dynamics; \( A \) is the dynamics matrix that represents the information flow among nodes. In particular, the node selection problem is interested in the design of the \( B \)-matrix, since it locates control nodes. In our case, \( BV(t) \) plays the role. More precisely, if \( v_j(t) = 1 \), then the input \( u_j(t) \) is provided to the system through the vector \( b_j \) at time \( t \), and if \( v_j(t) = 0 \), then the input \( u_j(t) \) is not provided to the system. Thus Problem 3.3.1 can answer to a question of when and where exogenous control inputs should be provided. In other words, Problem 3.3.1 is considered as a node selection problem that extracts time-varying control nodes. To the best of our knowledge, the time-varying control node selection for continuous-time systems has not yet been proposed.

We next give an example of node selection problem based on the proposed method. We consider the network consisting of 5 nodes. Let \( A \) in (3.3.2) be the adjacency matrix defined by

\[
A \triangleq \begin{bmatrix}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0
\end{bmatrix}
\]

and take \( B \) as \( I_{5 \times 5} \), which is the identity matrix of dimension 5. Fig. 3.1 shows the graph according to the adjacency matrix \( A \).
For this network, we simulated the proposed method with $T = 1$ and $\alpha = 1$. In this example, each node can be a control node since $B = I_{5 \times 5}$, but the constraint $\|v\|_0 \leq \alpha = 1$ imposes us to provide control inputs at most 1 sec. Note that this example satisfies the assumption of Theorem 3.4.5, and hence the optimal solution can be obtained by solving Problem 3.4.1, for which we can use, for example, CVX in MATLAB [72] after applying a time discretization.

Fig. 3.2 shows the profile of control nodes selected on the interval $[0,T]$. Note that we plot the profile only on $[0.5,T]$, since no node is activated on $[0,0.5]$ in this example. We can see that the set of control nodes is not constant on $[0,T]$. Indeed, the sets of control nodes on $[0.576,0.591)$, $[0.591,0.833)$, and $[0.833,1]$ are $\{3\}$, $\{3,4\}$, and $\{2,3,4\}$, respectively. Note that our framework may select several nodes at the same time since $\|v\|_0 \triangleq \sum_{j=1}^{m} \mu_L(\{t \in [0,T] : v_j(t) \neq 0\})$.

### 3.6 Conclusions

In this chapter, we have analyzed an optimal control problem that maximizes a controllability metric when a sparse control is applied. This analysis enables us to find an activation schedule of control inputs that can steer the system while saving energy. We have analytically shown the existence of the optimal solutions and proved that the solutions can be obtained via a convex optimization if each function (i.e. $f_j$) in front of decision variables is not constant. We have also illustrated the application of the optimization problem addressed in the chapter to the control node selection problem. Our optimization can select time-varying control nodes for continuous-time systems.
Chapter 4

Maximum Hands-off Distributed Control for Consensus of Multi-Agent Systems with Sampled-Data State Observation

4.1 Introduction

A multi-agent system (MAS) consists of distributed autonomous agents that exchange information with their neighbors on a network and update their own controls in order to perform a shared task. The MAS framework has been analyzed in a wide variety of applications, such as formation controls [93], sensor networks [94], and flocking of animals [95], to name a few. Among the numerous research topics in MAS, the consensus problem particularly focuses on the mechanism of how agents can reach an agreement at a common value through local interactions [96, 97, 98].

This chapter proposes a consensus algorithm based on maximum hands-off control, or sparse optimal control, and sampled-state observation. The remainder of this chapter is organized as follows. Section 4.2 gives mathematical preliminaries. Section 4.3 reviews the maximum hands-off control introduced in Chapter 2 for the readability. Sections 4.4 and 4.5 are the main sections of this chapter. We first formulate the consensus problem in Subsection 4.4.1. In the subsequent subsections in Section 4.4, we consider the first-order consensus problem. We give a consensus scheme based on the idea of the maximum hands-off control with sampled-data state observation in Subsection 4.4.2 and discuss the feasibility and characterization of the proposed consensus scheme in Subsection 4.4.3. Section 4.5 gives a consensus scheme for the second-order consensus problem. Section 4.6 presents two examples to illustrate the proposed maximum hands-off distributed control for the consensus. Although this chapter analyzes noiseless systems, we also consider a numerical example in the presence of noise. The simulation results show robustness against noise by the proposed distributed control, while we note that it is also implied that a feasibility problem may occur under noise. Section 4.7 offers concluding remarks.
4.2 Mathematical Preliminaries

This section reviews basic definitions, facts, and notation that will be used throughout the chapter.

We denote by $1_N$ the vector in $\mathbb{R}^N$ whose components are equal to 1. For two vectors $z, w \in \mathbb{R}^N$, the notation $z \leq w$ corresponds to the component-wise inequality, that is, $z_k \leq w_k$ for $k = 1, 2, \ldots, N$.

A digraph $\mathcal{G}$ consists of a pair $(\mathcal{V}, \mathcal{E})$ with a finite nonempty set of nodes $\mathcal{V} = \{1, 2, \ldots, N\}$ and a finite set of edges $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$. The edge set $\mathcal{E}$ represents the structure of information flow of the digraph, i.e., if information flows from $j \in \mathcal{V}$ to $i \in \mathcal{V}$, then $(j, i) \in \mathcal{E}$, otherwise $(j, i) \notin \mathcal{E}$. The node $j \in \mathcal{V}$ is said to be a neighbor of a node $i \in \mathcal{V}$ if $(j, i) \in \mathcal{E}$, and the set of all neighbors of node $i$ is denoted by $\mathcal{N}_i$, that is, $\mathcal{N}_i \triangleq \{ j \in \mathcal{V} : (j, i) \in \mathcal{E} \}$.

We denote by $|\mathcal{N}_i|$ the number of elements of the set $\mathcal{N}_i$. The maximum degree of a digraph $\mathcal{G}$ is defined as $\max_{i \in \mathcal{V}}|\mathcal{N}_i|$ and we denote it by $\Delta$. A sequence of nodes $(i_0, i_1, \ldots, i_\ell)$ of a digraph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is said to be a directed path if $\ell \geq 1$ and $(i_k, i_{k+1}) \in \mathcal{E}$ for all $k = 0, 1, 2, \ldots, \ell - 1$. A directed tree is a connected digraph in which every node has exactly one neighbor, except for one node called the root, which has no neighbor and from which every other node is reachable through a directed path. A digraph $\mathcal{G}' = (\mathcal{V}', \mathcal{E}')$ is said to be a subgraph of a digraph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ if $\mathcal{V}' \subset \mathcal{V}$ and $\mathcal{E}' \subset \mathcal{E}$. A subgraph $\mathcal{G}' = (\mathcal{V}', \mathcal{E}')$ of a digraph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is said to be a spanning tree of $\mathcal{G}$ if $\mathcal{V}' = \mathcal{V}$ and $\mathcal{G}'$ is a directed tree. The digraph $\mathcal{G}$ is said to have a spanning tree if a spanning tree is a subgraph of $\mathcal{G}$. The adjacency matrix $A = (a_{ij}) \in \mathbb{R}^{N \times N}$ of a digraph $\mathcal{G}$ is defined as

$$a_{ij} = \begin{cases} 1, & \text{if } (j, i) \in \mathcal{E} \text{ and } i \neq j, \\ 0, & \text{otherwise}. \end{cases}$$

A digraph is said to be balanced if

$$\sum_{j=1}^{N} a_{ij} = \sum_{j=1}^{N} a_{ji}$$

for all $i \in \mathcal{V}$, where $A = (a_{ij})$ is the adjacency matrix of the digraph. The graph Laplacian $L = (l_{ij}) \in \mathbb{R}^{N \times N}$ of a digraph is defined as

$$l_{ij} = \begin{cases} -a_{ij}, & \text{if } i \neq j, \\ |\mathcal{N}_i|, & \text{if } i = j. \end{cases}$$

A matrix $P \triangleq I - \epsilon L$ is called a Perron matrix with a parameter $\epsilon > 0$.

4.3 Maximum Hands-off Control

Here, we briefly review the maximum hands-off control defined in Chapter 2. Although we focus on first- and second-order agents in this chapter, we here discuss a more general linear time-invariant system modeled by

$$\dot{x}(t) = Fx(t) + Gu(t), \quad 0 \leq t \leq T_f,$$  \hspace{1cm} (4.3.1)
where \( F \in \mathbb{R}^{n \times n}, \ G \in \mathbb{R}^{n \times 1}, \) and \( T_f > 0 \) is a fixed final time of control. Note that the first- and second-order systems discussed in the main part of this chapter are modeled with
\[
F = 0, \quad G = 1 \quad \text{and} \quad F = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad G = \begin{bmatrix} 0 \\ 1 \end{bmatrix},
\]
respectively.

For the system (4.3.1), we call a control \( u \in L^1 \) feasible if it steers the state \( x(t) \) from a given initial state \( x(0) = x_0 \in \mathbb{R}^n \) to a target state \( x^f \) at time \( T_f \) (i.e., \( x(T_f) = x^f \)) and satisfies the magnitude constraint \( \|u\|_\infty \leq 1 \). We denote by \( \mathcal{U}(x_0, x^f, T_f) \) the set of all feasible controls for an initial state \( x_0 \in \mathbb{R}^n \), target state \( x^f \in \mathbb{R}^n \), and the final time of control \( T_f > 0 \).

As introduced in Chapter 2, the maximum hands-off control is a control \( u \in \mathcal{U}(x_0, x^f, T_f) \) that has the maximum time duration on which \( u(t) \) takes the value 0. Although the problem to seek such a control is formulated in Problem 2.3.1, we here again describe it in a form appropriate to the context. This optimization problem will be solved for each agent in our proposed consensus scheme as described in Sections 4.4 and 4.5.

**Problem 4.3.1**
For a given initial state \( x_0 \in \mathbb{R}^n \), target state \( x^f \in \mathbb{R}^n \), and the final time of control \( T_f > 0 \), find a feasible control \( u \in \mathcal{U}(x_0, x^f, T_f) \) that minimizes \( J(u) \triangleq \|u\|_0 \).

For the readability, the following theorem summarizes some results in Chapter 2. This will be used to show a condition under which the feasibility of the proposed control scheme is guaranteed; see Theorem 4.4.4 and Theorem 4.5.1.

**Theorem 4.3.2**
For a given final time of control \( T_f > 0 \), define the set
\[
\mathcal{R} \triangleq \left\{ \int_0^{T_f} e^{-F_t} G u(t) dt : \|u\|_\infty \leq 1 \right\}.
\]
Then, there exist maximum hands-off controls that steer the state from an initial state \( x_0 \in \mathbb{R}^n \) to a target state \( x^f \in \mathbb{R}^n \) if and only if the inclusion
\[
x_0 - e^{-FT_f} x^f \in \mathcal{R}
\]
holds. Moreover, the maximum hands-off controls are given by the \( L^1 \) optimal controls that take only values \( \pm 1 \) and 0.

**Proof.** See Theorem 2.4.10. \( \square \)

### 4.4 Consensus by Maximum Hands-off Control for First-Order Systems

In this chapter, we adopt the idea of the maximum hands-off control to the consensus control problem in multi-agent systems. We begin with the problem formulation.
4.4.1 Problem Formulation

Let us consider a network model $G = (V, E)$ on which dynamical agents are defined. In this chapter, we consider the following two cases with regard to the behavior of agents:

(i) Each agent $i \in V = \{1, 2, \ldots, N\}$ has dynamics

$$
\dot{x}_i(t) = u_i(t),
$$

(4.4.1)

(ii) Each agent $i \in V = \{1, 2, \ldots, N\}$ has dynamics

$$
\ddot{x}_i(t) = u_i(t),
$$

(4.4.2)

where $x_i(t) \in \mathbb{R}$ and $u_i(t) \in \mathbb{R}$ respectively denote the state and the control of agent $i$.

We first consider the case (i) in this section, and we then discuss the extension to the case (ii) in Section 4.5.

We use a distributed control for $u_i(t)$, which depends only on the $i$’s state $x_i(t)$ and the states $x_j(t)$ of the neighboring agents $j \in N_i$. Moreover, we consider a sampled-data control system where the observation of the states $x_i(t)$ can be executed only at the sampling time $kT$, $k = 0, 1, 2, \ldots$, where $T > 0$ denotes the sampling period. Each agent determines the control $u_i(t)$, $t \in [kT, (k + 1)T)$, based on $x_i(kT)$ and $\{x_j(kT) : j \in N_i\}$. We also assume that the magnitude of the control is restricted to be bounded by 1, that is,

$$
\|u_i\|_\infty \leq 1, \quad \forall i \in V.
$$

(4.4.3)

In addition, it is important to take into account of the control effort reduction in real systems. This chapter adopts the maximum hands-off control idea to the sampled-data consensus. Let us denote the control $u_i$ on the sampling interval $[kT, (k + 1)T)$ by $u_i[k]$, that is

$$
u_i[k](t) = u_i(t + kT)
$$

(4.4.4)
on $[0, T)$. Then we choose the control $u_i[k]$ at every discrete time $k$, that minimizes its $L^0$ norm $\|u_i[k]\|_0$ satisfying the above control objectives and constraints.

In summary, we formulate the sampled-data maximum hands-off consensus control problem as follows:

**Problem 4.4.1**

Given a sampling period $T > 0$, find a control scheme in which the control $\{u_i(t) : t \in [0, \infty)\}$ for each agent $i \in V$ satisfies the following:

1. It achieves

$$
\lim_{t \to \infty} \|x_i(t) - x_j(t)\| = 0
$$

for any $i, j \in V$.

2. It satisfies the magnitude constraint (4.4.3).

3. It is determined by sampled states $x_i(kT)$ and $\{x_j(kT) : j \in N_i\}$, $k = 0, 1, 2, \ldots$.

4. It minimizes $\|u_i[k]\|_0$ at each $k = 0, 1, 2, \ldots$. 
Remark 4.4.2
Since the first-order system is not steered at all by zero control, we can obtain a sparse distributed control equipped with arbitrary sparsity for the system once a consensus control scheme is found. However, this approach obviously requires a lot of time to reach consensus. Moreover, second-order agents move around according to their velocity while zero control is applied. Hence, control input should be properly switched off, otherwise agents may diverge from each other, which may require high \( L^0 \) cost of control to achieve consensus as a result. From these reasons, in this chapter we try to find a control scheme in which the state information is regularly exchanged among agents and sparse control is applied according to the state information. Note that since each agent does not know the consensus value in our setting, we consider a sparse distributed control that is \( L^0 \) optimal on each interval \([kT, (k+1)T]\) but is not necessarily equipped with the minimum \( L^0 \) cost among all controls that steer the agent from the initial state to the consensus value on the time axis \([0, \infty)\). The agents’ target states on each interval \([kT, (k+1)T]\) are designed in the following subsection.

4.4.2 Control Protocol

Here we show a solution to Problem 4.4.1. First, we review the discrete-time consensus [99].

Lemma 4.4.3
Consider a directed network \( G = (\mathcal{V}, \mathcal{E}) \) of discrete-time dynamical agents represented by
\[
    z_i[k+1] = z_i[k] + w_i[k], \quad i \in \mathcal{V}, \quad k = 0, 1, 2, \ldots, \tag{4.4.5}
\]
with distributed control
\[
    w_i[k] = -\epsilon \sum_{j \in \mathcal{N}_i} (z_i[k] - z_j[k]). \tag{4.4.6}
\]
If \( 0 < \epsilon < 1/\Delta \) (\( \Delta \) is the maximum degree of \( G \)) and \( G \) has a spanning tree, then the multi-agent system asymptotically reaches consensus for all initial states with the consensus value
\[
    \alpha = \sum_{i \in \mathcal{V}} v_i z_i[0], \tag{4.4.7}
\]
where \( v_i \) is the \( i \)-th element of the normalized left eigenvector associated with the eigenvalue 0 of the Laplacian matrix of \( G \).

From (4.4.5) and (4.4.6), we have
\[
    z_i[k+1] = z_i[k] - \epsilon \sum_{j \in \mathcal{N}_i} (z_i[k] - z_j[k]).
\]
Based on this, we design a continuous-time control \( u_i[k] \) in (4.4.4) that achieves the control objectives in Problem 4.4.1. Let \( z_i[k] \) be the state \( x_i(kT) \) of the \( i \)-th agent at sampling time \( kT \), \( k = 0, 1, 2, \ldots \). If we choose a control \( u_i[k] \) that drives the state \( x_i(t) \) from \( z_i[k] = x_i(kT) \) to
\[
    x_i'[k] \triangleq z_i[k] - \epsilon \sum_{j \in \mathcal{N}_i} (z_i[k] - z_j[k])
    = x_i(kT) - \epsilon \sum_{j \in \mathcal{N}_i} (x_i(kT) - x_j(kT)), \tag{4.4.8}
\]
then the multi-agent control system reaches a consensus at least on the sampling instants \( t = 0, kT, 2kT, \ldots \) from Lemma 4.4.3. Note that the control \( u_i[k] \) depends only on the \( i \)-th state \( x_i(kT) \) and the neighbor’s states \( x_j(kT), j \in N_i \). Moreover, we seek a control that has the minimum \( L^0 \) norm \( \|u_i[k]\|_0 \) (i.e. the maximum hands-off control) among such controls with the magnitude constraint (4.4.3). We describe the control algorithm in Algorithm 1.

\section{Algorithm 1} Maximum hands-off distributed control for agent \( i \in V \)

\begin{algorithm}
\begin{algorithmic}
\FOR {\( k = 0, 1, 2, \ldots \)}
\STATE Observe \( x_i(kT) \) and \( x_j(kT), j \in N_i \).
\STATE Compute a maximum hands-off control \( u_i[k] = \arg\min_{u \in \mathcal{U}(x_i(kT), x_f^i[k], T)} \|u\|_0 \)
where \( x_f^i[k] \) is given in (4.4.8).
\STATE Apply \( u_i(t) = u_i[k](t - kT), t \in [kT, (k + 1)T] \) to the agent \( i \).
\ENDFOR
\end{algorithmic}
\end{algorithm}

\subsection{4.4.3 Analysis}

Here we give analysis of the proposed control. Our approach is as follows: Briefly speaking, the proposed control tracks the non-restricted control in (4.4.6) while minimizing the \( L^0 \) cost of control inputs. Then, we first need to analyze the existence of the maximum hands-off control on each sampling interval \([kT, (k + 1)T]\). For this, a necessary and sufficient condition for the existence is given in Theorem 4.4.4. Note that under this condition, all agents converge to a common value at least on sampling instants by Lemma 4.4.3. We then investigate the consensus in the continuous-time domain in Theorem 4.4.7.

The following Theorem shows the existence of a maximum hands-off distributed control \( u_i[k] \) defined in Algorithm 1.

\section{Theorem 4.4.4}

Define
\[
    x(t) \triangleq \begin{bmatrix} x_1(t) & x_2(t) & \cdots & x_N(t) \end{bmatrix}^T,
\]
and let \( L \) be the Laplacian matrix of \( \mathcal{G} \). Take \( 0 < \epsilon < 1/\Delta \). Then there exist a maximum hands-off distributed control \( u_i[k] \) in Algorithm 1 at each step for each agent if and only if the initial state \( x(0) \) satisfies
\[
    -T1_N \leq \epsilon Lx(0) \leq T1_N. \tag{4.4.9}
\]

\section{Proof.}
It follows from Theorem 4.3.2 that a sufficient and necessary condition for agent \( i \in \mathcal{V} \) to have a maximum hands-off distributed control \( u_i[k] \) at step \( k \in \{0, 1, 2, \ldots \} \) is given by
\[
    x_i(kT) - x_i^d[k] \in \mathcal{R}, \tag{4.4.10}
\]
where \( \mathcal{R} = [-T,T] \), which is obtained by (4.3.2) with \( F = 0 \), \( G = 1 \), and \( T_f = T \). We define
\[
x^f[k] \triangleq [x^i_1[k] \ x^i_2[k] \ \ldots \ x^i_N[k]]^\top.
\]
Then, the condition that (4.4.10) holds for all \( k \) is equivalent to
\[
-T \mathbf{1}_N \leq \epsilon L x(kT) \leq T \mathbf{1}_N
\] (4.4.11)
for all \( k \); because we have
\[
x(kT) - x^f[k] = x(kT) - (x(kT) - \epsilon L x(kT)) = \epsilon L x(kT).
\]
Hence we show that the condition (4.4.9) is equivalent for (4.4.11) to hold for all \( k \). For this, it is enough to show that (4.4.9) implies that (4.4.11) holds for all \( k \). In other words, we show that if (4.4.11) holds for \( k = 0 \), then (4.4.11) holds for all subsequent \( k = 1, 2, \ldots \).

In order to prove this, we use mathematical induction.

Fix any \( k_0 \in \{0, 1, 2, \ldots \} \) and we assume that (4.4.11) holds for \( k = k_0 \). We show that (4.4.11) holds for \( k = k_0 + 1 \). The assumption guarantees the existence of \( u_i[k_0] \) for all \( i \). Since we consider the system without disturbances, \( u_i[k_0] \) steers the state \( x_i(t) \) from \( x_i(k_0 T) \) to \( x^f[k_0] \) on the time interval \( [k_0 T, (k_0 + 1)T] \), and hence we have \( x((k_0 + 1)T) = x^f[k_0] = P x(k_0 T) \) by (4.4.8), where \( P \) is the Perron matrix according to the graph \( G \). Then
\[
\epsilon L x((k_0 + 1)T) = \epsilon L P x(k_0 T) = \epsilon P L x(k_0 T),
\]
where we used the commutativity between \( P \) and \( L \). Here, the matrix \( P \) is row stochastic, i.e., all of its row-sums are 1, and all of the components are non-negative from \( 0 < \epsilon < 1/\Delta \), and hence each component of \( \epsilon P L x(k_0 T) \) is a convex combination of the components of \( \epsilon L x(k_0 T) \). Since each component of \( \epsilon L x(k_0 T) \) is in the interval \( [-T,T] \) from the assumption (4.4.11), each component of \( \epsilon P L x(k_0 T) \) is in the interval \( [-T,T] \) from the convexity of \( [-T,T] \). It follows that
\[
-T \mathbf{1}_N \leq \epsilon L x((k_0 + 1)T) \leq T \mathbf{1}_N.
\]
Thus, (4.4.11) holds for \( k = k_0 + 1 \).

Hence if (4.4.11) holds for the initial step \( k = 0 \), then (4.4.11) holds for all subsequent steps. This gives the result. \( \square \)

The following lemma gives characterization of the maximum hands-off distributed control.

**Lemma 4.4.5**

Assume that (4.4.9) holds. Then, the set of all maximum hands-off controls that steer the state \( x_i(t) \) of agent \( i \in V \) from \( x_i(kT) \) to the state \( x^f_i[k] \) defined in (4.4.8) is given by
\[
\mathcal{U}^*_i[k] \triangleq \left\{ -v \ \text{sgn}(\theta_i[k]) : \ v \in L^1[kT, (k+1)T], \ \right\}
\]
\[
\int_{kT}^{(k+1)T} v(t) dt = |\theta_i[k]|, \quad \text{for all } t \in [kT, (k+1)T],
\]
where \( \theta_i[k] \triangleq x_i(kT) - x^f_i[k] \).

Proof. Note that from Theorem 4.4.4 for any agent \( i \in \mathcal{V} \) there exists a maximum hands-off control that steers the state \( x_i(t) \) from \( x_i(kT) \) to \( x_i'[k] \) for \( k = 0, 1, 2, \ldots \). Since any maximum hands-off control is an \( L^1 \) optimal control that takes only values \( \pm 1 \) and 0 from Theorem 4.3.2, we obtain the result by the discussion in [48, Sec. 8-2]. \( \square \)

Remark 4.4.6

Lemma 4.4.5 shows that the maximum hands-off distributed control is piecewise constant. We can easily show that the number of switches is finite. In fact, the number of switches is at most 1 on each sampling interval \( [kT, (k+1)T) \). On the other hand, to avoid discontinuity and undesired high-frequency oscillation as chattering, CLOT (Combined L-One and Two) optimization can be used to obtain continuous control signals as proposed in [100]. It is also worth to note that we have obtained a ternary controller belonging to \( \{-1, 0, 1\} \) as a result of minimizing the \( L^0 \) norm on sampling intervals, even though the controller has a convex constraint \( \|u_i\|_{\infty} \leq 1 \). On the other hand, there exist works considering a coordination scheme by using a ternary controller in order to address quantization issues. For example, the authors of [101] propose a robust consensus algorithm with a ternary controller in a self-triggered manner. Note that the work leads to a zero control, but the maximization of time duration of zero control is not addressed, which is different from our work.

The maximum hands-off control thus takes its values on \( \{-1, 0, 1\} \). This is a favorable property when the controller is implemented on a cheap computer on the controlled agent, since the control values are already quantized.

The lemma is thanks to the simple plant model in (4.4.1). If we consider more general plant, such as given in (4.3.1), one should rely on numerical computation to obtain the maximum hands-off control. After time discretization, the approximated optimization problem is described as an \( \ell^0 \) optimization problem, which is known to be NP-hard [102]. That is, to numerically solve the maximum hands-off control, it may take a lot of time to compute. If the time constant of the agents is very short (e.g. an unmanned aerial vehicle), then the delay due to the computation will easily break the consensus and it may cause instability. To avoid this, one can use \( \ell^1 \) relaxation for the \( \ell^0 \) optimization and adopt a fast algorithm like the alternating direction method of multipliers (ADMM) [76]. The details of the algorithm are illustrated in Section 2.5.

Finally, we give a theorem to guarantee a consensus by the maximum hands-off distributed control in Algorithm 1 in the continuous-time domain.

Theorem 4.4.7

Assume that the digraph \( \mathcal{G} \) has a spanning tree. Assume also that the gain \( \epsilon \) is chosen to satisfy \( 0 < \epsilon < 1/\Delta \) and the initial state \( x(0) \) satisfies (4.4.9). Under the maximum hands-off distributed control in Algorithm 1, all agents converge to the value \( \alpha \) defined in (4.4.7) in the continuous-time domain.

Proof. By Lemma 4.4.3 and Theorem 4.4.4, the maximum hands-off distributed control achieves consensus on sampling instants. Fix arbitrarily \( i \in \mathcal{V} \). Then, for any \( \eta > 0 \), there exists \( k_i \in \mathbb{N} \) such that \( k \geq k_i \) implies \( |x_i(kT) - \alpha| < \eta \), where \( \alpha \) is given in (4.4.7). From Lemma 4.4.5, the maximum hands-off control \( u_i[k] \) also limits the state \( x_i(t) \) on any time interval \( [kT, (k+1)T] \) between \( x_i(kT) \) and \( x_i'[k] \), that is,

\[
x_i(t) \in \left[ \min\{x_i(kT), x_i'[k]\}, \max\{x_i(kT), x_i'[k]\} \right]
\]
for all \( t \in [kT,(k+1)T] \). Hence for any \( k \geq k_i \) we have \( |x_i(t) - \alpha| < \eta \) for all \( t \in [kT,(k+1)T] \).

Then, define

\[
T^* \triangleq \max_{i \in \mathcal{V}} k_i T.
\]

It follows that we have \( |x_i(t) - \alpha| < \eta \) for any \( i \in \mathcal{V} \) and any \( t \geq T^* \). This means \( \lim_{t \to \infty} |x_i(t) - x_j(t)| = 0 \) for any \( i, j \in \mathcal{V} \), and hence the maximum hands-off distributed control achieves consensus in the continuous-time domain.

\[\square\]

**Remark 4.4.8**

If the sampling time \( T \) is large, then from Theorem 4.4.4, we can take a large step size \( \epsilon \in (0, 1/\Delta) \) that satisfies (4.4.9), and the convergence can be fast. Also, if \( T \) is large, the sparsity of the control can be easily promoted. On the other hand, if \( T \) is large, then the time duration becomes long on which the control is open loop, and hence the system may lose the robustness against unpredicted disturbances during this duration. Hence, for the robustness \( T \) should be small.

### 4.5 Extension to Second-Order Consensus Problem

In this section, we extend the consensus algorithm based on the maximum hands-off control to the multi-agent system consisting of agents with second-order dynamics, which is given by (4.4.2). Let us first define variables \( x_{i1}(t) \) and \( x_{i2}(t) \) by

\[
x_{i1}(t) \triangleq x_i(t), \quad x_{i2}(t) \triangleq \dot{x}_i(t)
\]

for all \( i \in \mathcal{V} \). Then the dynamics of agents (4.4.2) are represented by

\[
\begin{bmatrix}
\dot{x}_{i1}(t) \\
\dot{x}_{i2}(t)
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
x_{i1}(t) \\
x_{i2}(t)
\end{bmatrix} +
\begin{bmatrix}
0 \\
1
\end{bmatrix} u_i(t).
\]

Regarding \( x_i(t) \) as the position of agent \( i \), each agent is controlled by manipulating acceleration in the system.

The control objective is consensus in the sense that they reach a common position and stop (i.e. \( x_i = \text{const.} \) and \( \dot{x}_i = 0 \)) asymptotically with a distributed control satisfying the magnitude constraint (4.4.3) and reducing the control effort \( \|u_i[k]\|_0 \), where \( u_i[k] \) is defined by (4.4.4). From the discussion in Section 4.4, the agents reach a consensus at least on the sampling instants, by steering the state \( [x_{i1}(t) \ x_{i2}(t)]^\top \) from \( [x_{i1}(kT) \ x_{i2}(kT)]^\top \) to \( [x_{i1}^f[k] \ x_{i2}^f[k]]^\top \) with

\[
x_{i1}^f[k] \triangleq x_{i1}(kT) - \epsilon \sum_{j \in N_i} (x_{i1}(kT) - x_{j1}(kT)),
\]

\[
x_{i2}^f[k] \triangleq x_{i2}(kT) - \epsilon \sum_{j \in N_i} (x_{i2}(kT) - x_{j2}(kT)),
\]

on each time interval \([kT,(k+1)T]\), where \( \epsilon > 0 \). Then, we adopt the following algorithm (Algorithm 2).

In what follows, we first give a theorem regarding the feasibility of Algorithm 2 and then prove that it guarantees the consensus in the continuous-time domain.
Algorithm 2 Maximum hands-off distributed control for agent $i \in \mathcal{V}$ in the case of second-order problem

Given a sampling period $T$ and an initial state $x_i[0] \triangleq [x_i(0) \ ẋ_i(0)]^\top$

for $k = 0, 1, 2, \ldots$ do

Observe $x_i[k] \triangleq [x_i(kT) \ ẋ_i(kT)]^\top$ and $x_j[k] \triangleq [x_j(kT) \ ẋ_j(kT)]^\top$, $j \in \mathcal{N}_i$, Compute a maximum hands-off control

$$u_i[k] = \arg \min_{u \in U(x_i[k], x_i'[k], T)} \|u\|_0$$

where $x_i'[k] \triangleq [x_i'[k] \ x_{i2}[k]]^\top$ is given in (4.5.3) and (4.5.4).

Apply $u_i(t) = u_i[k](t - kT)$, $t \in [kT, (k + 1)T]$ to the agent $i$.

end for

Theorem 4.5.1

Define

$$x(t) \triangleq [y_1^\top(t) \ y_2^\top(t)]^\top,$$

$$y_1(t) \triangleq [x_{11}(t) \ x_{21}(t) \ \ldots \ x_{N1}(t)]^\top,$$

$$y_2(t) \triangleq [x_{12}(t) \ x_{22}(t) \ \ldots \ x_{N2}(t)]^\top,$$

and

$$\mathcal{R}^2 \triangleq \left\{ [r_1 \ r_2 \ \ldots \ r_{2N}]^\top \in \mathbb{R}^{2N} : [r_i \ r_{i+1}]^\top \in \mathcal{R} \text{ for all } i = 1, 2, \ldots, N \right\},$$

where $\mathcal{R}$ is the reachable set defined in (4.3.2) with

$$T_f = T, \quad F = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad G = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.$$

Let $P$ be a Perron matrix according to the graph $G$ with a parameter $\epsilon \in (0, 1/\Delta)$. Then the set $\mathcal{U}(x_i[k], x_i'[k], T)$ in Algorithm 2 is not empty at each step $k$ for all agents if and only if the initial state $x(0)$ satisfies

$$\begin{bmatrix} I - P & -TP \\ 0 & I - P \end{bmatrix} x(0) \in \mathcal{R}^2. \tag{4.5.5}$$

Proof. Fix any $k$. Algorithm 2 steers the state from $[x_{i1}(kT) \ x_{i2}(kT)]^\top$ to $[x_{i1}[k] \ x_{i2}[k]]^\top$ on the time interval $[kT, (k + 1)T]$ at step $k$ for each agent. This is equivalent to the transition from $[x_{i1}(kT) \ x_{i2}(kT)]^\top - \exp \left( \begin{bmatrix} 0 & -1 \\ 0 & 0 \end{bmatrix} T \right) [x_{i1}[k] \ x_{i2}[k]]^\top$ to the origin on the time interval by the linearity of the system (4.5.2). Hence feasible controls at step $k$ exist for all agents if and only if

$$\begin{bmatrix} x_{i1}(kT) \\ x_{i2}(kT) \end{bmatrix} - \begin{bmatrix} 1 & -T \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_{i1}[k] \\ x_{i2}[k] \end{bmatrix} \in \mathcal{R} \tag{4.5.6}$$
for all $i$. Here
\[
\begin{bmatrix}
x_{i1}^f[k] \\
x_{i2}^f[k]
\end{bmatrix} = \begin{bmatrix} P_i & 0 \\ 0 & P_i \end{bmatrix} x(kT)
\]
from the definitions (4.5.3) and (4.5.4), where $P_i$ is the $i$-th row of the Perron matrix $P$.
Hence, it follows from this with (4.5.6) that the set $\mathcal{U}(x_i[k], x_i^f[k], T)$ in Algorithm 2 is not empty at each step $k$ for all agents if and only if
\[
\begin{bmatrix} I - P & TP \\ 0 & I - P \end{bmatrix} x(kT) \in \mathcal{R}^2
\]
for all $k$.

Then it is enough to show that if the inclusion (4.5.7) holds for step $k = 0$, then (4.5.7) holds for all subsequent steps $k = 1, 2, \ldots$. The proof follows by mathematical induction. We assume that (4.5.7) holds for $k = 0$ and show (4.5.7) holds for $k = 1$. Since we consider the system in the absence of noise, we have $x_{i1}(T) = x_{i1}^f[0]$, and $x_{i2}(T) = x_{i2}^f[0]$ for all $i$. Hence
\[
x(T) = \begin{bmatrix} P & 0 \\ 0 & P \end{bmatrix} x(0).
\]

Then
\[
\begin{bmatrix} I - P & TP \\ 0 & I - P \end{bmatrix} x(T) = \begin{bmatrix} I - P & TP \\ 0 & I - P \end{bmatrix} \begin{bmatrix} P & 0 \\ 0 & P \end{bmatrix} x(0) = \begin{bmatrix} P & 0 \\ 0 & P \end{bmatrix} x(0).
\]

Here we define
\[
\begin{bmatrix} a_i \\ b_i \end{bmatrix} \triangleq \begin{bmatrix} e_i^\top \\ e_i^\top_{i+N} \end{bmatrix} \begin{bmatrix} I - P & TP \\ 0 & I - P \end{bmatrix} x(0)
\]
for all $i$, where $e_i$ is the $i$-th canonical basis in $\mathbb{R}^{2N}$. From the assumption we now have $[a_i \ b_i]^\top \in \mathcal{R}$ for all $i$. Then we have
\[
\begin{bmatrix} e_i^\top \\ e_i^\top_{i+N} \end{bmatrix} \begin{bmatrix} I - P & TP \\ 0 & I - P \end{bmatrix} x(T) = \sum_{j=1}^N p_{ij} [a_i \\ b_i],
\]
where $p_{ij}$ is the $j$-th column of $P$. Here, the matrix $P$ is row stochastic and all of the components are non-negative from $0 < \epsilon < 1/\Delta$, and hence the left hand side of (4.5.8) exists in $\mathcal{R}$ for each $i$ by the convexity of the reachable set $\mathcal{R}$. This means that (4.5.7) holds for $k = 1$.

The consideration can also be used to show that the assumption for an arbitrarily fixed step $k_0$ implies the inclusion (4.5.7) for step $k_0 + 1$. In summary, the inclusion (4.5.7) for $k = 0$ is equivalent to the inclusion for all $k$. Thus the proof is completed. □

**Remark 4.5.2**

Theorem 4.5.1 shows the existence of the maximum hands-off distributed control $u_i[k]$ at each step for all agents from Theorem 4.3.2. In other words, this guarantees the feasibility of Algorithm 2. We also note that the reachable set $\mathcal{R}$ for the double integrator system (4.5.2) is analytically calculated as in [48]. Hence we can easily check the feasibility by
(4.5.5). In addition, a closed form of maximum hands-off control \( u_i[k] \) can be obtained as discussed in [103]. According to the work, there exists a maximum hands-off control of which the number of switches is at most 2 on each interval \([kT, (k + 1)T]\).

Finally, we prove a theorem to mention the consensus in the continuous-time domain. For the purpose, we introduce the following lemma.

**Lemma 4.5.3**
Consider the double integrator system (4.5.2). For a given final time of control \( T > 0 \), define a function

\[
V(\xi) \triangleq \min_{u \in U(\xi, 0, T)} \|u\|_0
\]
on the reachable set \( \mathcal{R} \). Then the function \( V(\xi) \) is continuous on the reachable set \( \mathcal{R} \) and 

\[
V(0) = 0.
\]

**Proof.** For the double-integral system (4.5.2), the maximum hands-off control is given in a closed form and the function \( V(\xi) \) can be analytically calculated as in [103, Example 2], in which we can confirm the result. \( \square \)

The following theorem is the main result of this section.

**Theorem 4.5.4**
Assume that the digraph \( G \) has a spanning tree, the gain \( \epsilon \) is chosen to satisfy \( 0 < \epsilon < 1/\Delta \), the initial state \( x(0) \) satisfies (4.5.5), and \( x_{i2}(0) = 0 \) for each agent \( i \). Under the maximum hands-off distributed control in Algorithm 2, all agents satisfy

\[
\lim_{t \to \infty} x_{i1}(t) = \alpha, \quad \lim_{t \to \infty} x_{i2}(t) = 0,
\]

where \( \alpha \) is defined in (4.4.7).

**Proof.** Define

\[
\text{Box}(a) \triangleq \{ [\xi_1, \xi_2] \in \mathbb{R}^2 : |\xi_1| \leq (T + 2)a, |\xi_2| \leq 2a \},
\]

\[
M(a) \triangleq \max_{\xi \in \text{Box}(a) \cap \mathcal{R}} V(\xi)
\]

for \( a > 0 \). Note that \( M(a) \) is well-defined because the set \( \mathcal{R} \) is closed [104, Lemma 12.1] and \( V(\xi) \) is continuous on the set \( \mathcal{R} \) from Lemma 4.5.3. Take any \( \eta > 0 \). Since we have \( \lim_{a \to 0^+} (M(a) + a) = 0 \) by Lemma 4.5.3, there exists \( \eta_0 > 0 \) such that

\[
0 < M(a) + a < \eta, \quad \forall a \in (0, \eta_0).
\]

(4.5.9)

Here, it follows from Theorem 4.5.1 and Lemma 4.4.3 that we have \( \lim_{k \to \infty} x_{i1}(kT) = \alpha \) and \( \lim_{k \to \infty} x_{i2}(kT) = 0 \) for each agent \( i \). Hence, for an arbitrarily fixed \( \eta_1 \in (0, \min\{\eta_0, \eta\}) \), there exist \( p_i \in \mathbb{N} \) and \( v_i \in \mathbb{N} \) for each \( i \) such that \( k \geq p_i \) implies \( |x_{i1}(kT) - \alpha| < \eta_1 \) and \( k \geq v_i \) implies \( |x_{i2}(kT)| < \eta_1 \). Define

\[
K^* \triangleq \max\{p_1, \ldots, p_N, v_1, \ldots, v_N\}.
\]

Then \( k \geq K^* \) implies

\[
|x_{i1}(kT) - \alpha| < \eta_1, \quad |x_{i2}(kT)| < \eta_1
\]

(4.5.10)
for all $i$.

Fix arbitrarily $i \in V$. It follows from Theorem 4.5.1 that there exists the maximum hands-off distributed control $u_i[k]$ for any $k$, and $u_i[k]$ steers the state from

$$
\xi_k \triangleq \begin{bmatrix} x_{i1}(kT) \\ x_{i2}(kT) \end{bmatrix}
$$

to the origin in time $T$ for the system (4.5.2). Hence $\xi_k \in \mathcal{R}$ for any step $k$. In particular, if $k \geq K^*$, then we have

$$
|\xi_{k,1}| \leq |x_{i1}(kT) - \alpha| + |\alpha - x_{i1}[k]| + T|x_{i2}[k]| < (T + 2)\eta_1
$$

and

$$
|\xi_{k,2}| \leq |x_{i2}(kT)| + |x_{i2}[k]| < 2\eta_1
$$

from (4.5.10), where $\xi_k \triangleq [\xi_{k,1}, \xi_{k,2}]^\top$. It follows that $\xi_k \in \text{Box}(\eta_1)$, and hence $\xi_k \in \text{Box}(\eta_1) \cap \mathcal{R}$. Hence for $k \geq K^*$, we have

$$
\|u_i[k]\|_0 \leq M(\eta_1)
$$

by the definition of $M$.

Here if $k \geq K^*$, then we have

$$
|x_{i2}(t) - x_{i2}(kT)| \leq \int_{kT}^t |u_i(\tau)|d\tau \\
\leq \int_{kT}^{(k+1)T} |u_i(\tau)|d\tau \\
= \int_{\{\tau: \tau \in [kT,(k+1)T], u_i(\tau) \neq 0\}} |u_i(\tau)|d\tau \\
\leq \|u_i[k]\|_0 \\
\leq M(\eta_1)
$$

for all $t \in [kT, (k + 1)T]$ from (4.5.2) and (4.5.11). We also have

$$
|x_{i1}(t) - x_{i1}(kT)| \leq \int_{kT}^t |x_{i2}(\tau)|d\tau \\
\leq \int_{kT}^{(k+1)T} |x_{i2}(\tau)|d\tau \\
\leq \int_{kT}^{(k+1)T} |x_{i2}(\tau) - x_{i2}(kT)|d\tau + \int_{kT}^{(k+1)T} |x_{i2}(kT)|d\tau \\
\leq T(M(\eta_1) + \eta_1)
$$

for all $t \in [kT, (k + 1)T]$ from (4.5.12) and (4.5.10). Since $0 < \eta_1 < \eta_0$,

$$
0 < M(\eta_1) + \eta_1 < \eta
$$
by (4.5.9). Hence we have

\[ |x_{11}(t) - x_{11}(kT)| \leq T(M(\eta_1) + \eta_1) < T\eta \] (4.5.15)

and

\[ |x_{12}(t) - x_{12}(kT)| \leq M(\eta_1) < M(\eta_1) + \eta_1 < \eta \] (4.5.16)

for all \( t \in [kT, (k+1)T] \) with \( k \geq K^* \) by (4.5.13), (4.5.14), and (4.5.12).

Therefore, we have

\[ |x_{11}(t) - \alpha| \leq |x_{11}(t) - x_{11}(kT)| + |x_{11}(kT) - \alpha| < T\eta + \eta_1 < (T+1)\eta \]

and

\[ |x_{12}(t)| \leq |x_{12}(t) - x_{12}(kT)| + |x_{12}(kT)| < \eta + \eta_1 < 2\eta \]

for all \( t \geq kT \) with \( k \geq K^* \) from (4.5.10), (4.5.15), and (4.5.16). This implies that for all \( t \geq K^*T \) and any \( i, j \in \mathcal{V} \),

\[ |x_{11}(t) - x_{11}(t)| \leq |x_{11}(t) - \alpha| + |x_{11}(t) - \alpha| < 2(T+1)\eta \]

and

\[ |x_{12}(t) - x_{22}(t)| \leq |x_{12}(t)| + |x_{22}(t)| < 4\eta, \]

and hence we have

\[ \lim_{t \to \infty} |x_{11}(t) - x_{11}(t)| = 0, \quad \lim_{t \to \infty} |x_{12}(t) - x_{22}(t)| = 0. \]

Moreover,

\[ \lim_{t \to \infty} x_{11}(t) = \alpha, \quad \lim_{t \to \infty} x_{12}(t) = 0 \]

for all \( i \). Thus we obtain the result. \( \Box \)

**Remark 4.5.5**

While we showed the consensus is achieved for first-order systems under the assumption that guarantees the feasibility of Algorithm 1 and the consensus on sampling instants in Theorem 4.4.7, Theorem 4.5.4 further assumes a condition on the initial velocity \( x_{12}(0) \). This additional assumption is imposed in order to guarantee all agents asymptotically stop and converge to a common position.

### 4.6 Example

In this section, we show simulation results of the maximum hands-off distributed control for the first-order systems and the second-order systems.
4.6.1 Example 1

We first consider the first-order systems given by

\[ \dot{x}_i(t) = u_i(t), \]

where \( i \in \mathcal{V} \triangleq \{1, 2, 3, 4\} \) and \( x_i(t) \in \mathbb{R} \). We assume the initial states are \( x_1(0) = 1 \), \( x_2(0) = 2 \), \( x_3(0) = 0 \), \( x_4(0) = -1 \), and the adjacency matrix \( A \) is given by

\[
A = \begin{bmatrix}
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}.
\]

The digraph \( G \) associated with this adjacency matrix is shown in Fig. 4.1. For this network, we compute the maximum hands-off distributed control with the sampling period \( T = 1 \) [sec] and the gain \( \epsilon = 0.5 \).

Fig. 4.2 shows the obtained maximum hands-off distributed control \( u_1(t) \) for the first agent. We can see that the control is sufficiently sparse (i.e. \( \| u_1 \|_0 \) is sufficiently small compared to the whole time length 15 [sec]). In fact, the obtained controls \( u_i(t) \), \( i = 1, 2, 3, 4 \) take 0 respectively for 83.44\%, 83.41\%, 83.44\%, and 83.41\% of 15 [sec]. Fig. 4.3 shows the state behavior of all agents corresponding to \( u_i(t) \). We see all agents achieve consensus.

As mentioned in subsection 4.4.3, the proposed control tracks the control in (4.4.6). Then, we also compute the control in (4.4.6). Fig. 4.4 shows the control \( w_1(t) \) for the first agent defined by

\[
w_1(t) = -\frac{\epsilon}{T} \sum_{j \in \mathcal{N}_i} \left( x_1(kT) - x_j(kT) \right)
\]

on \([kT, (k + 1)T), k = 0, 1, 2, \ldots\). The corresponding states \( x_i(t) \) by \( w_1(t), i = 1, 2, 3, 4 \), are shown in Fig. 4.5. We first note that the states in Fig. 4.3 and 4.5 have the same
value on sampling instants $kT$, which is obvious from our proposed algorithm. Note also that our proposed control takes only three discrete values of \{0, \pm 1\}, compared to the control (4.6.1).

Figure 4.2: Control input $u_1(t)$
Figure 4.3: State trajectories $x_i(t)$ by $u_i(t)$, $i = 1, 2, 3, 4$

Figure 4.4: Control input $w_1(t)$ defined by (4.6.1)
Figure 4.5: State trajectories $x_i(t)$ by $w_i(t)$, $i = 1, 2, 3, 4$
4.6.2 Example 2

We next consider the maximum hands-off distributed control of multi vehicle formations [99, Section 2.7]. We consider 4 vehicles connected through a wireless network as shown in Fig. 4.6. The dynamics of the $i$-th vehicle is given from Newton’s law by

$$\ddot{p}_i(t) = u_i(t) + d_i(t),$$

where $p_i$ is the $i$-th vehicle’s position, $u_i$ is the acceleration input, and $d_i(t)$ is the disturbance drawn from a normal distribution having a mean of 0 and standard deviation of $\sigma$. Define a vector $x_i = [p_i, \dot{p}_i]^\top = [x_{i1}, x_{i2}]^\top \in \mathbb{R}^2$. The initial state is given by $x_{i1}(0) = 0$, $x_{i2}(0) = 2$, $x_{i3}(0) = 3$, $x_{i4}(0) = -1$, and $x_{i2}(0) = 0$ for all $i$. The adjacency matrix $A$ is defined by

$$A = \begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0
\end{bmatrix}$$

from Fig. 4.6. According to Algorithm 2, the maximum hands-off distributed control $u_i(t)$ was computed on each sampling interval so that it steers the state from $[x_{i1}(kT), x_{i2}(kT)]^\top$ to $[x_{i1}[k], x_{i2}[k]]^\top$ for non-disturbed model and has the minimum $L^0$ cost among all controls satisfying the state transition. In this setting, we simulated the maximum hands-off distributed control with $T = 3$, $\epsilon = 1/6$, and $\sigma = 0.1$.

Fig. 4.7 shows the resulting distributed control $u_1(t)$ for the first agent. We can see that the control $u_1(t)$ is sufficiently sparse. In fact, the controls $u_i(t)$ for $i = 1, 2, 3, 4$ take 0 respectively for 99.65%, 98.57%, 97.74%, and 98.18% of the whole time length 100 [sec]. Each agent is subject to a force only on a small duration of the interval. Fig. 4.8 shows the state trajectories corresponding to the controls.

We can see that our hands-of control keeps each state variable $x_{i1}(t)$ and $x_{i2}(t)$ around 0. Note that, in this example, if the noise is absent (i.e., $d_i(t) = 0$), then each state $x_i(t)$ converges to $[0, 0]^\top$ by Theorem 4.5.4. Although this example includes noise, agents are certainly kept around the consensus value. We also note that the proposed scheme solves an optimization problem (i.e., maximum hands-off control problem) in which the time-horizon is finite and the control input is bounded in the $L^\infty$ norm. Hence a drawback of our scheme is that the feasibility may not be guaranteed for large noise. We then tested the feasibility of the proposed scheme for the system (4.6.2) with noise having $\sigma = 1$. We simulated the proposed method over the time interval [0, 100], 500 times. As a result, each control $u_i$ on the interval was obtained 352 out of 500 times. Theoretical analysis on how to address noise would be included in future work.
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Figure 4.6: Vehicle network

Figure 4.7: Control input $u_1(t)$
Figure 4.8: State trajectories corresponding to $u_i; x_{i1}(t)$ (top) and $x_{i2}(t)$ (bottom)
4.7 Conclusions

In this chapter, we have proposed a distributed control algorithm based on maximum hands-off control that leads to a sparse control satisfying a given magnitude constraint. We have given a feasibility condition for the distributed control, and a stability result to reach a consensus by the proposed control. Simulation results have been shown to illustrate the effectiveness of the proposed method. Although we have considered the first- or second-order integrator, extension to higher-order systems can be obtained by adopting efficient numerical optimization methods.

The proposed method needs only state observations, data transmissions, and input updates on sampling instants, which can reduce the burden in terms of the communication and controller actuation. Although we have assumed a periodic scheme in this chapter, introducing some conditions to input updates may need less network and computational resources, as seen in event-triggered control [52, 53]. Future work includes an extension to the consensus based on the event-triggered fashion with hands-off control. Also, future work includes analysis of consensus when there is noise in the state observation, and some agents are lost from the network because of their limits of fuel or electricity.
Chapter 5

Sparse Optimal Feedback Control for Continuous-Time Systems

5.1 Introduction

This chapter investigates an $L^0$ optimal control problem for non-linear systems. This optimal control involves the discontinuous and non-convex cost functional. Then, in order to deal with the difficulty of analysis, some relaxed problems with the $L^p$ cost functional have been often investigated, as discussed so far. In [54], the $L^1$ cost functional is analyzed with an aim to show the relationship between the $L^0$ optimality and the $L^1$ optimality, and an equivalence theorem is derived. In [105], the result is extended to general linear systems including infinite-dimensional systems. The $L^1$ control cost is also considered in [44, 48, 106]. In [105], the sparsity properties of optimal controls for the $L^p$ cost with $p \in (0, 1]$ is discussed. While the literature aforementioned have investigated open loop optimal controls, more recently, optimal controls in the feedback framework have been also considered in [57, 107]. The work [57] studies an infinite horizon optimal control problem with the $L^p$ cost functional, where $p \in (0, 1]$, and derives the existence and the discreteness results for the time-discretized problem. In [107], a finite horizon optimal control problem with the $L^1$ cost functional is discussed for stochastic control-affine dynamical systems, and a sampling-based algorithm utilizing forward and backward stochastic differential equations is proposed.

In the previous studies, the exact $L^0$ optimal feedback control was not investigated. While there are studies that directly address the $L^0$ cost in the context of the open loop design, e.g. [58, 108], the counterparts in the context of the feedback control seem to be very few. Then, the purpose of this chapter is to directly deal with the underlying non-smooth and non-convex $L^0$ optimal control problem without the aid of any $L^p$ relaxations. For this purpose, we adopt dynamic programming approach and investigate the sparse optimal control via the value function. Due to the non-smoothness of the $L^0$ cost functional, our value function is not differentiable, and hence it does not satisfy the associated HJB equation in the classical sense. Then, we first characterize the value function as a viscosity solution of the HJB equation. Based on the result, we show a sufficient and necessary condition for the $L^0$ optimality, which immediately gives an optimal feedback map. In addition, motivated by the discussion given in previous studies and previous chapters, we also consider the relationship between the $L^0$ optimality and the $L^1$ optimal-
ity and show an equivalence theorem by utilizing the uniqueness theorem of the viscosity solution. Moreover, the discreteness property of the sparse control is often reported in some frameworks. Then, we further show this property of our sparse optimal control for control-affine systems with a box constraint.

The remainder of this chapter is organized as follows: Section 5.2 gives mathematical preliminaries. Section 5.3 formulates our optimal control problem. Section 5.4 is devoted to the theoretical analysis. We first characterize the value function as a viscosity solution to the associated HJB equation, and next show a sufficient and necessary condition for the $L^0$ optimality. We also mention the relationship with the $L^1$ optimization problem and some basic properties of the sparse optimal control for control-affine systems with box constraints. In Section 5.5 we offer concluding remarks.

5.2 Mathematical Preliminaries

This section reviews notation that will be used throughout the chapter.

Let $N \in \mathbb{N}$. For a vector $a = [a_1, a_2, \ldots, a_N]^\top \in \mathbb{R}^N$, the open ball with center at $a$ and radius $r > 0$ by $B(a, r)$, i.e., $B(a, r) \triangleq \{x \in \mathbb{R}^N : \|x - a\| < r\}$, and the closed ball with center at $a$ and radius $r > 0$ by $\overline{B}(a, r)$, i.e., $\overline{B}(a, r) \triangleq \{x \in \mathbb{R}^N : \|x - a\| \leq r\}$. We denote the inner product of $a \in \mathbb{R}^N$ and $b \in \mathbb{R}^N$ by $a \cdot b$. For scalars $a \in \mathbb{R}$ and $b \in \mathbb{R}$, $\min\{a, b\}$ (resp. $\max\{a, b\}$) returns the smaller one (resp. larger one) of $a$ and $b$.

Let $T > 0$ and $m \in \mathbb{N}$. The $L^0$ norm defined by (2.2.1) is also expressed as

$$\|u\|_0 = \int_0^T \psi_0(u(t))dt,$$

where $\psi_0 : \mathbb{R}^m \to \mathbb{R}$ is a function that returns the number of nonzero components, i.e., for $a = [a_1, a_2, \ldots, a_m]^\top \in \mathbb{R}^m$,

$$\psi_0(a) \triangleq \sum_{j=1}^m |a_j|^0$$

with $0^0 = 0$.

For a given set $\Omega \subset \mathbb{R}^N$, $C(\Omega)$ denotes the set of all continuous functions on $\Omega$, and $C^1(\Omega)$ denotes the set of all differentiable functions with continuous partial derivatives in $\Omega$.

For a locally Lipschitz continuous function $v : \Omega \to \mathbb{R}$ with an open set $\Omega \subset \mathbb{R}^N$, the lower Dini derivative and the upper Dini derivative of $v$ at $x \in \Omega$ in the direction $q \in \mathbb{R}^N$ are defined by

$$\partial^- v(x; q) \triangleq \liminf_{h \to 0^+} \frac{v(x + hq) - v(x)}{h},$$

$$\partial^+ v(x; q) \triangleq \limsup_{h \to 0^+} \frac{v(x + hq) - v(x)}{h}.$$
Given a partial differential equation
\[ F(x, v(x), Dv(x)) = 0, \quad x \in \Omega, \tag{5.2.1} \]
where \( \Omega \) is an open set of \( \mathbb{R}^N \) and \( Dv(x) \) is the gradient of \( v \) at \( x \), a function \( v \in C(\Omega) \) is said to be a \textit{viscosity subsolution} of (5.2.1) if, for any \( \phi \in C^1(\Omega) \),
\[ F(x_0, v(x_0), D\phi(x_0)) \leq 0 \]
at any local maximum point \( x_0 \in \Omega \) of \( v - \phi \). Similarly, a function \( v \in C(\Omega) \) is said to be a \textit{viscosity supersolution} of (5.2.1) if, for any \( \phi \in C^1(\Omega) \),
\[ F(x_0, v(x_0), D\phi(x_0)) \geq 0 \]
at any local minimum point \( x_0 \in \Omega \) of \( v - \phi \). Finally, \( v \) is said to be a \textit{viscosity solution} of (5.2.1), if it is simultaneously a viscosity subsolution and supersolution.

### 5.3 Problem Formulation

We consider the following control system:

\[
\begin{align*}
\dot{y}(t) &= f(y(t), u(t)), \quad t > 0, \\
y(0) &= x, \tag{5.3.1}
\end{align*}
\]

where \( y(t) \in \mathbb{R}^n \) is the state variable, \( x \in \mathbb{R}^n \) is the initial state, and \( u(t) \in \mathbb{R}^m \) is the control variable. For given initial state \( x \in \mathbb{R}^n \) and final time of control \( t \in (0, \infty) \), we consider the cost functional

\[
J(x, t, u) \triangleq \int_0^t \psi_0(u(s)) ds + g(y(t)),
\]

where \( y \) and \( u \) satisfy the equation (5.3.1), \( g \) is the terminal cost, and the function \( \psi_0 : \mathbb{R}^m \to \mathbb{R} \) returns the number of nonzero components, which is defined in the Section 5.2. Note that the first term expresses the \( L^0 \) cost of the control input, and hence the minimization of \( J \) enhances the sparsity. We assume the range of the control \( u \) is constrained in a compact set \( \mathcal{U} \subset \mathbb{R}^m \) that contains \( 0 \in \mathbb{R}^m \), i.e., \( u(t) \in \mathcal{U} \) for all \( t \), and we denote the set of all such functions by \( \mathcal{U} \), i.e.,

\[
\mathcal{U} \triangleq \{ u \in L^\infty : u(t) \in \mathcal{U} \text{ for all } t \}.
\]

In other words, the main problem is formulated as follows:

**Problem 5.3.1**

Given \( x \in \mathbb{R}^n \) and \( t \geq 0 \), find a control input \( u \) on \([0, t]\) that solves

\[
\begin{align*}
\text{minimize } u & \quad J(x, t, u) \\
\text{subject to } & \quad \dot{y}(s) = f(y(s), u(s)), \\
& \quad y(0) = x, \\
& \quad u \in \mathcal{U}.
\end{align*}
\]
In this chapter, we assume the following conditions for the dynamic \( f(y,u) \) and the terminal cost \( g(y) \):

\((A_1)\) \( f : \mathbb{R}^n \times U \rightarrow \mathbb{R}^n \) is continuous;

\((A_2)\) \( f \) is Lipschitz continuous in the state variable, uniformly in the control variable, i.e., there exists a constant \( L \) such that

\[
\| f(y,u) - f(z,u) \| \leq L \| y - z \| \tag{5.3.2}
\]

for all \( y,z \in \mathbb{R}^n \) and \( u \in U \);

\((A_3)\) \( g : \mathbb{R}^n \rightarrow \mathbb{R} \) is continuous.

Assumptions \((A_1)\) and \((A_2)\) guarantee the existence and the uniqueness of a solution to the differential equation (5.3.1). For given \( x \in \mathbb{R}^n \) and \( u \in U \), we denote the state at time \( \tau \) by \( y(x; \tau; u) \), or briefly by \( y(\tau) \) if no confusion may arise. As will be seen in Theorem 5.4.2, Assumption \((A_3)\) is used to get the continuity of the value function, which is defined by

\[
V(x,t) \triangleq \inf_{u \in U} J(x,t,u), \quad x \in \mathbb{R}^n, \quad t \in [0, \infty).
\]

### 5.4 Analysis

In this section, we derive the associated HJB equation and a sufficient and necessary condition for the \( L^0 \) optimality, which gives an optimal feedback map for Problem 5.3.1. Our analysis is based on the dynamic programming approach, and hence we first investigate the value function \( V \).

#### 5.4.1 Characterization of the Value Function

We here characterize the value function as a viscosity solution to HJB equation. For the purpose, we first show the continuity of the value function, which is a fundamental property since we investigate the solutions to the HJB equation in the class \( C(\mathbb{R}^n \times [0,T]) \) for some \( T > 0 \). Here, the basic estimates of the solution \( y \) to (5.3.1) are the following [109]:

**Lemma 5.4.1**

Fix any \( x,z \in \mathbb{R}^n \). If \((A_1)\) and \((A_2)\) are satisfied, then

\[
\| y(x;t) \| \leq (\| x \| + \sqrt{2Kt}) e^{Kt} \quad \forall u \in U, \forall t > 0, \tag{5.4.1}
\]

\[
\| y(x;t) - y(z;t,u) \| \leq e^{Lt} \| x - z \| \quad \forall u \in U, \forall t > 0, \tag{5.4.2}
\]

\[
\| y(x;t) - x \| \leq F_x t \quad \forall u \in U, \forall t \in [0, 1/F_x], \tag{5.4.3}
\]

where \( K \triangleq L + \sup \{ f(0,u) : u \in U \} \), \( L \) is a constant that satisfies (5.3.2), and \( F_x \triangleq \sup \{ \| f(w,u) \| : \| x - w \| \leq 1, u \in U \} \).

**Theorem 5.4.2**

Fix \( T > 0 \). Under assumptions \((A_1)\), \((A_2)\), and \((A_3)\), the value function \( V \) is continuous on \( \mathbb{R}^n \times [0,T] \). If in addition the terminal cost \( g \) is Lipschitz continuous, then \( V \) is locally Lipschitz continuous.
Proof. Fix any \((x, t) \in \mathbb{R}^n \times [0, T]\) and \(\epsilon > 0\). Then, the set \(\tilde{D}_{x,t} \triangleq \{y(x; t; u) : u \in \mathcal{U}\} \subset \mathbb{R}^n\) is bounded from (5.4.1) in Lemma 5.4.1. Hence, we can take a compact set \(D_{x,t} \subset \mathbb{R}^n\) that contains \(\tilde{D}_{x,t}\) in its interior. Since \(g\) is continuous on \(\mathbb{R}^n\), \(g\) is uniformly continuous on \(D_{x,t}\). It follows that there exists \(\delta > 0\) depending on \(x, t, \epsilon\) such that, for any \(c, d \in D_{x,t}\) with \(\|c - d\| < \delta\), \(|g(c) - g(d)| < \epsilon\) holds. In addition, from (5.4.2), there exists \(r > 0\) depending on \(x, t, \epsilon\) such that, for any \((z, \tau) \in \mathbb{B}((x, t), r)\), \(\|y(x; t; u) - y(z; \tau; u)\| < \delta\) and \(y(z; \tau; u) \in D_{x,t}\) hold for all \(u \in \mathcal{U}\). This can be observed from

\[
\|y(x; t; u) - y(z; \tau; u)\| \leq \|y(x; t; u) - y(x; t; u)\| + \|y(x; t; u) - y(z; \tau; u)\| \\
\leq \left\| \int_{t}^{\tau} f(y(x; s; u), u(s))ds \right\| + e^{LT}\|x - z\| \\
\leq C_x|\tau - t| + e^{LT}\|x - z\|
\]

for all \(u \in \mathcal{U}\), where

\[
C_x \triangleq \max\{\|f(y, u)\| : \allowbreak (y, u) \in \mathbb{B}(0, \bar{x}) \times \mathcal{U}\} \tag{5.4.4}
\]

with \(\bar{x} \triangleq (\|x\| + \sqrt{2KT})e^{KT}\) and \(C_x < \infty\) from the assumption \((A_1)\). Thus, for \((z, \tau) \in \mathbb{B}((x, t), r)\),

\[
|g(y(x; t; u)) - g(y(z; \tau; u))| < \epsilon
\]

for all \(u \in \mathcal{U}\).

Here, fix any \((z, \tau) \in \mathbb{B}((x, t), \min\{r, \epsilon\})\). Then, by definition of \(V\), there exists a control \(\bar{u} \in \mathcal{U}\) such that

\[
V(z, \tau) + \epsilon \geq J(z, \tau, \bar{u}). \tag{5.4.5}
\]

Then,

\[
V(x, t) - V(z, \tau) \leq J(x, t, \bar{u}) - J(z, \tau, \bar{u}) + \epsilon \\
= \int_{\min\{t, \tau\}}^{\max\{t, \tau\}} \psi_0(\bar{u}(s))ds + g(g(x; t; \bar{u})) - g(g(z; \tau; \bar{u})) + \epsilon \\
< m|\tau - t| + \epsilon + \epsilon < (m + 2)\epsilon,
\]

where we used the boundedness of \(\psi_0\) in the third estimation, i.e., \(|\psi_0(a)| \leq m\) for all \(a \in \mathbb{R}^m\). Similarly, we can also show \(V(z, \tau) - V(x, t) < (m + 2)\epsilon\) by taking a control \(\bar{u} \in \mathcal{U}\) such that \(V(x, t) + \epsilon \geq J(x, t, \bar{u})\). This shows the continuity of \(V\).

If in addition \(g\) is Lipschitz continuous, then the result follows from the local boundedness of \(f\) in the state variable. More precisely, take any bounded neighborhood \(D_{x,t}\) that contains \((x, t)\). Define \(C_x^* \triangleq \sup\{C_w : (w, s) \in D_{x,t} \text{ for some } s\}\), where \(C_x\) is defined in (5.4.4) and \(C_x^* \triangleq \infty\). Take any \((w, s) \in D_{x,t}\) and \((z, \tau) \in D_{x,t}\). Fix any \(\epsilon > 0\) and take \(\bar{u}\) that satisfies (5.4.5) for \((z, \tau)\). Let \(G\) be the Lipschitz constant of \(g\). Then, from the estimation above, we have

\[
V(w, s) - V(z, \tau) \leq m|s - \tau| + |g(y(w; s; \bar{u})) - g(y(z; \tau; \bar{u}))| + \epsilon \\
\leq m|s - \tau| + G\|y(w; s; \bar{u}) - y(z; \tau; \bar{u})\| + \epsilon \\
\leq (m + GC_x^*)|s - \tau| + Ge^{LT}\|w - z\| + \epsilon.
\]

The arbitrariness of \(\epsilon\) and the similar discussion above complete the proof. \(\square\)
For the value function, we have another fundamental lemma.

**Lemma 5.4.3**

Assume \((A_1), (A_2), \) and \((A_3)\). Fix any \(t \in (0, \infty)\). Then

\[
V(x, t) = \inf_{u \in \mathcal{U}} \left\{ \int_0^t \psi_0(u(s))ds + V(y(x; \tau; u), t - \tau) \right\}
\]

for all \(x \in \mathbb{R}^n\) and \(\tau \in (0, t]\).

**Proof.** The result is obvious for \(\tau = t\), since we have \(V(x, 0) = g(x)\) for all \(x \in \mathbb{R}^n\). Then, we take any \(\tau \in (0, t)\). Fix any \(u \in \mathcal{U}\), and denote \(\tilde{u}(s) \triangleq u(s + \tau)\), then we have

\[
J(x, t, u) = \int_0^\tau \psi_0(u(s))ds + \int_0^{t-\tau} \psi_0(\tilde{u}(s))ds + g(y(t))
\]

\[
= \int_0^\tau \psi_0(u(s))ds + J(y(x; \tau; u), t - \tau, \tilde{u})
\]

\[
\geq \int_0^\tau \psi_0(u(s))ds + V(y(x; \tau; u), t - \tau).
\]

Taking the infimum over \(u \in \mathcal{U}\), we get the inequality

\[
V(x, t) \geq \inf_{u \in \mathcal{U}} \left\{ \int_0^\tau \psi_0(u(s))ds + V(y(x; \tau; u), t - \tau) \right\}.
\]

We next show the inverse inequality. Fix any \(u \in \mathcal{U}\) and \(\varepsilon > 0\). Denote \(z \triangleq y(x; \tau; u)\). Then, there exists \(\hat{u} \in \mathcal{U}\) such that

\[
V(z, t - \tau) + \varepsilon \geq J(z, t - \tau, \hat{u}).
\]

Put \(\hat{u}(s) \triangleq u(s)\) for \(0 \leq s \leq \tau\) and \(\hat{u}(s) \triangleq \tilde{u}(s - \tau)\) for \(\tau < s \leq t\). Then,

\[
V(x, t) \leq J(x, t, \hat{u})
\]

\[
= \int_0^\tau \psi_0(u(s))ds + \int_0^{t-\tau} \psi_0(\tilde{u}(s))ds + g(y(x; t; \hat{u})).
\]

Here, \(y(x; t; \hat{u}) = y(z; t - \tau; \hat{u})\), and hence

\[
V(x, t) \leq \int_0^\tau \psi_0(u(s))ds + J(z, t - \tau, \hat{u})
\]

\[
\leq \int_0^\tau \psi_0(u(s))ds + V(z, t - \tau) + \varepsilon.
\]

The arbitrarity of \(\varepsilon\) and \(u \in \mathcal{U}\) show the desired inequality. \(\Box\)

The next theorem is one of the main results of this chapter.
**Theorem 5.4.4**
Assume \((A_1), (A_2), \text{ and } (A_3)\). Fix \(T > 0\). Then, the value function \(V\) is a viscosity solution of the following Hamilton-Jacobi-Bellman equation with an initial condition:

\[
\begin{cases}
    v_t(x,t) + H(x,D_xv(x,t)) = 0 \quad \text{in } \mathbb{R}^n \times (0,T), \\
v(x,0) = g(x) \quad \text{in } \mathbb{R}^n,
\end{cases}
\]  
(5.4.6)

where \(H : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}\) is defined by

\[H(x,p) \triangleq \sup_{u \in \mathbb{U}} \{-f(x,u) \cdot p - \psi_0(u)\},\]

\(v_t\) denotes the partial derivative with respect to the last variable and \(D_xv\) denotes the gradient with respect to the first \(n\) variables.

**Proof.** We first show that \(V\) is a viscosity subsolution of the equation (5.4.6). Fix any \(\phi \in C^1(\mathbb{R}^n \times (0,T))\), and let \((x,t)\) be a local maximum point of \(V - \phi\). Then, there exists \(r > 0\) such that, for all \(z \in \mathbb{R}^n\) and \(s \in (0,T)\) with \(\|x - z\| < r\) and \(|t - s| < r\),

\[
\phi(x,t) - \phi(z,s) \leq V(x,t) - V(z,s). \tag{5.4.8}
\]

Take any \(u \in \mathbb{U}\) and define \(\bar{u}(\tau) = u\) for all \(\tau\). Then, by continuity of \(y\), for sufficiently small \(\tau\), we have \(\|y(x;\tau; \bar{u}) - x\| < r\) and \(\tau < r\). It follows from (5.4.8) that

\[
\phi(x,t) - \phi(y(x;\tau; \bar{u}),t - \tau) \leq V(x,t) - V(y(x;\tau; \bar{u}),t - \tau).
\]

Here, we have

\[
V(x,t) \leq \int_0^T \psi_0(\bar{u}(s))ds + V(y(x;\tau; \bar{u}),t - \tau)
= \tau\psi_0(u) + V(y(x;\tau; \bar{u}),t - \tau)
\]

from Lemma 5.4.3. Hence,

\[
\phi(x,t) - \phi(y(x;\tau; \bar{u}),t - \tau) \leq \tau\psi_0(u).
\]

Devide \(\tau\) and let \(\tau \to 0\), then

\[-D_x\phi(x,t) \cdot f(x,u) + \phi_t(x,t) \leq \psi_0(u)\]

This inequality holds for all \(u \in \mathbb{U}\). This means

\[
\phi_t(x,t) + \sup_{u \in \mathbb{U}} \{-D_x\phi(x,t) \cdot f(x,u) - \psi_0(u)\} \leq 0.
\]

We next show that \(V\) is the viscosity supersolution of (5.4.6). Fix any \(\phi \in C^1(\mathbb{R}^n \times (0,T))\), and let \((x,t)\) be a local minimum point of \(V - \phi\). Then, there exists \(r > 0\) such that, for all \(z \in \mathbb{R}^n\) and \(s \in (0,T)\) with \(\|x - z\| < r\) and \(|t - s| < r\),

\[
V(x,t) - V(z,s) \leq \phi(x,t) - \phi(z,s). \tag{5.4.9}
\]
Here, fix any \( \varepsilon > 0 \) and \( \tau \in (0, t] \). Then, from Lemma 5.4.3, there exists \( \bar{u} \in U \), which depends on \( \varepsilon \) and \( \tau \), such that
\[
V(x, t) + \tau \varepsilon \geq \int_0^\tau \psi_0(\bar{u}(s))ds + V(y(x; \tau; \bar{u}), t - \tau).
\]

Denote simply \( y(x; s; \bar{u}) \) by \( \tilde{y}(s) \) for all \( s \). For sufficiently small \( \tau > 0 \), we have \( \|\tilde{y}(\tau) - x\| < r \) and \( \tau < r \) by (5.4.3). It follows from (5.4.9) that
\[
\phi(x, t) - \phi(\tilde{y}(\tau), t - \tau) \geq V(x, t) - V(\tilde{y}(\tau), t - \tau)
\geq \int_0^\tau \psi_0(\bar{u}(s))ds - \tau \varepsilon. \tag{5.4.10}
\]

Here,
\[
\phi(x, t) - \phi(\tilde{y}(\tau), t - \tau) = - \int_0^\tau \frac{d}{ds}\phi(\tilde{y}(s), t - s)ds
= - \int_0^\tau D_x \phi(\tilde{y}(s), t - s) \cdot f(\tilde{y}(s), \bar{u}(s))ds + \int_0^\tau \phi_t(\tilde{y}(s), t - s)ds. \tag{5.4.11}
\]

Note that
\[
\int_0^\tau D_x \phi(\tilde{y}(s), t - s) \cdot f(\tilde{y}(s), \bar{u}(s))ds = \int_0^\tau D_x \phi(x, t) \cdot f(x, \bar{u}(s))ds + o(\tau),
\]
where \( o(\tau) \) denotes a function \( h(\tau) \) such that \( \lim_{\tau \to 0+} h(\tau) / \tau = 0 \), and we used \( \phi \in C^1 \), (5.4.1), (A₁), and (5.4.3) with a calculation
\[
\int_0^\tau \{ D_x \phi(\tilde{y}(s), t - s) \cdot f(\tilde{y}(s), \bar{u}(s)) - D_x \phi(x, t) \cdot f(x, \bar{u}(s)) \} ds
= \int_0^\tau \{ D_x \phi(\tilde{y}(s), t - s) - D_x \phi(x, t) \} \cdot f(\tilde{y}(s), \bar{u}(s))ds + \int_0^\tau D_x \phi(x, t) \cdot \{ f(\tilde{y}(s), \bar{u}(s)) - f(x, \bar{u}(s)) \} ds.
\]

Similarly,
\[
\int_0^\tau \phi_t(\tilde{y}(s), t - s)ds = \phi_t(x, t) + o(\tau).
\]

It follows from (5.4.10) and (5.4.11) that
\[
-\tau \varepsilon \leq \int_0^\tau \{ - D_x \phi(x, t) \cdot f(x, \bar{u}(s)) - \psi_0(\bar{u}(s)) \} ds + \phi_t(x, t) + o(\tau)
\leq \tau \sup_{u \in U} \{ - D_x \phi(x, t) \cdot f(x, u) - \psi_0(u) \} + \phi_t(x, t) + o(\tau).
\]

Divide \( \tau > 0 \) and let \( \tau \to 0 \), then
\[
-\varepsilon \leq \sup_{u \in U} \{ - D_x \phi(x, t) \cdot f(x, u) - \psi_0(u) \} + \phi_t(x, t).
\]

The arbitrariness of \( \varepsilon \) shows that \( V \) is the viscosity supersolution of (5.4.6). Thus, \( V \) is a viscosity solution of (5.4.6). Moreover, \( V \) satisfies \( V(x, 0) = g(x) \) in \( \mathbb{R}^n \) by definition, and hence \( V \) is a viscosity solution of (5.4.6) with an initial condition (5.4.7). \( \square \)
We next mention the connection to the $L^1$ optimization problem, which is based on the uniqueness theorem of the viscosity solution.

**Theorem 5.4.5**

Assume $(A_1), (A_2), (A_3)$, and fix $T > 0$. If the dynamics $f$ is affine in $u$, i.e.,

$$f(y, u) = f_0(y) + \sum_{j=1}^{m} f_j(y)u_j$$

(5.4.12)

for some $f_j : \mathbb{R}^n \to \mathbb{R}^n$, $j = 0, 1, 2, \ldots, m$, and $\mathcal{U} = \{ u \in \mathbb{R}^m : |u_j| \leq 1, \forall j \}$, then the value function $V$ coincides with the value function of the corresponding $L^1$ optimal control problem. More precisely, the $L^1$ optimal control problem is defined by the optimization problem in which the cost functional of Problem 5.3.1 is replaced with

$$J_1(x, t, u) \triangleq \sum_{j=1}^{m} \int_{0}^{t} |u_j(s)|ds + g(y(t)),$$

and the value function $V_1$ of this problem is defined by

$$V_1(x, t) \triangleq \inf_{u \in \mathcal{U}} J_1(x, t, u).$$

Then $V = V_1$ holds on $\mathbb{R}^n \times [0, T]$.

**Proof.** In this case, for any $x, p \in \mathbb{R}^n$,

$$H(x, p) = \sup_{u \in \mathcal{U}} \left\{ - \sum_{j=1}^{m} f_j(x)u_j \cdot p - \sum_{j=1}^{m} |u_j|^0 \right\} - f_0(x) \cdot p$$

$$= \sum_{j=1}^{m} \sup_{u_j \in \mathcal{U}_j} \left\{ -(f_j(x) \cdot p)u_j - |u_j|^0 \right\} - f_0(x) \cdot p,$$

where $\mathcal{U}_j$ is the set of all $j$-th components of $\mathcal{U}$, i.e., $\mathcal{U}_j \triangleq \{ a \in \mathbb{R} : |a| \leq 1 \}$. Here, it follows from an elementary calculation that

$$\sup_{u_j \in \mathcal{U}_j} \left\{ - a_{x,p}^j u_j - |u_j|^0 \right\} = \sup_{u_j \in \mathcal{U}_j} \left\{ - a_{x,p}^j u_j - |u_j| \right\}$$

for all $x, p \in \mathbb{R}^n$ and $j = 1, 2, \ldots, m$, where $a_{x,p}^j \triangleq f_j(x) \cdot p$. Indeed, the supremum of both sides is given by

$$\begin{cases}
    a_{x,p}^j - 1, & \text{if } a_{x,p}^j > 1, \\
    0, & \text{if } a_{x,p}^j = 1, \\
    0, & \text{if } -1 < a_{x,p}^j < 1, \\
    0, & \text{if } a_{x,p}^j = -1, \\
    -a_{x,p}^j - 1, & \text{if } a_{x,p}^j < -1.
\end{cases}$$

Hence, the equation (5.4.6) is equivalent to

$$v_t(x, t) + H_1(x, D_x v(x, t)) = 0,$$

(5.4.13)
where

\[ H_1(x, p) \triangleq \sup_{u \in U} \{ -f(x, u) \cdot p - \psi_1(u) \}, \quad \forall x, \forall p \in \mathbb{R}^n, \]

\[ \psi_1(a) \triangleq \sum_{j=1}^{m} |a_j|, \quad \forall a \in \mathbb{R}^m. \]

Note that the equation (5.4.13) is the HJB equation for the \( L^1 \) optimal control problem, and it is known that the value function \( V_1 \) is the unique viscosity solution of the equation with initial condition (5.4.7) in the class \( C(\mathbb{R}^n \times (0, T)) \) [109]. This means \( V = V_1 \). □

5.4.2 Optimality of a Control

We here derive a sufficient and necessary condition for the \( L^0 \) optimality, which is the second main result.

**Theorem 5.4.6**

Assume \((A_1), (A_2)\), and \( g \) is Lipschitz continuous. Fix any initial state \( x \in \mathbb{R}^n \) and final time of control \( T > 0 \). Then, a control \( u \) is an optimal solution to Problem 5.3.1 if and only if

\[ \partial V(y(t), T - t; f(y(t), u(t)), -1) + \psi_0(u(t)) = 0 \quad (5.4.14) \]

almost everywhere on \((0, T)\).

**Proof.** We first show the sufficiency. We assume (5.4.14) and take any \( u \) that satisfies (5.4.14). Put

\[ h(t) \triangleq \int_0^t \psi_0(u(s))ds + V(y(t), T - t) \quad (5.4.15) \]

for \( t \in (0, T) \). Since \( \psi_0 \) is integrable and the value function \( V \) is locally Lipschitz continuous by Theorem 5.4.2, \( h(t) \) is differentiable almost everywhere, and

\[ \frac{d}{dt} h(t) = \psi_0(u(t)) + \frac{d}{dt} V(y(t), T - t) \]

\[ = \psi_0(u(t)) + \partial V(y(t), T - t; f(y(t), u(t)), -1). \quad (5.4.16) \]

It follows from (5.4.14) that \( \frac{d}{dt} h(t) = 0 \) almost everywhere on \((0, T)\). Then, the Lipschitz continuity of \( h \) shows \( h(0) = h(T) = J(x, T, u) \). On the other hand, \( h(0) = V(x, T) \) by definition of \( h \). This means \( J(x, T, u) = V(x, T) \), and hence \( u \) is optimal.

We next show the necessity. We assume \( u \) is optimal. Then, from Lemma 5.4.3, \( h(t) \) defined by (5.4.15) is constant. Hence, \( \frac{d}{dt} h(t) = 0 \). This with (5.4.16) completes the proof. □

**Remark 5.4.7**

Theorem 5.4.6 mentions the relationship with the optimal control value and the state value at the current time, and hence the optimal control is immediately characterized in terms of the feedback control.
Remark 5.4.8
In addition, Theorem 5.4.6 reveals the discreteness of the sparse optimal control for control-affine systems with a box constraint, i.e., $f$ is given by (5.4.12) and $\mathbb{U} = \{ u \in \mathbb{R}^m : U_j^- \leq u_j \leq U_j^+, \forall j \}$ for some $U_j^- < 0$ and $U_j^+ > 0$. Here we take any $(z, t)$ such that the value function $V$ is differentiable at $(z, T - t)$. Note that such points exist almost everywhere, since $V$ is locally Lipschitz continuous from Theorem 5.4.2. Denote the optimal input value for the current point $(z, t)$ by $u(z, t)$. Then, the differentiability of $V$ and (5.4.14) imply that

$$-\psi_0(u(z, t)) = \partial V(z, T - t; f(z, u(z, t)), -1)
= DV(z, T - t) \cdot (f(z, u(z, t)), -1)
= D_x V(z, T - t) \cdot f(z, u(z, t)) - V_t(z, T - t).$$

Here, $V$ is a viscosity solution of (5.4.6), and hence $V$ satisfies the equation at any point where $V$ is differentiable. In other words,

$$V_t(z, T - t) - D_x V(z, T - t) \cdot f(z, u) - \psi_0(u) \leq 0$$
for all $u \in \mathbb{U}$. Hence,

$$u(z, t) \in \arg \min_{u \in \mathbb{U}} \{ D_x V(z, T - t) \cdot f(z, u) + \psi_0(u) \}. $$

Here, if the system is control-affine, such as (5.4.12), then the $j$-th component $u_j(z, t)$ of $u(z, t)$ is given by

$$u_j(z, t) \in \arg \min_{u_j \in \mathbb{U}_j} \{ D_x V(z, T - t) \cdot f_j(z)u_j + |u_j|^0 \},$$

(5.4.17)

where $\mathbb{U}_j$ is the set of all $j$-th components of $\mathbb{U}$, i.e., $\mathbb{U}_j = \{ a \in \mathbb{R} : U_j^- \leq a \leq U_j^+ \}$, and define $b_{z,t}^j \triangleq D_x V(z, T - t) \cdot f_j(z)$. Then, it follows from (5.4.17) that

$$u_j(z, t) \in \begin{cases}
\{U_j^-\}, & \text{if } b_{z,t}^j > -1/U_j^- \\
\{U_j^-, 0\}, & \text{if } b_{z,t}^j = -1/U_j^- \\
\{0\}, & \text{if } -1/U_j^+ < b_{z,t}^j < -1/U_j^- \\
\{0, U_j^+\}, & \text{if } b_{z,t}^j = -1/U_j^+ \\
\{U_j^+\}, & \text{if } b_{z,t}^j < -1/U_j^+.
\end{cases}$$

Thus, the optimal control takes only three values of $\{U_j^-, 0, U_j^+\}$.

5.5 Conclusions

We have investigated a finite horizon optimal control problem with the $L^0$ control cost functional. We have first characterized the value function as a viscosity solution to the associated HJB equation, and shown an equivalence theorem between the $L^0$ optimality and the $L^1$ optimality via the uniqueness theorem of the viscosity solution. In addition, we have derived a sufficient and necessary condition for the $L^0$ optimality that connects the current state and the current optimal control value. We have finally revealed the discreteness property of the sparse optimal control for control-affine systems.
Chapter 6

Conclusions

This thesis investigated sparse optimal control problems for dynamical continuous-time systems. The optimization problems find the control with the minimum length of support for given control objects. The problems are defined on infinite-dimensional spaces, compared to the standard optimization problem in the field of sparse modeling.

In Chapter 2, the sparse optimal control that achieves a state transition for linear systems from an initial state to a target state over a finite horizon was considered. This chapter showed a relationship among the $L^p$ optimal control problems with $p \in [0, 1]$. Based on the relationship, two numerical algorithms to solve the sparse optimal control were also proposed. Chapter 3 considered a maximization problem of the controllability when the control inputs are constrained in terms of the $L^0$ norm. The trace of the controllability Gramian was adopted as the controllability metric. In order to characterize the optimal solution, the main problem was approximated to an optimization problem for which Pontryagin’s minimum principle is applicable, and the validity of the approximation was then discussed. The framework answers when and where control inputs should be provided for high controllability. Hence, the result is also effective for time-varying node selection problem. Chapter 4 proposed a consensus protocol that promotes the sparsity of distributed control inputs. The proposed protocol was derived from a discrete-time consensus algorithm. The first- and second-order systems were assumed for agents. From the simplicity of dynamics, the distributed control was described in a closed form. Chapter 5 directly considered a sparse optimal control in a feedback framework, compared to the previous chapters. The analysis was based on the dynamical programing approach, for which the value function was characterized as a viscosity solution of the associated Hamilton-Jacobi-Bellman equation. The relationship between the sparse optimal control and the corresponding $L^1$ optimal control was also given in terms of the value function.

This thesis revealed the discreteness property of the sparse optimal controls. This indicates that the optimal control switches the value according to the location of the state. The analysis of the boundary in the state space where sparse optimal controls switch is left for future work. Another direction of future work includes the extension to stochastic control systems. Throughout this thesis, deterministic control systems were assumed and influence of disturbances was not covered. For example, the feasibility of the proposed control protocol in Chapter 4 could be broken by disturbances, which was illustrated through a numerical example. Also, related estimation problems when the system is corrupted by impulsive noise are in scope.
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