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Abstract

Although road vehicles are an essential means of transportation, a significant number

of lives have been claimed by road accidents. Vehicle control systems, such as electronic

stability control systems, have been effective in avoiding collisions by stabilizing the vehicle

and thereby preventing understeering and oversteering. However, in these systems, the

human driver is still required to perform the steering and braking actions to avoid a

collision. In emergency situations, the human driver may fail to react to a threat, and

even if the driver does react, he or she may saturate the steering and braking inputs

in performing an avoidance maneuver. In such situations, the vehicle is expected to

autonomously perform an avoidance maneuver. One such emergency situation occurs

when a vehicle encounters an obstacle in its current lane. This dissertation focused on the

incorporation of autonomous lane change maneuvers with the friction constraint to avoid

an obstacle encountered in the current lane.

In a friction-limiting situation, it is important to determine the best combination of

steering and braking inputs that can achieve the shortest longitudinal distance to the

obstacle during an avoidance maneuver. To achieve the minimum longitudinal avoidance

distance, the obstacle avoidance problem is formulated as an optimal control problem. A

single dimensionless equation with one unknown is then derived to provide a solution to

this problem. This equation characterizes the optimal state feedback control. Because this

equation can be solved using a one-dimensional root finding method, such as the bisection

method, a fast computation of the control inputs is expected. The nondimensionalized

equations for the braking, steering, and steering with braking avoidance maneuvers provide

useful insights into the collision avoidance problem. The benefit of braking in addition to

steering during the changing of lanes was made clearer by the two-dimensional decision-

making diagram presented in this dissertation.

Based on the optimal control theory, another dimensionless equation with one unknown

was derived to provide a solution to the minimum resultant vehicle force problem with

a specified longitudinal distance to the obstacle. Once this equation is solved using the

bisection method, the desired longitudinal and lateral vehicle forces could be readily calcu-

lated. These desired forces were allocated to the longitudinal and lateral tire forces using

the minimax optimization of the tire workload for a four-wheel steering (4WS) and four-

wheel independent driving/braking distribution. The simulation results demonstrated the

effectiveness of the controller in achieving collision avoidance, including those cases in
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which there was a change in the situation after the avoidance maneuver had been initi-

ated. These results also demonstrated the capability of the obstacle avoidance controller

together with the tire force distributor in achieving near optimal paths.

The lane change maneuver for the emergency obstacle avoidance can result in a high

jerk, which may be harmful to the driver and passengers. A trajectory generation method

was developed that considered the friction constraint and minimized the time integral of

the squared resultant vehicle jerk during the maneuver. The desired lateral accelerations at

the centres of percussion and the desired longitudinal force to track the desired trajectory

were obtained by using the sliding mode control method. These desired lateral acceler-

ations and longitudinal force were then translated into the front and rear wheel steering

angles and direct yaw moment. Numerical simulations demonstrated the effectiveness

of the integration of the 4WS control and direct yaw moment control in simultaneously

achieving trajectory tracking and vehicle stabilization.

The optimal allocation of tire forces by maintaining equal usage of force by the tires

has received considerable attention. The purpose of maintaining an equal usage of force by

the tires is to avoid a situation where a tire is under a higher force usage condition than the

remaining tires. An algebraic solution was derived and investigated for the allocation of tire

force with a workload equalization for a 4WS and four-wheel independent driving/braking

distribution. The limit performance of a vehicle with a minimum common tire workload

was evaluated and discussed. The regions on a longitudinal-lateral acceleration plane in

which there were no solutions to the workload equalization were identified. This study

found that when the total yaw moment is zero, the tire force allocation with the minimum

common tire workload among the four tires is always achievable and the limit performance

is similar to that obtained using the minimax optimization of the tire workload.

The collision avoidance methods proposed in this dissertation were effective in avoiding

collisions and in keeping the vehicle stable while operating near its limit of friction.
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Chapter 1

Introduction

1.1 Motivation

Road vehicles are an essential means of mobility and they provide the convenience of

commuting from one place to another. On the other hand, accidents involving vehicles

contribute to a significant loss of lives. In the United States, 37,461 people were killed and

3,144,000 people were injured in road accidents in 2016 [77]. In the same year in Germany,

3,206 people lost their lives and 396,666 people were injured in road accidents [15]. Fig. 1.1

shows the number of accidents, the number of people injured, and the number of people

killed in road accidents in Japan from the year 1991 to 2016. Even though these numbers

have been decreasing in recent years, the number of people who have been injured and

killed is still at a serious level. In Japan, 3,904 people were killed and 618,853 people were

injured in road accidents in 2016 [2].
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Although traffic accident fatalities and injuries have decreased in recent years, the situation
remains serious. In 2016, 3,904 people lost their lives and 618,853 people were injured.

ASV Project activities began in FY 1991 and 
have continued for more than 25 years with the
aim of reducing traffic accidents through the 
introduction of ASV technologies. 

Review the state of advanced safety technology with automated driving in mind

Investigate practical technology with the definition of guidelines in mind

Popularization of automated driving technologies,
including existing ASV technologies

Communications use
Coexistence with
two-wheeled vehicles

Drivers play the main role in driving vehicles safely, 
while ASV technologies provide the drivers with 
assistance.

Drivers can use ASV technologies easily and
comfortably.

ASV assistance

Driver monitors ASV
operation

Safe driving
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Proper understanding
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by pedestrians

Driver control
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attention when automated-driving vehicles are
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Driver Assistance

Driver Acceptance
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and accept them.

Social Acceptance

Taking into consideration factors such as the
development status of new technologies to
enable the introduction of automated driving
via advanced safety technology progress
and integration, in Phase 6, automated
driving will also be considered
in the measures implemented. 

In order to achieve traffic accident fatality and injury reduction targets, the Road Transport 
Bureau of the Ministry of Land, Infrastructure, Transport and Tourism is implementing vehicle 
safety measures focused on three projects: ①Vehicle Safety Regulation, ② ASV Project, and 
③ New Car Assessment Program.

Vehicle Safety Measures

The project aims to realize more sophisticated and wide-ranging safe driver
assistance, and make a major contribution to traffic accident reduction.

The introduction of automated driving technologies
can be expected to reduce the number of accidents
caused by driver error. 
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Realize Automated Driving
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●Review the state of advanced safety technology
 with automated driving in mind

●Investigate practical technology with the definition 
of guidelines in mind
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●Formulate guidelines for  emergency driving
stop system

●Formulate basic design guidelines for  
vehicle-to-pedestrian communication systems
★Demonstration of communication-based systems 

at ITS World Congress 2015 Tokyo driver assistance

Phase 3
Promote Popularization 
and New Technology 
Development

FY 2001–2005

Phase 2
Research and
Development for
Market Introduction

FY 1996–2000

●Develop concept of driver assistance
●Formulate ASV popularization strategy
●Promote development of communications-

technology-based systems
★Trial of  communications-technology-based

systems in 17 ASVs

●Formulate ASV Design Principles
●Formulate guidelines for ASV technology

development
●Verify accident reduction effects
★Demonstration by 35 ASVs

Phase 1
Study Technological
Possibilities

FY 1991–1995 ●Set development goals
●Verify accident reduction efforts
★Demonstration by 19 ASVs

Phase 4
The Challenges and
Further Contributions
to Accident Reduction

FY 2006–2010 ●Review evaluation methods to measure traffic
accident reduction effects and implement assessments

●Formulate basic design guidelines for
communication-based driver-assistance systems
★Comprehensive trial of communications-technology-based

systems in 30 ASVs on the public roads

(Year)

Year

Materials from National Police Agency.

June 2016

10th Traffic Safety Basic Plan
“Reduce to below 2,500 the number of traffic fatalities occurring every 24 hours. 
Ultimate goal is to build a safe society with no traffic accidents.”
Road Transport Subcommittee of Land Transport Committee of Transport Policy Council
By the year 2020, reduce annual traffic accident fatalities by 1,000 (compared to 2010) 
via vehicle safety measures

From “White Paper on Traffic Safety in Japan 2016”

Driver sudden medical
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driving…
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Vehicle automatically controls speed
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Activate emergency
driving stop system

⑤Technical requirements and issues for implementation
of vehicle platooning and unmanned automated driving
transport services in a limited area

Platooning

Common Definitions of 
ASV Technologies

Figure 1.1: The number of accidents, the number of people injured, and the number of

people killed in road accidents in Japan from the year 1991 to 2016 [2].

The introduction of safety systems, such as the anti-lock braking system (ABS) and

1
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the electronic stability control (ESC), have contributed to a reduction in the number

of accidents. The ABS prevents the wheels from locking up when the driver applies

hard braking. This reduces the stopping distance and enables the driver to maintain the

steerability of the vehicle. The ESC system controls the lateral and yaw motions of the

vehicle in critical situations to prevent the vehicle from unstable conditions such as spin

and drift-out. These driver assistance systems are less effective in cases where the driver

is inattentive or distracted and is slow to recognize an obstacle. In such cases, the vehicle

is expected to autonomously perform an avoidance maneuver.

Autonomous vehicles have attracted the interest of not only the academia and au-

tomakers but also other key players such as Google as well as government agencies. By

leveraging on advancements in sensing, actuation and control technologies, autonomous

vehicles can be capable of performing driving operations that are as good as a human

driver or even up to the level of a race car driver [61]. The introduction of autonomous

vehicles on the road will eliminate the accidents caused by human errors as the human

driver is no longer performing the driving operations. More than 90% of the accidents

on highways are said to be caused by human driver-related errors [98]. The fact that au-

tonomous vehicles are able to perform maneuvers near or at the limits of friction is highly

relevant to collision avoidance as the autonomous vehicles can safely avoid collisions in

emergency situations where a human driver may saturate the steering and braking inputs.

Although autonomous vehicles are not yet ready for the road, autonomous driving fea-

tures, such autonomous collision avoidance systems, are already available in the cars that

are being produced. One such collision avoidance system is the autonomous emergency

braking (AEB) system. The AEB is able to detect an imminent collision and it then brakes

to avoid a collision or to reduce the relative velocity on impact, without the intervention

of the human driver. In some emergency situations, the automatic control of both the

steering and braking inputs is necessary to avoid a collision. This dissertation studied

the avoidance maneuvers whereby the steering and braking actions were performed by a

controller that operated the vehicle up to the limit of friction. The collision avoidance

system is a key technology for autonomous driving systems and has a high potential to be

implemented on autonomous vehicles in the future. According to the J3016 driving au-

tomation taxonomy [101], for vehicles equipped with an automated driving system (ADS)

that describes levels 3 to 5 and has the capability of performing the entire dynamic driv-

ing task on a sustained basis, collision avoidance is a function of ADS. Also, the collision

avoidance system can be included at any level for a vehicle equipped with driving automa-

tion systems. With the collision avoidance system, safer vehicles can be expected in the

future.
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1.2 Background

There are many situations in which a human driver/controller has to perform a maneuver

to avoid a collision. These avoidance maneuvers include those that are required to avoid

an obstacle that suddenly appears in the current lane [10], avoid an unintended roadway

departure [9], avoid a collision at an intersection [11], avoid a collision with an oncoming

vehicle in an overtaking maneuver [12], and to avoid a secondary collision after a light

impact [129].

The approaches adopted in driver assistance systems for the avoidance of collisions

may be divided into two types; one is a shared control approach and the other is an

autonomous control approach. In the shared control approach, the human driver and the

control system work together to avoid a collision [33]. In [14], a predictive haptic feedback

steering torque is generated to assist the human driver in avoiding an obstacle. In the

shared control approach, the torque provided by the controller is given by the product

of a gain, known as the level of haptic authority (LoHA) [4], and the difference in the

steering angles of the human driver and the controller. The controller gives the desired

steering angle to follow a given path. Inoue et al. [57] combined the haptic steering

torque control and the direct yaw-moment control (DYC) to achieve an improved path

tracking performance and good cooperative characteristics between the driver and the

control system. These shared control approaches are outside the scope of this dissertation

as here the focus was on autonomous collision avoidance maneuvers that are performed

independently of the human driver.

Lane change is an important collision avoidance maneuver and it is useful in cases where

it is impossible to avoid a collision in the current lane by braking. The avoidance maneuver

considered in this dissertation was limited to a lane change maneuver, whereby a vehicle

underwent a transition from the current lane to the adjacent lane on the assumption that

it was safe to move to the adjacent lane. The lane change maneuver that was considered

here was one that required the integrated control of the steering and braking, and where

the vehicle was operated up to the limit of friction.

1.2.1 Control Architecture for Obstacle Avoidance Control System

One approach to address the obstacle avoidance problem is by adopting a hierarchical

structure for the control system design [41]. The hierarchical structure has been used in

numerous studies previously, where the dynamic control systems of the vehicle are designed

to be hierarchical [71, 87, 81]. Similarly, an obstacle avoidance system with three levels, as

shown in Fig. 1.2, can be designed. The higher-level controller or the obstacle avoidance

controller determines the desired longitudinal and lateral forces of the vehicle and the yaw

moment that is required to avoid an obstacle, based on the preview information provided
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by the sensors such as the camera, radar, and lidar. The middle-level controller or the

tire force distributor calculates the desired longitudinal and lateral tire forces to achieve

the desired forces and moment of the vehicle. The lower-level controller or the steering

and braking controller layer converts the desired longitudinal and lateral tire forces to the

steering angle and braking torque commands.

Obstacle avoidance control
system structure

Obstacle Avoidance Controller

Tire Force Distributor

Steering and Braking Controller

Preview information

Vehicle longitudinal and lateral 
forces and yaw moment

Longitudinal tire forces, 
lateral tire forces

Road wheel steering angles, 
wheel braking torques

Figure 1.2: Structure of obstacle avoidance control system.

In another approach, the obstacle avoidance problem is formulated as an optimal

control problem, which provides the optimal steering and braking inputs to achieve the

obstacle avoidance [52]. In this approach, the optimal control problem is converted to a

nonlinear programming problem. While this approach gives an accurate solution of the

control inputs and the resultant trajectory as it considers a nonlinear vehicle model, in-

cluding a nonlinear tire model, the computational effort required to solve the nonlinear

programming problem is large and therefore, makes it less suitable for real-time imple-

mentation. In contrast to this approach, the hierarchical structure approach separates

the obstacle avoidance problem into three different sub-problems that can be solved more

easily. Therefore, this dissertation adopted the hierarchical structure approach to address

the obstacle avoidance problem.

1.2.2 Decision-making

The making of the decision as to when a controller, such as the one shown in Fig. 1.2, should

be activated is important in designing a collision avoidance system. When presented with

an obstacle in the current lane, it is important to decide whether the braking avoidance

or steering avoidance will be effective in avoiding the obstacle and whether the obstacle

can be avoided by these maneuvers. Braking avoidance here refers to the application of



1. Introduction 5

full braking to stop the vehicle in the current lane, while steering avoidance refers to a

lane change maneuver by pure steering. Two typical indices to decide if a collision is

avoidable are the longitudinal distance to the obstacle and the time to collision (ttc). The

longitudinal distances required to avoid the obstacle by the braking avoidance and steering

avoidance are denoted by xb and xs, respectively and are given as

xb =
mt

2Fmax
v2x0 (1.1)

xs =

√
2mtyf
Fmax

vx0 (1.2)

where mt is the total vehicle mass, vx0 is the initial longitudinal velocity, Fmax is the

maximum available vehicle force, and yf is the distance between the centers of adjacent

lanes.

Fig. 1.3 shows the plots of the longitudinal distances required to avoid the obstacle

as a function of the initial longitudinal velocity for the braking avoidance and steering

avoidance. The following parameters were assumed: mt = 1830 kg, yf = 3.5 m, and

Fmax = 8.967 kN. The blue solid line indicates the steering avoidance and the red dashed

line indicates the braking avoidance. Each of these curves divides the region into the region

where the obstacle is avoidable and the region where a collision is unavoidable using the

avoidance maneuver. The region above the curve is where the obstacle is avoidable and

the region below the curve is where the obstacle is unavoidable. The region in light grey

is where the obstacle is unavoidable by either of these maneuvers. Region I, in light blue,

is where the obstacle is unavoidable by the steering avoidance but can be avoided by the

braking avoidance. In region II (light purple), the obstacle becomes unavoidable by the

braking avoidance and can only be avoided by the steering avoidance. Region III, in light

green, is where there is no necessity to perform an avoidance maneuver.

The ttc at which the braking avoidance must be initiated is denoted as ttcb and the

ttc at which the steering avoidance must be initiated is denoted as ttcs, and these times

to collision are given as

ttcb =
xb
vx0

=
mt

2Fmax
vx0 (1.3)

ttcs =
xs
vx0

=

√
2mtyf
Fmax

(1.4)

Fig. 1.4 shows the ttc at which the avoidance maneuver must be initiated. The diagram

in Fig. 1.4 can be explained in a similar way as Fig. 1.3. Similar diagrams can be found in

[31, 42, 52, 106, 130]. Although these diagrams are commonly used for decision-making,

they have some limitations. As can be seen in these diagrams, only a single variable

effect (in this case, the initial longitudinal velocity) can be studied on a two-dimensional

plot. Besides, the switching point moves if the fixed parameters (in this case, the total
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Figure 1.3: Longitudinal distance to obstacle.

vehicle mass, the maximum available vehicle force, and the distance between the centres

of adjacent lanes) are changed. This means that there is no general switching condition.

This dissertation sought to find a more compact representation of the essential variables for

decision-making on a two-dimensional plot and to determine a unique switching condition.
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Figure 1.4: Time to collision.

1.2.3 Friction Circle

According to the tire friction circle concept, the longitudinal and lateral tire forces are

limited by the maximum available tire force, which is given as the product of the tire-
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road friction coefficient and the vertical tire load. Fig. 1.5 shows a tire friction circle,

where X and Y are the longitudinal and lateral tire forces, respectively. The radius of the

circle is equal to the product of the friction coefficient µ and the vertical tire force Z. At

any instant, the operating point is inside the circle, and if the operating point is on the

boundary of the circle, then the tire is said to be operating at its friction limit. The limiting

friction force at the tires limits the longitudinal and lateral acceleration of the vehicle;

the resultant acceleration cannot exceed the product of the friction coefficient and the

gravitational acceleration. The limit on the resultant acceleration should be incorporated

in the obstacle avoidance controller, which is the higher-level controller shown in Fig. 1.2.

X

O

μZ

Y

Available

longitudinal 

tire force

Available

lateral tire 

force

Operating 

point

Figure 1.5: Tire friction circle.

1.2.4 Trajectory Generation

The trajectory generation is an important stage in collision avoidance, where the desired

trajectory for the obstacle avoidance is generated. The desired trajectory defines the

desired path and desired velocity profile that a vehicle should follow. With respect to lane

change, various approaches, including simple functions and optimal control with different

complexities of vehicle models have been considered for the generation of the desired

trajectory.

The desired trajectory is generated to satisfy some criteria such as comfort and safety.
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Chee and Tomizuka [23] generated the lane change path using the trapezoidal acceleration

profile (TAP) by incorporating the lateral acceleration and jerk limits for ride comfort.

Soudbakhsh et al. [116] used the TAP to generate a lane change path for obstacle avoidance.

To generate a lane change path that considers the constraints on the maximum lateral

acceleration and maximum jerk, Isermann et al. [58] used a sigmoid, and showed that

the sigmoid was able to achieve a lane change with a shorter longitudinal distance to

the obstacle compared to that of a clothoid for different initial longitudinal velocities

and maneuver widths. Funke and Gerdes [38] proposed the use of a simple clothoid to

generate the lane change trajectory that considers the constraint imposed by the friction

between the tires and road, and discussed the benefit of braking during the lane change

maneuver to achieve a shorter longitudinal avoidance distance. These simple heuristic

approaches enable fast computations but they do not yield an optimal trajectory for

obstacle avoidance.

Shiller and Sundar [106] proposed a lane change trajectory with a minimum longi-

tudinal avoidance distance by considering the constraints due to the tire friction ellipse,

the maximum traction force, and the maximum absolute steering angle. Horiuchi et al.

[52] also formulated the obstacle avoidance problem as an optimal control problem. They

minimized the time integral of the weighted sum of the squared steering rate and the

squared sum of the tire force usage of each tire for a given longitudinal distance to the

obstacle. These methods yield the optimal trajectory but they are computationally less

efficient. Instead of using a rigid body vehicle model coupled with a nonlinear tire model

as in [52, 106], a point mass model can be used for the formulation of the optimal control

problem, as in [42]. In [42], where the authors used the optimal control theory to generate

a minimum longitudinal avoidance distance lane change trajectory. The optimal control

inputs are represented by numerical mapping and therefore, a precise solution cannot be

expected.

1.2.5 Trajectory Tracking

Numerous studies have proposed methods to control the steering and driving/braking

inputs in order to track the desired trajectory. Park and Gerdes [91] developed a combined

feedforward-feedback controller that calculates the desired longitudinal and lateral vehicle

forces and yaw moment to track the desired trajectory and then, these desired forces and

moment are allocated to the longitudinal and lateral tire forces. To track the desired path,

a four-wheel steering (4WS) sliding mode controller based on the centres of percussion

relative to the rear and front wheels was first proposed in [65] and then, further studied in

[49]. Since in obstacle avoidance, braking contributes to a shorter longitudinal avoidance

distance, the integration of the 4WS and direct yaw-moment control (DYC) is able to

achieve both trajectory tracking and vehicle stabilization.
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1.2.6 Direct Yaw-moment Control

A direct yaw moment is defined as the yaw moment generated by the difference between the

longitudinal tire forces at the left and right sides of a vehicle body. To better understand

the benefit of using the DYC in controlling the motion of a vehicle near its friction limits,

let us consider the operating point, which is represented by a green point in Fig. 1.5.

Fig. 1.5 was prepared based on an example presented in [6]. Detailed explanations of

these benefits can be found in [6] and a summary of the benefits is given here. As shown

in Fig. 1.5, the operating point is near the saturation of the lateral tire force and, in such

a case, the DYC is often necessary. The range of the available longitudinal tire force is

larger than that of the available lateral tire force and therefore, it is reasonable to use the

longitudinal tire force rather than the lateral tire force to control the motion of the vehicle.

Another advantage of the DYC over the steering control is that the driving/braking torque

command can accurately generate the longitudinal tire force. In the steering control, the

generation of the lateral tire force is controlled by the steering angle. The application of

the DYC and its effects on the improvement of the performance of the vehicle dynamics

have been reported in previous studies [5, 76, 105].

1.2.7 Optimal Tire Force Allocation

The integration of the steering control and the DYC can solve this problem by optimally

allocating the tire forces so that the tires are prevented from saturation. In a typical tire

force allocator, the inputs are the desired longitudinal and lateral vehicle forces and the

desired yaw moment, while the outputs are the desired longitudinal and lateral tire forces.

The desired vehicle forces and yaw moment are given by an upper-level controller such as

a vehicle dynamics controller [87] or a collision avoidance controller [41], and the desired

tire forces are converted to the steering angle and driving/braking torque commands.

To avoid tire force saturation, Mokhiamar and Abe [71] suggested the minimization of

the weighted sum of the squared tire workloads for a vehicle with four-wheel independent

steering (4WIS) and four-wheel independent driving/braking force distribution systems.

The tire workload is defined as the ratio of the resultant longitudinal and lateral tire

forces to the vertical tire load [71]. Assuming that the friction coefficients at the four tires

are the same, the tire workload is a reasonable performance index for measuring how far

the tire forces are from saturation. However, in cases such as in a µ-split maneuver, the

friction coefficients of the left and right tires are not equal and the minimization using

the tire workload-based objective function is not effective. In such cases, the tire force

usage, which is defined as the ratio of the resultant longitudinal and lateral tire forces

to the product of the friction coefficient and the vertical tire load, is more appropriate

because the friction coefficient at each tire is considered. Ono et al. [87] minimized the
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common tire force usage among the four tires for the 4WIS and four-wheel independent

driving/braking force distribution.

Nishihara and Higashino [81] studied the minimax optimization of the tire workload

or, more specifically, the minimization of the maximum squared tire workload for the 4WS

and four-wheel independent driving/braking force distribution. Later, Nishihara [79] com-

pared the limit performance of the vehicle for the minimax optimization and square sum

minimization of the tire workload based on the contour plots of the maximum tire work-

load. For the 4WS/4WIS and four-wheel independent driving/braking force distribution,

the minimax optimization gave a better limit performance compared to the square sum

minimization, where the benefit of using the minimax optimization became more signifi-

cant for the 4WIS and four-wheel independent driving/braking force distribution. In [79],

a heuristic approach, whereby a two-stage square sum minimization was performed in

which in the second stage, the vertical tire load was divided by the square root of the

tire workload obtained in the first stage, was shown to provide considerable improvement

compared to the ordinary square sum minimization approach. This heuristic modification

requires about twice the computational effort that is required for the ordinary square sum

minimization approach [79].

To further extend the limit performance of the vehicle, Ono et al. [86] proposed the

minimization of the common tire force usage problem by optimizing the longitudinal and

lateral tire forces as well as the vertical tire loads. In [86], the vertical tire loads were

controlled by using a roll stiffness distribution. The study by Luo et al. [68] also focused on

optimizing the three forces of the tires by keeping the tire force usage of the tires near each

other. In their study, the vertical tire loads were controlled by using an active suspension.

Nishihara and Sono [83] studied the minimax optimization of the tire workload on the

assumption that the vertical tire load control uses the roll stiffness distribution or active

suspension, and demonstrated that the tire force distribution with an active suspension

achieved the best limit performance. This achievement with the limit performance was at

the expense of the computational burden. For example, in [83], in addition to the direct

yaw moment, the load transfer for an active suspension or the distribution ratio for the

roll stiffness distribution was treated as a variable to be optimized. To find the optimal

variables in [83], a two-dimensional golden section search method was used. This method

is computationally less efficient than the one-dimensional golden section search method

that is used for problems without a vertical load distribution control, as in [81]. In this

dissertation, reasonably fast tire force distribution methods were considered for realization

of the avoidance maneuvers.
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1.3 Dissertation Objectives

This dissertation sought to develop a simple and reasonably fast autonomous obstacle

avoidance methods that incorporate the friction constraint and explore the effects of the

integrated chassis control while simultaneously achieving obstacle avoidance and vehicle

stabilization. The specific objectives of this dissertation are as follows:

(i) To develop a simple and precise solution to the optimal feedback control of steering

and braking for the problem of the minimum longitudinal distance to the obstacle

on the assumption that the maximum available vehicle force is given.

(ii) To develop a simple and precise solution to the optimal feedback control of steering

and braking for the problem of the minimum resultant vehicle force with a given

longitudinal distance to the obstacle.

(iii) To develop a simple and fast lane change trajectory generation method for obstacle

avoidance with a minimum resultant vehicle jerk and with consideration given to

the friction limit.

(iv) To design a control system for the integrated control of a 4WS and direct yaw moment

to simultaneously achieve trajectory tracking while maintaining vehicle stability.

(v) To derive an algebraic solution for the tire force allocation with a tire workload

equalization for a vehicle with 4WS and four-wheel independent driving/braking

distribution systems.

1.4 Dissertation Contributions

The contributions of this dissertation are as follows:

(i) A dimensionless equation with an unknown that characterizes the optimal state

feedback control for obstacle avoidance with the minimum longitudinal distance to

the obstacle.

(ii) A decision-making diagram, which is a two-dimensional plot that captures the im-

portant parameters required to determine the minimum longitudinal distance to the

obstacle.

(iii) A dimensionless equation with an unknown that characterizes the optimal state

feedback control for obstacle avoidance with the minimum resultant vehicle force.

(iv) A fast trajectory generation method for a lane change with minimum jerk and with

consideration given to the friction limits for obstacle avoidance.

(v) A trajectory tracking controller using a combination of a 4WS control based on the

centers of percussion with respect to the front and rear wheels and DYC.
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(vi) An algebraic solution to the optimization of the direct yaw moment with a tire

workload equalization for a 4WS and four-wheel independent driving/braking dis-

tribution.

1.5 Dissertation Outline

Chapter 2: Minimum Longitudinal Avoidance Distance Optimal State Feed-

back Control

In Chapter 2, integration of steering and braking is studied for a collision avoidance

from the standpoint of optimal control theory. First, the collision avoidance by braking,

steering, and steering with braking maneuvers are theoretically investigated. By some

assumptions such as the point mass vehicle model and constant resultant vehicle force in all

directions, the selection of the best maneuver for collision avoidance is represented by the

regions on a two-dimensional diagram. The nondimensionalized axes of this diagram stand

for all required vehicle state and geometrical conditions, more specifically, the remaining

distance, longitudinal vehicle velocity, lane width, and friction coefficient. Secondly, a

two-point boundary value problem derived for the integrated control is reduced to a single

equation with an unknown via algebraic simplifications, and the bisection method turns

out to be the most appropriate among the algorithms that have been tested. It turned

out that the efficient and precise solution of the optimal control problem is guaranteed,

including the cases in which the intervention has been initiated. Consequently, this study

realizes the efficient identification of the theoretically reliable reference maneuver of single

lane change with the minimum collision avoidance distance in the framework of feedback

control.

Chapter 3: Minimum Resultant Vehicle Force Optimal State Feedback Control

In Chapter 3, an optimal feedback control with minimum resultant vehicle force for

obstacle avoidance is investigated. In Chapter 2, four equations were derived for the

two-point boundary value problem that determines the optimal feedback control for the

minimum longitudinal avoidance distance problem in which the maximum vehicle force is

given. In Chapter 3, these equations are fully nondimensionalized, and the dimensionless

equations are simplified by successive algebraic manipulations; until the control parame-

ters are identified as functions of one unknown that is readily determined by an equation

defined in an implicit form. The stable solution of this equation is expectable by the

application of the bisection method. The two dimensionless inputs to this equation are:

the ratio of the lateral to longitudinal velocity and the ratio of the remaining lateral to

longitudinal distance. The optimal control is therefore described in the form of a state

feedback controller. In the numerical simulations, the longitudinal and lateral vehicle
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forces required to realize the optimal control are distributed to the tires using a minimax

optimization scheme that assumes a four-wheel steering vehicle. In each case, the maxi-

mum tire workload is minimized, and the vehicle center of gravity closely traced the paths

expected by the point-mass model assumed in the controller design. Additional examples

are provided to demonstrate the effectiveness of online optimization in accommodating the

lateral movement of the obstacle or the appearance of another object, after the initiation

of the avoidance maneuver.

Chapter 4: Minimum Jerk Trajectory for Obstacle Avoidance

Intelligent vehicles are expected to perform emergency lane change maneuver to avoid

a collision. During this aggressive maneuver, a high jerk may occur and this reduces

the comfort level and may be harmful to the vehicle occupants. Chapter 4 addresses

the autonomous collision avoidance, in the context of minimum jerk. First, the desired

trajectory described by the desired path and desired velocity profile is generated using

quintic polynomials. These quintic polynomials are derived using the Euler-Lagrange

equations for the functional defined as the time integral of the squared resultant jerk.

The generation of the trajectory depends on the essential parameters that are the initial

longitudinal vehicle velocity, the desired final lateral position, and the tire-road friction

coefficient. As a result of nondimensionalization and algebraic manipulations, the collision

avoidance problem reduces to a nondimensionalized equation that is an implicit equation

in one unknown that is the aspect ratio of lane change and an input capturing the essential

parameters. The plot of the aspect ratio for lane change against the input gives a curve

that indicates the last point to avoid a collision. The sliding mode control method is used

to translate the trajectory tracking errors into the reference values of the total longitudinal

force and centers of percussion lateral accelerations that are the inputs to the tire force

distributor. This distributor allocates these reference values to the tires by reducing the

tire force usage. Numerical simulations at different initial longitudinal vehicle velocities

demonstrate the effectiveness of controller in avoiding the obstacle and keeping the vehicle

motion stable.

Chapter 5: Optimal Tire Force Allocation with Workload Equalization

The optimal tire force allocation for achieving stable vehicle motion has been actively

studied in the past. Various objective functions have been considered for reducing the

tire workload for vehicles with a four-wheel independent driving/braking force distribu-

tion and either two-wheel steering (2WS), four-wheel steering (4WS), or four-wheel inde-

pendent steering (4WIS) systems. In Chapter 5, the tire force allocation by equalizing

the tire workload of the four tires for a vehicle with 4WS and a four-wheel independent

driving/braking force distribution system is studied. First, algebraic manipulations are

performed to derive two quadratic equations with respect to the direct yaw moment. The
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solution of these quadratic equations that gives the minimum common tire workload among

four tires is the optimal direct yaw moment. Once the optimal direct yaw moment has

been determined, the optimal longitudinal and lateral tire forces can be readily evaluated.

Next, the limit performance of a vehicle with optimal tire force allocation is investigated

and clarified. Workload equalization is found not to be possible in some cases, and the

regions in which there are no feasible solutions to the optimal tire force allocation with

workload equalization are identified.

Chapter 6: Conclusion and Future Work

This chapter summarizes the findings of the previous chapters and provides suggestions

for future work.



Chapter 2

Minimum Longitudinal Avoidance

Distance Optimal State Feedback Control

2.1 Introduction

Collision avoidance has become an important topic in the field of the intelligent transporta-

tion system as a vehicle should perform an avoidance maneuver in the case of emergency.

Many types of research have been conducted to study different aspects of collision avoid-

ance [41, 124, 37, 59, 78, 102]. Two key questions for collision avoidance are if a collision

can be avoided for a given situation and what kind of maneuver is the best. For a straight

lane, an appropriate index to determine if a collision is avoidable is the avoidance dis-

tance, defined as the traveling distance along the lane required to complete the avoidance

maneuver. The maneuver that requires the shortest avoidance distance is considered to

be the best maneuver. In the cases where braking to stop the vehicle is not possible, a

lane change maneuver should be performed.

Because of the shorter avoidance distance, a combination of steering and braking for

lane change maneuver to avoid an obstacle has gained much interest. Various approaches

have been put forward to solve the design problems related to the in-lane collision avoid-

ance by combining the steering and braking actions. Hayashi et al. proposed the use

of a combination of two equal radius arcs to represent the avoidance path with constant

deceleration [44]. This method is less suitable when the vehicle is forced to operate at

its limits because the combined effect of cornering and braking forces with respect to the

friction circle was not taken into account. Furthermore, at the intersection of the two

arcs, the curvature becomes discontinuous, and therefore, poses a challenge for the steer-

ing controller. Funke and Gerdes [38] generated a lane change path that has a continuous

curvature using a combination of straights, clothoids, and arcs. The longitudinal velocity

profile was determined by the path curvature and tire-road friction coefficient. However,

15
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the paths generated using this heuristic method are not optimal. More specifically, if the

distance to the obstacle is shorter than the distance required by the method in [38], there

is a possibility that the avoidance is still feasible.

To yield a trajectory that has a minimum avoidance distance with combined steer-

ing and braking inputs taking into account the friction constraint, the obstacle avoidance

problem must be formulated as an optimal control problem. In a study of the minimum

obstacle avoidance distance, integrated steering and braking actions by utilizing the opti-

mal control theory and satisfying the constraint imposed by the tire friction ellipse were

proposed [106]. Hattori and co-workers used a simplified vehicle model capturing the

longitudinal, lateral, and yaw motions to solve the shortest avoidance distance problem

based on the second-order cone programming [41]. In the case of the zero initial yaw angle

and the zero initial yaw velocity, the optimal lane change maneuver was accomplished by

vehicle longitudinal and lateral motions without any yaw motion. Thus, a point mass

is sufficient to represent the vehicle [41]. The methods in [106, 41] do not consider the

situation where there is a disturbance after the avoidance maneuver is initiated. In such

situation, an optimal state feedback controller is desirable. The complex solution methods

used in [106, 41] do not facilitate the implementation of the controller in a feedback form.

Assuming point mass representation of the vehicle, Hattori et al. [42] proposed a

feedback controller for the minimum avoidance distance problem with optimal steering

and braking control. A set of nonlinear equations containing the solutions of the con-

trol problem was derived. Because the solution process of these equations is not stable

enough for on-line implementation, an approximation solution was proposed instead [42].

The solution for optimal control was found by off-line computation and represented by a

two-dimensional map. This seems to be a less precise solution method. Moreover, other

essential information such as the avoidance distance, avoidance time or final vehicle ve-

locity is not retrievable from this map. In their study, dedicated maps would be required

to acquire this information.

To best of our knowledge, a closed-form solution for the optimal state feedback control

to the minimum avoidance distance problem with combined steering and braking is not

known. The aim of the present work is to derive a simple solution method to this problem.

In this chapter, instead of directly solving the simultaneous nonlinear equations for the

two-point boundary value problem (TPBVP) resulting from the necessary conditions for

optimality, we reduce the problem to a one-variable root finding problem. As a result, we

have a dimensionless equation that characterizes the optimal state feedback control. The

root finding problem can be efficiently solved using appropriate root finding techniques

for one unknown. This unknown, the dimensionless final time, which is the dimensionless

form of the time taken for the avoidance maneuver, is an essential control parameter.



2. Minimum Longitudinal Avoidance Distance Optimal State Feedback Control 17

The main contribution of this chapter is the determination of the state feedback op-

timal control to the minimum avoidance distance problem by a single nondimensional

equation with one unknown. Since this unknown can be determined numerically using

bisection method, fast computation is expectable, and this allows reliable real-time imple-

mentation. In addition, the avoidance distance, avoidance time or final vehicle velocity

can be readily calculated by the efficient solution of the nondimensional equation. There-

fore, the proposed feedback controller is more attractive than the controller proposed in

[10]. The present study is not limited to implementation. Since the problem is formulated

precisely and the optimality of the solution is guaranteed, our results serve as a reference

for the obstacle avoidance study.

The implementation of the obstacle avoidance controller requires an effective tire force

distributor. A tire force distributor determines the reference longitudinal and lateral tire

forces, according to the longitudinal and lateral vehicle forces and yaw moment demands.

The reference values of longitudinal and lateral vehicle forces are determined by the obsta-

cle avoidance controller. The minimax tire force distributor that minimizes the maximum

tire workload [81] is the most effective to avoid saturation of tire forces on the assumption

of the uniform friction coefficient of all tires. The tire workload is defined as the ratio be-

tween the resultant tire force and vertical tire load. For the minimax optimization of the

tire force distribution to four tires, it turns out that the vehicle performance envelopes for

both four-wheel steering (4WS) and four-wheel independent steering (4WIS) are almost

identical when the yaw moment demand is zero. In this case, it follows that the shape of

these envelopes for various workloads resembles concentric circles and that a lane change

without yaw motion is considered to be the best strategy. From a practical viewpoint,

4WS is much preferable over 4WIS. Therefore, 4WS configuration with the minimax tire

force distributor can be used to realize the avoidance maneuver.

The organization of this chapter is as follows. Section 2.2 describes the obstacle avoid-

ance maneuvers. Section 2.3 provides the mathematical formulation of the obstacle avoid-

ance maneuvers. In Section 2.4, the nondimensionalization technique and collision avoid-

ance index are introduced. The design of the state feedback controller for the optimal

trajectory is presented in Section 2.5. Numerical examples are presented in Section 2.6.

Section 2.7 concludes the findings of this study.

2.2 Obstacle Avoidance Maneuvers

It is known that an in-lane obstacle can be avoided by braking, steering, and steering with

braking maneuvers. In this section, these maneuvers are described.
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2.2.1 Automatic Obstacle Avoidance Scenario

In this chapter, braking, steering, and steering with braking maneuvers are considered as

emergency obstacle avoidance maneuvers. These maneuvers are to be performed when an

obstacle suddenly appears in the traveling lane. The minimum longitudinal distance and

time required to avoid the obstacle are derived for each of these cases.

2.2.2 Braking Maneuver

In this chapter, the braking maneuver is defined as the obstacle avoidance method that

applies the maximum braking force on the vehicle so that a minimum stopping distance

is achieved. Assuming the tire-road friction condition for all the wheels is the same, the

braking forces are applied equally on the left and right tires. Therefore, the vehicle moves

in a straight line. Fig. 2.1 shows the schematic diagram for obstacle avoidance using the

braking maneuver.

xfb

vx0 vxf obstacle

Figure 2.1: Obstacle avoidance using the braking maneuver.

2.2.3 Lane Change Maneuver

The steering and steering with braking maneuvers can be generalized into the lane change

maneuver. For the lane change maneuver as depicted in Fig. 2.2, a vehicle moving with

initial longitudinal and lateral velocities, denoted as vx0 and vy0, respectively, encounters

an obstacle in the current lane, and the vehicle automatically performs a lane change

maneuver such that the longitudinal distance required for the complete lane change is

minimized. At the same time, the trajectory generation is subjected to initial and final

state conditions of the vehicle as well as the road surface conditions. In this problem,

the lateral center point of the obstacle is assumed to be coinciding with the current lane

center line. The final lateral distance depends on the width of the obstacle taking into

consideration the safety margin or width of the lane. At the final time, the lateral velocity

of the vehicle must be zero, indicating that there is no lateral motion at this instant. Zero

final lateral velocity is desirable because, at the final time, the human driver should take

over the control of the vehicle.
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xf

vx0

vy0
yf

vyf

vxf

obstacle

Figure 2.2: Obstacle avoidance using the lane change maneuver.

2.3 Formulation of Optimal Control Problems

This section formulates the obstacle avoidance problems as optimal control problems.

For the braking, steering, and steering with braking maneuvers, the shortest longitudinal

avoidance distances are assumed to be achieved by fully using the maximum available

vehicle force Fmax.

2.3.1 Braking Maneuver

To bring a vehicle to a complete stop with the minimum longitudinal distance, maximum

braking force should be applied. The minimum longitudinal distance required to avoid

the obstacle by full braking is given by

xfb =
mtv

2
x0

2Fmax
(2.1)

where mt is the mass of the vehicle, vx0 is the initial longitudinal velocity of the vehicle,

and Fmax is the maximum available vehicle force that is given by the product of tire-road

friction coefficient and vehicle weight. For this maneuver, we assume Fmax is positive

corresponding to the constant deceleration. Note that vx0 is positive for a vehicle moving

in the forward direction. The braking time tfb is defined as the time required to bring the

vehicle to a stop by applying the full braking force:

tfb =
mtvx0
Fmax

(2.2)

The avoidance distance (2.1) and braking time (2.2) are the same as given in [41].

2.3.2 Steering Maneuver

The steering maneuver is defined as the obstacle avoidance method in which the maximum

available vehicle force Fmax is fully used to move the vehicle by a given lateral distance yf .

Obstacle avoidance with steering at a constant vehicle longitudinal velocity takes the form

of bang-bang control. The lateral acceleration us required for the lane change maneuver
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can be written as

us(t) =


Fmax

mt
, t0 ≤ t < ts

−Fmax

mt
, ts < t ≤ tfs

(2.3)

where ts is the switching time and tfs is the final time. A detailed discussion on the

steering maneuver can be found in [42]. We will refer to the positive lateral acceleration

phase as Phase A and the negative acceleration phase as Phase B.

The lateral velocity vyA for Phase A is obtained by integrating us(t) = Fmax/mt with

respect to time, and then, applying the initial lateral velocity condition vyA(0) = vy0:

vyA(t) = vy0 +
Fmax

mt
t (2.4)

In Phase A, the lateral distance is determined by integrating (2.4) with respect to time,

and then, applying the initial lateral distance condition yA(0) = 0:

yA(t) = vy0t+
Fmax

2mt
t2 (2.5)

The lateral velocity vyB for Phase B is obtained by integrating us(t) = −Fmax/mt with

respect to time, and then, applying the final lateral velocity condition vyB(tfs) = 0:

vyB(t) =
Fmax

mt
(tfs − t) (2.6)

The lateral distance for Phase B is determined by integrating (2.6), and then, applying

the final lateral distance condition yB(tfs) = yf :

yB(t) = yf −
Fmax

2mt
(t− tfs)2 (2.7)

Both the lateral velocity and the lateral distance are continuous at ts. Simultaneously

solving vyA(ts) = vyB(ts) and yA(ts) = yB(ts) with respect to ts and tfs yields:

ts =
−2mtvy0 +

√
2
√
m2
t v

2
y0 + 2mtyfFmax

2Fmax
(2.8)

tfs =
−mtvy0 +

√
2
√
m2
t v

2
y0 + 2mtyfFmax

Fmax
(2.9)

The minimum longitudinal avoidance distance for the steering maneuver is simply the

product of tfs and vx0:

xfs =
−mtvy0 +

√
2
√
m2
t v

2
y0 + 2mtyfFmax

Fmax
vx0 (2.10)
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2.3.3 Steering with Braking Maneuver

The steering with braking maneuver is the obstacle avoidance method that uses an optimal

combination of steering and braking to minimize the longitudinal avoidance distance.

Pontryagin’s minimum principle, which gives the necessary conditions for optimality, is

used to derive the optimal control law. The general form of the dynamic system model

can be described by the differential equation

ṡ(t) = f(s(t), u(t), t), s(t0) = s0 (2.11)

where s(t), a n-dimensional state vector, is determined by the control input u(t). Note

that the initial time t0 is assumed to be zero.

The dynamics of the point mass for the longitudinal and lateral directions are expressed

as

mtẍ (t) = Xt (t) (2.12)

mtÿ (t) = Yt (t) (2.13)

where Xt is the total longitudinal force and Yt is the total lateral force. At any instant, Xt

and Yt that can be applied to a vehicle are limited by the vehicle friction circle. The radius

of the friction circle is equal to Fmax. The friction circle can be realized using optimal tire

force distribution methods such as the minimization of the maximum tire workload [81]

and the minimization of the equalized tire force usage [87].

The accelerations in (2.12) and (2.13) can be expressed as

ẍ (t) = −Fmax

mt
sinϕ (t) (2.14)

ÿ (t) = −Fmax

mt
cosϕ (t) (2.15)

where ϕ is the force direction angle. The force direction angle is defined as the angle

between the vector of Fmax and the negative direction of the pure lateral force. It should

be noted that for the derivation of the optimal control, Fmax is assumed to be constant.

The control input u in this problem is

u(t) = ϕ(t) (2.16)

The states of the dynamical system are

s(t) =
[
s1(t) s2(t) s3(t) s4(t)

]T
=
[
x(t) ẋ(t) y(t) ẏ(t)

]T
(2.17)

Now, the system differential equation as given in (2.11) can be written as

f(s(t), ϕ(t), t) =

[
s2(t) −

Fmax

mt
sinϕ(t) s4(t) −

Fmax

mt
cosϕ(t)

]T
(2.18)
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The initial and final conditions on the states (2.17) are given as

s(t0) =
[
0 vx0 0 vy0

]T
(2.19)

s(tf ) =
[
xfc vxf yf 0

]T
(2.20)

where xfc is the longitudinal distance at the end of the maneuver and this distance is to

be minimized. vxf is the final longitudinal velocity, and it is assumed to be free.

The state equality constraint can be imposed at any specific time:

ψ(s(t), t) =
[
y(t)− yf ẏ(t)

]T
(2.21)

At the final time tf , the state constraint becomes

ψ(s(tf ), tf ) = 0 (2.22)

The performance function J for the optimal control problem can be defined as

J = φ(s(tf ), tf ) +

∫ tf

t0

f0(s(t), ϕ(t), t) dt (2.23)

where the first term is the final state penalty, and the second term is the running perfor-

mance function. For the obstacle avoidance problem, the aim is to minimize the longitu-

dinal distance required to complete the lane change. The performance function is written

as

J = x(tf ) = xfc (2.24)

Comparing (2.24) with (2.23), we have the following:

φ(s(tf ), tf ) = x(tf ) = xfc (2.25)

f0(s(t), ϕ(t), t) = 0 (2.26)

Therefore, the relation with the performance function takes the linear Mayer form [117].

Pontryagin’s minimum principle states that the Hamiltonian function must be mini-

mized over all admissible control u [66]. This Hamiltonian function is expressed as

H(s(t), ϕ(t),λ(t), t) = f0(s(t), ϕ(t), t) + λT (t)f(s(t), ϕ(t), t) (2.27)

where λ(t) is known as the adjoint vector with n dimensions

λ(t) =
[
λx(t) λu(t) λy(t) λv(t)

]T
(2.28)

Substituting (2.18) and (2.28) into (2.27), the Hamiltonian function becomes

H(s(t), ϕ(t),λ(t), t) = λx(t)ẋ(t)− λu(t)
Fmax

mt
sinϕ(t) + λy(t)ẏ(t)− λv(t)

Fmax

mt
cosϕ(t)

(2.29)
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The following differential equation, known as the adjoint equation, is satisfied by the

adjoint vector:

λ̇(t) = −HT
s (s(t), ϕ(t),λ(t), t) (2.30)

where Hs denotes the partial derivative of H with respect to s. The optimal control

equation is given as

Hϕ(s(t), ϕ(t),λ(t), t) = 0 (2.31)

where Hϕ denotes the partial derivative of H with respect to ϕ.

The necessary conditions for the control ϕ and for the corresponding trajectory to be

optimal solutions are that there exist λ(t) that satisfies (2.30) and (2.31). Taking the

partial derivative of the Hamiltonian in (2.29) with respect to the state vector s, we have

the following:

HT
s (s(t), ϕ(t),λ(t), t) =

[
0 λx(t) 0 λy(t)

]T
(2.32)

Now, the adjoint equation (2.30) can be written as

λ̇(t) =
[
λ̇x(t) λ̇u(t) λ̇y(t) λ̇v(t)

]T
=
[
0 −λx(t) 0 −λy(t)

]T
(2.33)

The partial derivative of the Hamiltonian with respect to the control input ϕ gives the

following form:

Hϕ = Hϕ(s(t), ϕ(t),λ(t), t) = −λu(t)
Fmax

mt
cosϕ(t) + λv(t)

Fmax

mt
sinϕ(t) (2.34)

It is convenient to define an augmented performance function

Φ(s(t), t) = φ(s(t), t) + νTψ(s(t), t) (2.35)

with the terminal Lagrange multiplier given by

ν =
[
νy νv

]T
(2.36)

In addition, the following condition must be satisfied:

λ(tf ) = ΦT
s (s(t), t)

∣∣
t=tf

(2.37)

where Φs is the partial derivative of Φ with respect to s. Because in this problem tf is

free, another condition must be satisfied:

H(s(tf ), ϕ(tf ),λ(tf ), tf ) = − Φt(s(t), t)|t=tf (2.38)

where Φt is the partial derivative of Φ with respect to t. The conditions (2.37) and (2.38)

are called transversality conditions [66].

The partial derivative of Φ with respect to s is obtained as

ΦT
s (s(t), t)|t=tf =

[
1 0 νy νv

]T
(2.39)
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and the partial derivative of Φ with respect to t is expressed as

Φt(s(t), t)|t=tf = 0 (2.40)

The transversality condition in (2.37) can then be written as

λ(tf ) =
[
1 0 νy νv

]T
(2.41)

and the transversality condition as in (2.38) becomes

λx(tf )ẋ(tf )− λu(tf )
Fmax

mt
sinϕ(tf ) + λy(tf )ẏ(tf )− λv(tf )

Fmax

mt
cosϕ(tf ) = 0 (2.42)

Integrating the optimality equation (2.33) and applying the final conditions (2.41), we

have

λ(t) =


λx(t)

λu(t)

λy(t)

λv(t)

 =


1

−t+ tf

νy

−νyt+ νytf + νv

 (2.43)

By substituting (2.43) into (2.34), the optimal control can be obtained as

tanϕ(t) =
λu(t)

λv(t)
=

−t+ tf
−νyt+ νytf + νv

(2.44)

This form of the control law can be referred to as the bilinear tangent law [22]. A control

triangle diagram showing the relation is illustrated in Fig. 2.3.

ϕ

22
vu λλ +

uλ

vλ

Figure 2.3: Control triangle diagram illustrating the bilinear tangent law.

From the control triangle, sinϕ(t) and cosϕ(t) are

sinϕ(t) =
λu(t)√

λ2u(t) + λ2v(t)
(2.45)

cosϕ(t) =
λv(t)√

λ2u(t) + λ2v(t)
(2.46)

The optimal longitudinal acceleration ux and optimal lateral acceleration uy that are

functions of ϕ are expressed as

ux(t) = −Fmax

mt
sinϕ(t) = −Fmax

mt

−t+ tf√
(−t+ tf )2 + (−νyt+ νytf + νv)

2
(2.47)
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uy(t) = −Fmax

mt
cosϕ(t) = −Fmax

mt

−νyt+ νytf + νv√
(−t+ tf )2 + (−νyt+ νytf + νv)

2
(2.48)

It is worth noting that the expressions of the optimal control (2.47) and (2.48) are the

same as those reported in [42]. In [42], the authors considered an inequality constraint

such that the vector sum of the total longitudinal force and the total lateral force must

not exceed Fmax. In the present study, we assume that the resultant of the vehicle forces

is equal to Fmax. Despite the difference in the constraint, the optimal control solutions of

these two studies are identical. This also proves the correctness of the equality constraint

considered in this study.

At t = tf , ux = 0 and uy = −Fmax/mt, indicating that at this instant, there is no

braking, and all the available force is used for steering.

From (2.42), the final vehicle longitudinal velocity is expressed as

ẋ(tf ) =
Fmax

mt
νv = vxf (2.49)

in which νv must be positive, recognizing that vehicle should not be moving in the reverse

direction (vxf < 0).

For ϕ(t) to be a minimum, the Weierstrass condition

H(s(t), ϕ∗(t),λ(t), t)−H(s(t), ϕ(t),λ(t), t) > 0 (2.50)

for all ϕ∗ 6= ϕ, must hold over the interval [t0, tf ] [56]. In (2.50), ϕ∗(t) is an admissible

comparison control. In addition, the Legendre-Clebsch condition, which is a necessary

condition for the local minimum, must be obeyed over the interval [t0, tf ] [56].

Hϕϕ ≥ 0 (2.51)

Applying the Weierstrass condition gives

λu(t)
Fmax

mt
(sinϕ(t)− sinϕ∗(t)) + λv(t)

Fmax

mt
(cosϕ(t)− cosϕ∗(t)) > 0 (2.52)

Because Fmax/mt 6= 0, (2.52) becomes

λu(t) (sinϕ(t)− sinϕ∗(t)) + λv(t) (cosϕ(t)− cosϕ∗(t)) > 0 (2.53)

Eliminating λv(t) by using λv(t) = λu(t)/ tanϕ(t) from the control law (2.44) and per-

forming algebraic manipulations, (2.53) takes the form

λu(t) (1− cos(ϕ(t)− ϕ∗(t)))
sinϕ(t)

> 0 (2.54)

For t < tf , λu(t) > 0 and sinϕ(t) > 0. Because ϕ(t) 6= ϕ∗(t), −1 ≤ cos(ϕ(t)− ϕ∗(t)) < 1.

Therefore, the Weierstrass condition holds except at t = tf .
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The second partial derivative of the Hamiltonian function with respect to ϕ is

Hϕϕ = λu(t)
Fmax

mt
sinϕ(t) + λv(t)

Fmax

mt
cosϕ(t) (2.55)

Substituting (2.45) and (2.46) into (2.55) and simplifying this by removing the radical√
λ2u(t) + λ2v(t) from the denominator leads to

Hϕϕ =
Fmax

mt

√
λ2u(t) + λ2v(t) (2.56)

which is positive. Hence, the Legendre-Clebsch condition as in (2.51) is obeyed. Because

both of these conditions hold, the control solution is a minimum.

Using (2.18), (2.47), and (2.48), (2.11) is rewritten as


ṡ1(t)

ṡ2(t)

ṡ3(t)

ṡ4(t)

 =



s2

−Fmax

mt

−t+ tf√
(−t+ tf )2 + (−νyt+ νytf + νv)

2

s4

−Fmax

mt

−νyt+ νytf + νv√
(−t+ tf )2 + (−νyt+ νytf + νv)

2


(2.57)

Integrating ṡ2(t) with respect to time and using the initial longitudinal velocity con-

dition ẋ(0) = vx0 and the final longitudinal velocity condition (2.49), we get

mtvx0
Fmax

− νyνvW(
1 + ν2y

)3/2 − ν2yνv +
√

(νytf + νv)
2 + t2f

1 + ν2y
= 0 (2.58)

where

W = ln


√

1 + ν2y

√
(νytf + νv)

2 + t2f − νyνv −
(
1 + ν2y

)
tf

νv
√

1 + ν2y − νyνv

 (2.59)

Similarly, integrating ṡ4(t) and applying the initial lateral velocity condition ẏ(0) = vy0

and the final lateral velocity condition ẏ(tf ) = 0, we obtain

mtvy0
Fmax

+
νvW(

1 + ν2y
)3/2 +

νyνv − νy
√

(νytf + νv)
2 + t2f

1 + ν2y
= 0 (2.60)

Next, integrating ṡ4(t) and using the initial lateral velocity condition ẏ(0) = vy0, and

then, integrating the resulting equation and applying the initial lateral position condition

y(0) = 0 and the final lateral position condition y(tf ) = yf , we get

mtvy0tf
Fmax

−
mtyf
Fmax

− 3νyν
2
vW

2
(
1 + ν2y

)5/2 −
(
ν2y − 2

)
ν2v

2
(
1 + ν2y

)2
−

[(
1 + ν2y

)
νytf −

(
ν2y − 2

)
νv
]√

(νytf + νv)
2 + t2f

2
(
1 + ν2y

)2 = 0 (2.61)
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The minimum distance required to avoid the obstacle is obtained by integrating ṡ2(t)

and using the initial longitudinal velocity condition ẋ(0) = vx0, followed by, integrating

the resulting equation and applying the initial longitudinal position condition x(0) = 0

and the final longitudinal position condition x(tf ) = xfc

xfc =
Fmax

mt

(
−

[(
1 + ν2y

)
tf − 3νyνv

]√
(νytf + νv)

2 + t2f

2
(
1 + ν2y

)2
+
mtvx0tf
Fmax

− 3ν2vW

2
(
1 + ν2y

)5/2 − 3νyν
2
v

2
(
1 + ν2y

)2 +
ν2vW(

1 + ν2y
)3/2

)
(2.62)

To evaluate the optimal control or the respective optimal trajectory, the control pa-

rameters (νy, νv, and tf ) need to be determined first. These values are the solutions of the

simultaneous equations (2.58), (2.60), and (2.61). These equations are highly nonlinear.

Thus, it is not likely that closed-form solutions to this problem can be obtained. Local

numerical methods such as the Newton-Raphson method or Broyden’s method can be used

for solving these equations if a good initial guess of the control parameters is available.

Among the three control parameters, only tf is a physical variable, for which a good initial

guess can be found intuitively.

The homotopy method, a global numerical method, can be utilized to obtain the

solutions of these highly nonlinear equations [88]. The advantages of the homotopy method

over the Newton-Raphson method are that it does not require an accurate initial guess,

and convergence is possible if the step size is sufficiently small. However, the homotopy

method may not be computationally efficient because three highly nonlinear equations are

to be solved simultaneously.

Alternatively, this TPBVP can be solved using the indirect shooting method. The

success of this straightforward method depends on the initial approximation quality of

λ(t0), ν, and tf . Among other similar methods, the shooting method is very sensitive to

small changes in the boundary conditions [22].

Therefore, it is preferable to reduce the problem of solving these equations simultane-

ously to a single-variable root finding problem with tf as the variable to be solved because

we can expect a good initial guess for tf . In the next sections, we prove that this is possi-

ble. Two different cases will be considered. In the first case, a feedforward control where

vy0 is zero is derived. A state feedback controller is then developed.

2.4 Nondimensionalization and Collision Avoidance Index

This section first introduces the nondimensionalization method and then, develops a di-

mensionless collision avoidance index.
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Table 2.1: Dimensionless Variables

Original variables Dimension Dimensionless variable

(Fmax,mt, vx0, yf ) [MLT−2]−
1
2 [M]

1
2 [LT−1]1[L]−

1
2 Vx0 =

√
mt

Fmaxyf
vx0

(Fmax,mt, vy0, yf ) [MLT−2]−
1
2 [M]

1
2 [LT−1]1[L]−

1
2 Vy0 =

√
mt

Fmaxyf
vy0

(νy) − Ny = νy

(νv, tf ) [T]1[T]−1 Nv =
νv
tf

(Fmax,mt, yf , tf ) [MLT−2]
1
2 [M]−

1
2 [L]−

1
2 [T]1 τf =

√
Fmax

mtyf
tf

2.4.1 Nondimensionalization

Nondimensionalization removes the units in the equations by substituting appropriate

dimensionless variables to represent the system input and output variables. Reduction

in the number of variables through nondimensionalization facilitates easy handling of

equations [121].

The first step to nondimensionalizing a set of equations is to identify the input and

output variables. In these equations, the input variables are mt, Fmax, vx0, vy0, and yf , and

the output variables are νy, νv, and tf . From Buckingham’s π theorem, the equations with

eight original variables and three physical dimensions, mass M, length L, and time T, can

be expressed by five dimensionless variables. These dimensionless variables are expressed

as the combination of the original variables as shown in Table 2.1. The input variables

are the dimensionless initial longitudinal velocity Vx0 and the dimensionless initial lateral

velocity Vy0. The output variables are the dimensionless control parameters Ny and Nv

as well as the dimensionless final time τf .

Using the definitions for the dimensionless variables provided in Table 2.1, (2.58),

(2.60), and (2.61) can be expressed in dimensionless form as given by (2.63) to (2.65),

respectively:

Vx0
τf
−

N2
yNv

1 +N2
y

− NyNvΩ

(1 +N2
y )3/2

−
√

1 + (Ny +Nv)2

1 +N2
y

= 0 (2.63)

Vy0
τf

+
NyNv

1 +N2
y

+
NvΩ

(1 +N2
y )3/2

−
Ny

√
1 + (Ny +Nv)2

1 +N2
y

= 0 (2.64)

−

√
1 +N2

y

√
1 + (Ny +Nv)2

[
N3
y +Ny −Nv(N

2
y − 2)

]
2(1 +N2

y )5/2

+
Vy0τf − 1

τ2f
− 3NyN

2
vΩ

2(1 +N2
y )5/2

−

√
1 +N2

yN
2
v (N2

y − 2)

2(1 +N2
y )5/2

= 0 (2.65)
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where

Ω = ln

(
Ωn

Nv

)
(2.66)

with

Ωn =

[√
1 +N2

y

√
1 + (Ny +Nv)2 −Ny (Ny +Nv)− 1

](
Ny +

√
1 +N2

y

)
By setting vy0 = 0 and hence Vy0 = 0, and performing algebraic manipulations on (2.63)

to (2.65), we obtain

Nv = −Ny −

√
V 2
x0 − τ2f
τf

(2.67)

Ny = −
Vx0τf + 4τf

√
V 2
x0 − τ2f

4(τ2f − 1)
−

√
V 2
x0(τ

2
f + 16)− 8Vx0(τ2f − 2)

√
V 2
x0 − τ2f − 16

4(τ2f − 1)
(2.68)

(2.65) can be rewritten as f3(Ny, Nv, τf ) = 0. Substituting (2.68) into (2.67), we ob-

tained Nv(Ny(τf ), τf ). Now, substituting this and (2.68) into f3(Ny, Nv, τf ) = 0 yields

f3(Ny(τf ), Nv(Ny(τf ), τf ), τf ) = 0. The resulting equation is equivalent to the simultane-

ous equations (2.63) to (2.65). Note that the only unknown left in f3(Ny(τf ), Nv(Ny(τf ), τf ), τf ) =

0 is τf , and this implicit equation can be solved using one of root finding methods that

will be explained in the next section.

2.4.2 Dimensionless Final Time

Assuming that t0 = 0, the final time corresponds to the maneuver time. From (2.9), when

vy0 is set to zero, the final time for the steering maneuver is reduced to

tfs = 2

√
mtyf
Fmax

(2.69)

Using the definition τfs =
√
Fmax/(mtyf )tfs, the dimensionless final time for steering

maneuver τfs = 2. For braking, the dimensionless final time τfb turns out to be equal to

Vx0.

τfb =

√
Fmax

mtyf
tfb = Vx0 (2.70)

Fig. 2.4 shows the dimensionless final time for braking, steering, and steering with

braking maneuvers. Among these maneuvers, the steering maneuver requires the shortest

time, whereas the braking maneuver requires the longest time. The final time for the steer-

ing with braking maneuver is between the times for the steering and braking maneuvers.

As Vx0 increases, the dimensionless time for the steering with braking maneuver reduces
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and is bounded by that for the steering maneuver. This figure clarifies the bounds on the

final time for the steering with braking maneuver.
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Figure 2.4: Dimensionless final time as a function of dimensionless initial longitudinal

velocity.

2.4.3 Dimensionless Collision Avoidance Distance

For collision warning and automatic avoidance maneuver timing, it is essential to eval-

uate the minimum longitudinal distance required to avoid the obstacle. For the given

conditions, by comparing the minimum distances for the braking, steering, and steering

with braking maneuvers, the decision on the most effective avoidance maneuver should be

made. The conventional plots show the relation between the minimum avoidance distance

and the longitudinal velocity assuming the conditional parameters are fixed [103, 42, 52].

Yoshida et al. [130] presented the effect of the longitudinal vehicle velocity and the friction

coefficient on the avoidance distance by using a three-dimensional plot. If the final lateral

distance is included as the input variable, the comparison would require a four-dimensional

plot, which is not practical for choosing the optimal maneuver.

In this study, a unified nondimensionalized collision avoidance index is presented. This

index represents the dimensionless avoidance distance called the aspect ratio as a function

of Vx0 that is a combination of the initial longitudinal velocity, final lateral distance,

vehicle mass, and maximum available vehicle force. The aspect ratio is the ratio of the

longitudinal avoidance distance to the final lateral distance. The aspect ratio for the

braking maneuver ARb is

ARb =
xfb
yf

=
1

2
V 2
x0 (2.71)
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For the steering maneuver, the aspect ratio ARs takes the following form:

ARs =
xfs
yf

= 2Vx0 (2.72)

The final longitudinal distance for the steering with braking maneuver can be translated

to the aspect ratio ARc:

ARc =
xfc
yf

= Vx0τf +
3NyNvVx0τf
2(1 +N2

y )2
−

3N2
v τ

2
fΩ

2(1 +N2
y )5/2

−
Vx0τf

2(1 +N2
y )
−

3NyN
2
v τ

2
f

2(1 +N2
y )2

+
N2
v τ

2
fΩ

(1 +N2
y )3/2

(2.73)

Once f3 (Ny(τf ), Nv (Ny(τf ), τf ) , τf ) = 0 is solved for τf , ARc can be readily evaluated.

An analytical approach to find the minimum distance steering with braking maneuver

was studied by Shiller and Sundar [106]. In their study, the longitudinal and lateral

motions of the point mass were treated separately, and these problems were only coupled

by the boundary conditions. The first problem deals with minimizing the longitudinal

distance on the basis of braking maneuver, and the latter problem evaluates the final time

on the basis of steering maneuver. They assumed that the longitudinal and lateral forces

that can be applied to the vehicle are bounded by individual maximum longitudinal and

lateral forces. Unlike the assumption of the friction circle, this will lead to less accurate

solutions.

For these three maneuvers, by comparing the values of the aspect ratio at any given

Vx0, the optimal maneuver can be decided. The optimal maneuver is the one with the

lowest aspect ratio. For convenience, the plot of the aspect ratio against Vx0 is shown

in Fig. 2.5 so that the optimal maneuver can be clearly seen. As shown in Fig. 2.5, at

a lower Vx0, the braking maneuver gives a shorter avoidance distance until just before

the switching point A, which occurs at Vx0 = 3.413631 and AR = 5.826440. Beyond this

point, the minimum avoidance distance is provided by the steering with braking maneuver.

By equating (2.71) and (2.72), and solving this equation with respect to Vx0, we obtain

Vx0 = 4. Point B at Vx0 = 4 and AR = 8 represents the switching between the braking

and steering maneuvers. If Vx0 < 4, the braking maneuver requires a shorter avoidance

distance compared to the steering maneuver, and if Vx0 > 4, the steering maneuver is

better than the braking maneuver.
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Figure 2.5: Aspect ratio as a function of dimensionless initial longitudinal velocity.

Interestingly, for fixed mt and yf , both can be assumed to be time invariant; the effect

of a change in vx0 or Fmax on xf can be seen in the same figure. This plot also shows the

inverse relation between Fmax and xf . An increase in Fmax corresponds to a decrease in

xf . Similarly, a diagram for another collision avoidance index termed as the dimensionless

time to collision can be produced, and the details on this are given in [111].

Another use of Fig. 2.5 is to show how the safety margin for the estimation error of

the tire-road friction coefficient µ can be incorporated. Because the weight of the vehicle

is a constant, a change in µ directly reflects a change in Fmax. It can be assumed that the

friction coefficient can be estimated prior to initiation of the intervention using available

estimation methods [96]. A safety margin can be considered by setting the estimated value

to a slightly lower value. For all the three maneuvers as indicated in Fig. 2.5, the aspect

ratio increases as Vx0 increases. Since Fmax = µmtg appears in the denominator of the

radicand in Vx0 =
√
mt/(Fmaxyf )vx0 and the parameters mt, vx0, and yf are constant for

a given situation, a lower µ results in a longer xf , and this is evident from Fig. 2.5.

2.5 On-line Solution for State Feedback Control

2.5.1 Derivation of State Feedback Controller

According to the principle of optimality, any point on the optimal trajectory can be taken

as a possible input for that trajectory. Without disturbances, the closed-loop trajectories

coincide with the open-loop trajectories.

In the previous section, the case with vy0 = 0 was considered. By redefining t = 0 as
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the current time, vx0 as the current vehicle longitudinal velocity, vy0 as the current vehicle

lateral velocity, xfc as the longitudinal distance-to-go, yf as the lateral distance-to-go, and

tf as the time-to-go, the optimal control becomes a state feedback control. By computing

the control parameters at each time, one can obtain the optimal control inputs ux and

uy. Setting t = 0 in (2.47) and (2.48), the optimal control inputs ux and uy can now be

represented as

ux = −Fmax

mt

tf√
(νytf + νv)

2 + t2f

(2.74)

uy = −Fmax

mt

νytf + νv√
(νytf + νv)

2 + t2f

(2.75)

A feedback controller in the form of a numerical map was previously proposed [42].

The construction of an accurate map requires computation of the map output variable

using a smaller step size, especially when the output is sensitive to the inputs. For this

reason, a large amount of data is required to be stored to produce reasonably accurate

maps. In this section, an on-line feedback optimal control based exact numerical solution

of τf is developed. This feedback controller yields a fast iterative solution for τf , which in

turn will be used to calculate νy, νv, and tf , and then substituting these results into (2.74)

and (2.75) gives the optimal control. Algebraic manipulations are performed on (2.63) to

(2.65) to eliminate Ω. After some simplifications, we obtain

2 + 2NvVx0τf − 2Vy0τf +Nyτf (Vx0 −NvVy0)− 2N2
v τ

2
f +N2

y (2− Vy0τf ) = 0 (2.76)

V 2
x0 + 2NyVx0Vy0 +N2

yV
2
y0 − τ2f −N2

y τ
2
f − 2NyNvτ

2
f −N2

v τ
2
f = 0 (2.77)

These equations can be seen as a system of polynomial equations in Ny. Given two

polynomials with coefficients k and l, say

f(Ny) =
n∑
i=0

kiN
i
y = kn

n∏
i=1

(Ny − αi) (2.78)

g(Ny) =
m∑
j=0

ljN
j
y = lm

m∏
j=1

(Ny − βj) (2.79)

where the roots of f(Ny) are αi, i = 1, ..., n and the roots of g(Ny) are βj , j = 1, ...,m, the

resultant [26] of these polynomials is defined as

ρ (f, g) = kmn l
n
m

n∏
i=1

m∏
j=1

(αi − βj) (2.80)

The computation of the resultant (2.80) can be performed using symbolic manipulation

software such as Mathematica [123]. By taking the resultant of (2.76) and (2.77) with

respect to Ny, Ny is eliminated, and we obtain a quartic equation in Nv:

a4N
4
v + a3N

3
v + a2N

2
v + a1Nv + a0 = 0 (2.81)
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where the coefficients are given as

a4 =τ4f
[
3V 4

y0 + 8V 3
y0τf + 4(τ2f − 1)2 − 8V 2

y0(τ
2
f + 1)

]
(2.82a)

a3 =− 4Vx0τ
3
f (3V 4

y0 + V 3
y0τf − V 2

y0 − 8Vy0τf + τ4f − τ2f ) (2.82b)

a2 =τ2f
{

8V 5
y0τf + 16τ2f + 4Vy0τ

3
f (τ2f − 3) + V 4

y0(7τ
2
f − 8)

− 4V 3
y0τf (3τ2f + 4) + V 2

y0(τ
4
f + 8τ2f + 8) + V 2

x0

[
τ4f − 8

− 8V 2
y0 + 9V 4

y0 + 8Vy0τf (V 2
y0 − 3) + 4τ2f (V 2

y0 − 2)
]}

(2.82c)

a1 =4Vx0τf
[
3V 2

x0(V
2
y0 − V 3

y0τf + τ2f ) + 3V 4
y0 − 8Vy0τf − 3V 5

y0τf + 9V 2
y0τ

2
f − 2τ4f

]
(2.82d)

a0 =(V 2
x0 + V 2

y0)
{
V 2
x0[4− τf (8Vy0 − 4V 2

y0τf + τ3f )] + (2Vy0 − 2V 2
y0τf + τ3f )2

}
(2.82e)

The quartic (2.81) in a monic form is given as

N4
v + b3N

3
v + b2N

2
v + b1Nv + b0 = 0 (2.83)

Equation (2.83) can be factorized into a product of two quadratics:(
N2
v + c1Nv + d1

) (
N2
v + c2Nv + d2

)
= N4

v + (c1 + c2)N
3
v

+ (c1c2 + d1 + d2)N
2
v + (c1d2 + c2d1)Nv + d1d2 = 0 (2.84)

Equating the coefficients in (2.83) and (2.84), we have

c1 + c2 = b3 (2.85a)

c1c2 + d1 + d2 = b2 (2.85b)

c1d2 + c2d1 = b1 (2.85c)

d1d2 = b0 (2.85d)

Applying Vieta’s formulas, two quadratic equations that contain the solution of the coef-

ficients in (2.84) are obtained:

c2 − b3c+ b2 − z1 = 0 (2.86a)

d2 − z1d+ b0 = 0 (2.86b)

where z1 is the real root of (2.87), which is the cubic resolvent [109] of (2.83):

z3 − b2z2 + (b3b1 − 4b0) z +
(
4b2b0 − b21 − b23b0

)
= 0 (2.87)

The coefficients c1 and c2 in (2.84) are obtained by solving (2.86a) and the coefficients d1

and d2 are obtained by solving (2.85b) and (2.85c):

c1

c2

}
=

1

2

(
b3 ±

√
b23 − 4b2 + 4z1

)
(2.88a)

d1

d2

}
=

1

2

(
z1 ±

b3z1 − 2b1√
b23 − 4b2 + 4z1

)
(2.88b)
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The discriminant [19] of the cubic in (2.87) is

D3 = Q3 +R2 (2.89)

where

Q = −1

9

(
b22 − 3b3b1 + 12b0

)
(2.90a)

R =
1

54

(
2b32 + 27b23b0 + 27b21 − 9b3b2b1 − 72b2b0

)
(2.90b)

If D3 > 0, there is one real root and a pair of complex conjugates. The real root of the

cubic takes the form

z1 =
b2
3

+ S + T (2.91)

where

S

T

}
=

3

√
R±

√
D3 (2.92)

If D3 ≤ 0, all the roots of the cubic are real and these roots can be expressed as

z1 =
b2
3

+ 2
√
−Q cos

(
θ

3

)
(2.93a)

z2 =
b2
3

+ 2
√
−Q cos

(
θ + 2π

3

)
(2.93b)

z3 =
b2
3

+ 2
√
−Q cos

(
θ + 4π

3

)
(2.93c)

where

θ = arccos

(
R√
−Q3

)
(2.94)

The root (2.93a) is chosen if D3 < 0. The four roots of (2.83) are

Nv1

Nv2

}
= −c1

2
±
√
c21
4
− d1 (2.95a)

Nv3

Nv4

}
= −c2

2
±
√
c22
4
− d2 (2.95b)

The expressions of these roots are the same as in [13]. Because there are four roots, and

only one root represents the correct solution, we identified that Nv = Nv1 if c1 < 0 and

Nv = Nv4 if c1 > 0. More specifically, the minimum longitudinal avoidance distance is

achieved using Nv = Nv1 if c1 < 0 and Nv = Nv4 if c1 > 0. Now, we express Nv as a

function of only one unknown τf .

After performing algebraic manipulations, Ny can be expressed as a function of two

unknowns, Nv and τf , as follows:

Ny =
Nyn

Nyd
(2.96)
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where

Nyn = 2N2
v τ

4
f − 2V 2

x0 + 2V 2
y0 − 2N2

v τ
2
f (V 2

y0 − 1) + τ3f
[
Vy0 −Nv(2Vx0 +NvVy0)

]
+ Vy0τf (V 2

x0 + 2NvVx0Vy0 − 2V 2
y0)

Nyd = Nvτf (V 3
y0 − 4τf + Vy0τ

2
f ) + Vx0(4Vy0 − 3V 2

y0τf + τ3f )

Substituting Nv into (2.96) and then substituting this and Nv into (2.65), we have an

implicit equation for τf . The closed-form solution to (2.65) is not expectable, and therefore,

an iterative method should be used. Once the solution of τf is obtained, Nv and Ny can be

evaluated from (2.95) and (2.96), respectively. It is important to note that the reduction

of the three dimensionless simultaneous equations to a single equation in τf is deliberate,

because among the control parameters, τf is the only physical parameter for which an

initial guess can be obtained with relative ease.

2.5.2 Numerical Methods for Solving Scalar Nonlinear Equations

The numerical methods to solve a nonlinear equation with one unknown can be divided

on the basis of the type of the initial guess into bracketing methods and open methods.

Bracketing methods require an initial guess for the interval containing the root. Examples

of bracketing methods are the bisection method and the false position method. Open

methods require one or more initial guesses, but it is not mandatory for the root to lie

within these guesses. Among the open methods are the Newton-Raphson method, secant

method, and inverse quadratic method. Open methods are fast but less reliable. On

the other hand, bracketing methods are numerically more robust but may converge more

slowly. Because in the obstacle avoidance problem, we need a method that guarantees

convergence, we limit our study to the application of bracketing and hybridization of

bracketing and open methods.

Bisection method

In this method, the search interval is always divided into halves until the termination

criterion is met.

Illinois method

The Illinois method is a modification of the standard false position method to prevent

retention of the end point [29].
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Pegasus method

This is also a modified false position method with the motivation same as the Illinois

method [30].

Ridders’ method

Ridders’ method is an intelligent modification of the false position method in which the

false position method is applied to the linearized original function [62]. The drawback of

this method is that it requires two function evaluations for each iteration.

Brent’s method

Among the one-dimensional root solving methods, Brent’s method is the most popular.

Brent’s method combines the robust bisection method with the fast secant and inverse

quadratic interpolation methods. Details on Brent’s method can be found in [73].

2.5.3 Search Interval Bounds for Dimensionless Final Time

To implement the root finding methods described in the previous subsection, knowledge

of the initial interval bounds is required. One of the promising methods is to use the

Chebyshev approximation on the numerical solutions of τf . The approximation given by

the Chebyshev polynomial is very close to that of the minimax polynomial, which has

the minimum value of the maximum error [95]. Because of the difficulty in finding the

minimax polynomial, the Chebyshev polynomial is preferred for function approximation.

The Chebyshev polynomials that are orthogonal polynomials can be expressed in a

three-term recurrence relation as given in [95]

Tn+1(x) = 2xTn(x)− Tn−1(x) n ≥ 1 (2.98)

with starting values of T0 = 1, T1 = x. The subscript n in the polynomial Tn(x) denotes

the degree of the polynomial. Therefore, there are n zeros within the interval [−1, 1], and

these zeros are given by

xk = cos

(
π(k − 1/2)

n

)
k = 1, 2, ..., n (2.99)

Within the same interval, Tn(x) has n+ 1 extrema at

x′k = cos

(
πk

n

)
k = 0, 1, ..., n (2.100)
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The property that Tn(x) = −1 at all minima and Tn(x) = 1 at all maxima is the reason

why Chebyshev polynomials are used for function approximation [95].

The Chebyshev polynomials satisfy the discrete orthogonality condition

m∑
k=1

Ti(xk)Tj(xk) =


0, i 6= j

m/2, i = j 6= 0

m, i = j = 0

(2.101)

The Chebyshev approximation for a function f(x) in the interval [−1, 1] is given by

f(x) ≈ −1

2
c0 +

N−1∑
j=0

cjTj(x) (2.102)

where the coefficients cj are computed by evaluating f(x) at the zeros.

cj =
2

N

N∑
k=1

f(xk)Tj(xk) (2.103)

In (2.103), Tj(xk) is expressed as

Tj(xk) = cos

(
πj(k − 1/2)

N

)
(2.104)

This approximation can be done for an arbitrary interval [x0, x1] by using the linear

variable transformation

x̃ =
x− 1

2
(x1 + x0)

1

2
(x1 − x0)

(2.105)

The Chebyshev polynomial approximation of a univariate function can be extended to

a bivariate function [16, 1]. A bivariate function f(x, y) can be approximated as

f(x, y) ≈
M−1∑
i=0

N−1∑
j=0

cijTi(x)Tj(y) (2.106)

Again, by evaluating f(x, y) at the zeros, the coefficients cij are determined.

cij =
α

MN

M∑
k=1

N∑
l=1

f(xk, yl)Ti(xk)Tj(yl) (2.107)

If ij = 00, then α = 1; if ij = 0j or ij = i0, then α = 2, otherwise α = 4 [1].

To use lower-order Chebyshev polynomials, the original objective region (3.413 ≤ Vx0 ≤
60; 0 ≤ Vy0 ≤ 1.4) is divided into four regions: fA(3.413 ≤ Vx0 ≤ 7.4; 0 ≤ Vy0 ≤ 0.3),

fB(3.413 ≤ Vx0 ≤ 7.4; 0.3 ≤ Vy0 ≤ 1.4), fC(7.4 ≤ Vx0 ≤ 60; 0 ≤ Vy0 ≤ 0.3), and

fD(7.4 ≤ Vx0 ≤ 60; 0.3 ≤ Vy0 ≤ 1.4). By setting M = 5 and N = 5, the approximation
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Table 2.2: Bivariate Chebyshev Approximation

fA(Ṽx0, Ṽy0) =1.94821− 0.0562331Ṽx0 + 0.0332002Ṽ 2
x0 − 0.0373777Ṽ 3

x0 + 0.0230394Ṽ 4
x0 − 0.138877Ṽy0 + 0.00866585Ṽx0Ṽy0

− 0.00711002Ṽ 2
x0Ṽy0 + 0.0166899Ṽ 3

x0Ṽy0 − 0.0123105Ṽ 4
x0Ṽy0 + 0.0126551Ṽ 2

y0 − 0.000532515Ṽx0Ṽ
2
y0

+ 0.000638897Ṽ 2
x0Ṽ

2
y0 − 0.00528182Ṽ 3

x0Ṽ
2
y0 + 0.00444426Ṽ 4

x0Ṽ
2
y0 − 0.000336932Ṽ 3

y0 − 0.000206299Ṽx0Ṽ
3
y0

+ 0.000142076Ṽ 2
x0Ṽ

3
y0 + 0.0018055Ṽ 3

x0Ṽ
3
y0 − 0.00166347Ṽ 4

x0Ṽ
3
y0 − 0.0000152033Ṽ 4

y0 + 0.000128026Ṽx0Ṽ
4
y0

− 0.000108053Ṽ 2
x0Ṽ

4
y0 − 0.000535944Ṽ 3

x0Ṽ
4
y0 + 0.000521177Ṽ 4

x0Ṽ
4
y0

fB(Ṽx0, Ṽy0) =1.5352− 0.025534Ṽx0 + 0.010956Ṽ 2
x0 − 0.0061491Ṽ 3

x0 + 0.00269647Ṽ 4
x0 − 0.174164Ṽy0 + 0.0210704Ṽx0Ṽy0

− 0.0124986Ṽ 2
x0Ṽy0 + 0.00959777Ṽ 3

x0Ṽy0 − 0.00484117Ṽ 4
x0Ṽy0 + 0.0890867Ṽ 2

y0 + 0.00111418Ṽx0Ṽ
2
y0

+ 0.00190296Ṽ 2
x0Ṽ

2
y0 − 0.00465382Ṽ 3

x0Ṽ
2
y0 + 0.00314188Ṽ 4

x0Ṽ
2
y0 − 0.0264461Ṽ 3

y0 + 0.00249658Ṽx0Ṽ
3
y0

− 0.000783937Ṽ 2
x0Ṽ

3
y0 + 0.0026695Ṽ 3

x0Ṽ
3
y0 − 0.0021175Ṽ 4

x0Ṽ
3
y0 − 0.00334432Ṽ 4

y0 − 0.000184375Ṽx0Ṽ
4
y0

+ 0.000619981Ṽ 2
x0Ṽ

4
y0 − 0.0015415Ṽ 3

x0Ṽ
4
y0 + 0.00115671Ṽ 4

x0Ṽ
4
y0

fC(Ṽx0, Ṽy0) =1.86474− 0.0000231567Ṽx0 + 0.00106648Ṽ 2
x0 − 0.0207124Ṽ 3

x0 + 0.0179382Ṽ 4
x0 − 0.127787Ṽy0

− 0.000321286Ṽx0Ṽy0 + 0.000189436Ṽ 2
x0Ṽy0 + 0.00229768Ṽ 3

x0Ṽy0 − 0.00211287Ṽ 4
x0Ṽy0 + 0.0111111Ṽ 2

y0

+ 9.86683× 10−6Ṽx0Ṽ
2
y0 + 2.79252× 10−6Ṽ 2

x0Ṽ
2
y0 − 0.000306642Ṽ 3

x0Ṽ
2
y0 + 0.000271447Ṽ 4

x0Ṽ
2
y0

− 0.000125154Ṽ 3
y0 − 4.76106× 10−6Ṽx0Ṽ

3
y0 + 2.63862× 10−6Ṽ 2

x0Ṽ
3
y0 + 0.0000391657Ṽ 3

x0Ṽ
3
y0

− 0.000035801Ṽ 4
x0Ṽ

3
y0 − 0.000028847Ṽ 4

y0 + 3.50092× 10−7Ṽx0Ṽ
4
y0 − 3.41033× 10−7Ṽ 2

x0Ṽ
4
y0

− 1.20585× 10−6Ṽ 3
x0Ṽ

4
y0 + 1.21968× 10−6Ṽ 4

x0Ṽ
4
y0

fD(Ṽx0, Ṽy0) =1.48691− 0.00161949Ṽx0 + 0.00210173Ṽ 2
x0 − 0.0130434Ṽ 3

x0 + 0.0107441Ṽ 4
x0 − 0.149118Ṽy0 − 0.00164537Ṽx0Ṽy0

+ 0.00102431Ṽ 2
x0Ṽy0 + 0.00619187Ṽ 3

x0Ṽy0 − 0.00585262Ṽ 4
x0Ṽy0 + 0.0952055Ṽ 2

y0 − 0.000163Ṽx0Ṽ
2
y0

− 0.000152997Ṽ 2
x0Ṽ

2
y0 + 0.00239862Ṽ 3

x0Ṽ
2
y0 − 0.00202893Ṽ 4

x0Ṽ
2
y0 − 0.0169275Ṽ 3

y0 + 0.0011962Ṽx0Ṽ
3
y0

− 0.0012417Ṽ 2
x0Ṽ

3
y0 + 0.00266543Ṽ 3

x0Ṽ
3
y0 − 0.00188132Ṽ 4

x0Ṽ
3
y0 − 0.000232886Ṽ 4

y0 + 0.00102134Ṽx0Ṽ
4
y0

− 0.000928762Ṽ 2
x0Ṽ

4
y0 + 0.000841642Ṽ 3

x0Ṽ
4
y0 − 0.000398731Ṽ 4

x0Ṽ
4
y0

polynomials are formed as given in Table 2.2. These polynomials are offset appropriately

to form the lower and upper bounds.

For the region outside these four regions, the lower bound can be approximated by

using the pure steering case. From (2.9) and the definition of vy0, in Table 2.1, the

dimensionless final time for the steering maneuver τfs is given by

τfs = −Vy0 +
√

2
√

2 + V 2
y0 (2.108)

For the four regions, if (2.108) gives a higher value compared to that of the lower bound

obtained by offsetting the polynomial, it is used for the lower bound.

For the region outside the region (3.413 ≤ Vx0 ≤ 60; 0 ≤ Vy0 ≤ 1.4), the upper bound

for τf is set using the dimensionless final time required for the steering with constant

braking avoidance maneuver. For example, by allocating 20% of Fmax/mt for braking, the

dimensionless final time for steering with constant braking τfu is

τfu =
1

12

(
−5
√

6Vy0 + 2
√

60
√

6 + 75V 2
y0

)
(2.109)
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2.5.4 Implementation

In this subsection, the procedures for the implementation of the feedback controller are

summarized. It is assumed that for a given situation, the collision can be avoided by

only steering with braking maneuver. Once the intervention is initiated, the following

procedures determine the optimal control:

1. Measure/estimate vx0, vy0, yf , and µ. The vehicle velocities vx0, vy0, and the position

y can be estimated using integration of Inertial Navigation System (INS) and Global

Positioning System (GPS). Details on the integration of INS and GPS can be found

in [18]. yf is obtained by subtracting y from the value of yf at the beginning of

the maneuver. The friction coefficient µ can be estimated prior to the avoidance

maneuver using the methods that are suitable for real-time implementation such as

in [96].

2. Using the values of vx0, vy0, yf , and µ, compute the dimensionless variables Vx0 and

Vy0 as

Vx0 =

√
mt

Fmaxyf
vx0, Vy0 =

√
mt

Fmaxyf
vy0 (2.110)

where Fmax = mtµg. Note that g is the gravitational acceleration.

3. Using bisection method, solve (2.65) respect to τf , with Ny given by (2.96) and Nv

given as Nv = Nv1 if c1 < 0 and Nv = Nv4 otherwise. The lower and upper bounds

are determined according to the method described in the previous subsection.

4. The solution of τf that is the midpoint of the last search interval is converted to tf

according to

tf =

√
mtyf
Fmax

τf (2.111)

Using the solution of τf , Nv is determined as following: Nv = Nv1 if c1 < 0 and

Nv = Nv4 otherwise. Substitute τf and Nv into (2.96) to yield Ny. Then, νy and νv

are computed as νy = Ny and νv = Nvtf , respectively.

5. Substitute νy, νv, tf , and Fmax into (2.74) and (2.75) to yield ux and uy, respectivley.

The total longitudinal force Xt and the total lateral force Yt that are the inputs to

the tire force distributor are given as Xt = mtux and Yt = mtuy, respectively.

2.5.5 Hamiltonian

The Hamiltonian (2.29) by setting t = t0 = 0 can be written as

H(s(t0), ϕ(t0),λ(t0), t0) = −Fmax

mt

t2f + (νytf + νv)
2√

t2f + (νytf + νv)
2

+ vx0 + vy0νy (2.112)
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The Hamiltonian has a dimension of LT−1; therefore, dividing (2.112) by vx0 and then

using the definitions in Table 2.1, the dimensionless Hamiltonion πH is expressed as

πH =
H

vx0
=
Vx0 +NyVy0 − τf

√
1 + (Ny +Nv)

2

Vx0
(2.113)

The optimality of the computed solution can be verified by computing the Hamiltonian.

The Hamiltonian (2.29) is not expressed explicitly as a function of time, and hence this

Hamiltonian is a constant. Furthermore, this is a free final time problem. Therefore, the

Hamiltonian must be zero. Note that the numerator of (2.113) is directly proved to be

zero by elimination of Ω from (2.63) and (2.64), followed by simplifications.

2.6 Numerical Examples

2.6.1 State Feedback Controller Verification

A simulation is performed using a point mass vehicle model to verify the feedback con-

troller. The simulation parameters are mt = 1707 kg, Fmax = 8.373 kN, vx0 = 30 m/s,

vy0 = 0 m/s, and yf = 3 m. Fig. 2.6 shows the solutions of τf together with the search

interval bounds. It can be seen that the solutions of τf are within the search interval

bounds. Numerical instabilities were encountered near 1.4 s, and the control was switched

to that of the steering maneuver, where Fmax is fully used as the total lateral force. This

switching is triggered by the value of yf . More specifically, if yf < 0.1 m, the controller

switches to pure steering control.

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
1.4

1.5

1.6

1.7

1.8

1.9

2.0

2.1

Time t [s]

D
im
en
si
on
le
ss
fi
na
lt
im
e
τ
f

Bound
Solution

Figure 2.6: Dimensionless final time along the lane change maneuver.

Table 2.3 indicates the maximum number of function evaluations of the five root finding

methods for different termination criteria. These methods except Ridders’ method require
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one function evaluation per iteration. Ridders’ method requires two function evaluations

per iteration. Because of the different number of function evaluation per iteration for

these methods, the performance comparison is done on the basis of the number of function

evaluations instead of the number of iterations. For each termination criteria, the bisection

method requires the lowest maximum number of function evaluations.

Table 2.3: Comparison of Maximum Number of Function Evaluations with Termination

Criteria |τfu − τfl| < ε or f(τfu) = 0 for Various Root Finding Methods

Method ε = 10−6 ε = 10−9 ε = 10−12 ε = 10−15

Brent 27 40 47 58

Bisection 16 26 36 46

Pegasus 28 31 49 49

Illinois 21 32 36 50

Ridders’ 26 34 46 54

Fig. 2.7 shows the number of function evaluations required for ε = 10−6 at each time

instant with a sampling time of 0.001 s. For all the methods except the bisection method,

the number of function evaluations is low during the first half of the maneuver and then

increases with the simulation time. The increase in the number of function evaluations

in the second half of the maneuver implies an increase in the difficulty of solving the

nonlinear equation. From a practical viewpoint, the bisection method is recommended

because it has the lowest maximum number of function evaluations. Furthermore, the

bisection method is the simplest algorithm available for one-variable root finding problem.

Figs. 2.8a and 2.8b show the total longitudinal forces and total lateral forces along the

lane change maneuver for both feedforward control and feedback control. The total longi-

tudinal force and total lateral force for the feedback control coincide with the respective

forces for the feedforward control. In Fig. 2.8a, it is shown that the total longitudinal

force for the feedback control was switched to zero at t = 1.4 s. At this time instant, the

total lateral force for the feedback control was switched to −Fmax.

The vehicle position trajectories for both the feedforward control and feedback control

are shown in Fig. 2.8c. The position trajectory of the feedback control overlaps with that

of the feedforward control. Although the control was switched to the steering controller

near the end of the maneuver, the effect on the position trajectory was minimal. The

longitudinal velocity of the vehicle along the maneuver can be seen in Fig. 2.9. There is a

small deviation starting at approximately t = 1.4 s because of the maneuver switching.

The total longitudinal force and the total lateral force generated at each time instant
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Figure 2.7: Number of function evaluations along the lane change maneuver with ε = 10−6

for different root finding methods.

with a sampling of 0.01 s are shown in Fig. 2.10. The filled blue circle indicates the

total vehicle force for the feedforward control, the red circle indicates the total vehicle

force for the feedback control, and the green circle indicates the vehicle friction circle. It

can be clearly seen that the total vehicle force for feedback control coincides with that

of the feedforward control. In addition, the total vehicle forces for both feedforward and

feedback controls coincide with the vehicle friction circle.

2.6.2 Crosswind Disturbance Scenario

In the previous subsection, disturbance during the lane change maneuver was not con-

sidered. In this subsection, the effectiveness of the feedback controller under crosswind

disturbance is investigated. For crosswind disturbance, the scenario outlined in JASO

Z108-76 [3] is adopted. As illustrated in Fig. 2.11, a vehicle performing an evasive lane

change maneuver with an initial velocity of 30 m/s encounters a crosswind force at a wind

velocity vw of 20 m/s for a length of 15 m. The original scenario as described in this

standard assumes the vehicle is traveling at a constant velocity of 27.78 m/s. Because the

velocity of the vehicle is reducing owing to the braking effect, 30 m/s was chosen as the

initial velocity.

The crosswind force is expressed as

Ys = Cy
%

2
Af [v2x + (vy + vw)2] (2.114)

where Cy is the lateral force coefficient, which is expressed as a function of the aerody-

namic sideslip angle ψa [55]; % is the air density; Af is the vehicle frontal area; vx is
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Figure 2.8: Optimal control and vehicle position trajectory. (a) Total longitudinal forces

along the lane change maneuver for feedforward control and feedback control. (b) Total

lateral forces along the lane change maneuver for feedforward control and feedback control.

(c) Vehicle position trajectories for feedforward control and feedback control.
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Figure 2.9: Longitudinal velocity profiles along the lane change maneuver for feedforward

control and feedback control.
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Figure 2.10: Total vehicle force and vehicle friction circle.

the longitudinal vehicle velocity; and vy is the lateral vehicle velocity. The aerodynamic

sideslip angle is defined as

ψa = arctan

(
vy + vw
vx

)
(2.115)



46 2. Minimum Longitudinal Avoidance Distance Optimal State Feedback Control

B

A

A

Crosswind

A
xAB

vw

Figure 2.11: Simulation scenario for crosswind disturbance. Vehicle A performs a lane

change maneuver with a longitudinal distance xAB to avoid static vehicle B.

The frontal area is estimated on the basis of the vehicle mass [128] by using

Af = 1.6 + 0.00056 (mt − 765) (2.116)

The simulation results for the feedforward and feedback controls are presented in Fig.

2.12. The feedforward control is incapable of compensating for the wind disturbance, and

therefore the desired final lateral distance is not achieved. On the other hand, the feedback

control yields a successful lane change maneuver.

2.7 Conclusion

In this chapter, a collision avoidance problem was studied from the standpoint of optimal

control theory. The benefit of the nondimensionalization technique in reducing the number

of givens from five to two and unknowns from three to one has been demonstrated. This

algebraic simplification allows derivation of the dimensionless collision avoidance index,

which is essential for determining if a collision is avoidable and for choosing the optimal

maneuver. Another advantage of the simplification is the reduction of the original problem

of finding the feedback control law applicable to the one-dimensional root finding problem.

For this one-dimensional root finding problem, bracketing and hybrid methods were tested

together with search intervals determined using the Chebyshev polynomial that guarantee

convergence. For the region outside the polynomial approximation region, simpler ma-

neuvers are used for the search interval. The bisection method is the simplest among the

methods considered and requires the lowest maximum number of function evaluations. The

verification results show that if there are no disturbances, the feedback control responses

coincide with that of the feedforward control. Simulation results of lane change obstacle

avoidance with crosswind disturbance confirm the robustness of the feedback controller.
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Figure 2.12: Simulation results for crosswind disturbance. (a) Total longitudinal force

along the lane change maneuver. (b) Total lateral force along the lane change maneuver.

(c) Vehicle position trajectory along the lane change maneuver.
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Chapter 3

Minimum Resultant Vehicle Force

Optimal State Feedback Control

3.1 Introduction

A key aspect of an autonomous vehicle is an automatic collision avoidance system. A

collision avoidance system generates the best path to avoid one or more obstacles. Obstacle

avoidance may require a single lane change [106, 118], a double lane change [53, 107], or a

curve maneuver [20, 63]. In some situations, maneuvering with pure obstacle avoidance,

barrier avoidance, and recovery maneuver phases, in this order, should be performed [28].

In this chapter, we consider the single lane change maneuver for obstacle avoidance as the

basic case. This maneuver has been discussed in numerous previous papers [130, 52, 17,

84, 43].

To generate a single lane change path to avoid an obstacle, various simple functions

are used. These functions include arctangent [10], sigmoids [58], polynomials [103], and

clothoids [38]. To track the path, a controller that controls the steering with or without

braking inputs, is designed. These path generation methods are computationally efficient.

However, the paths generated are not optimal and may require longer longitudinal distance

to avoid obstacle or employ a higher usage of vehicle force.

In a study of minimum longitudinal avoidance distance, integrated steering and brak-

ing actions, utilizing optimal control theory and satisfying the constraints imposed by the

friction ellipse, are proposed [106]. In another study, also using optimal control theory for

the given longitudinal avoidance distance to the obstacle, Horiuchi et al. [52] minimized an

objective function that is defined as the time integral of the weighted sum of the squared

steering angular speed and the sum of the squared tire force usage of each tire. Tire force

usage is defined as the ratio between the resultant of the longitudinal and lateral tire

49



50 3. Minimum Resultant Vehicle Force Optimal State Feedback Control

forces and the radius of the tire friction circle [9]. Best [17] investigated the optimal com-

binations of steering and driving/braking inputs for different objective functions. These

studies made use of bicycle and eight-degree-of-freedom models, coupled with nonlinear

tire models. The higher-degree-of-freedom model gave more realistic simulations but made

the optimal control problem more complex. This complexity means the solution method

is computationally inefficient, and therefore, the implementation of optimal control in a

feedback form becomes a challenging task. Consequently, these studies were limited to

open-loop optimal control, in which the trajectory and the control are calculated only

once.

In order to simplify the collision avoidance problem, the collision avoidance system

can be designed to be hierarchical. The hierarchical structure consists of an upper level

controller and a lower level controller. The upper level controller determines the desired

vehicle forces and moment required to avoid the obstacle. Meanwhile, the lower level

controller simultaneously determines the steering and driving/braking commands required

to achieve the desired vehicle forces and moment, and minimize the maximum tire force

usage. The force usage of the tire under the worst force usage condition is minimized to

avoid the saturation of tire forces. If the tire forces are saturated, the vehicle motion may

become unstable and collision avoidance may not be realized. The lower level controller

is referred to as the tire force distributor. For problem simplification, an optimal state

feedback controller that is capable of responding to situation changes (such as lateral

movement of the obstacle during the maneuver) can be designed.

In order to cope with the situation changes, Ohmuro and Hattori [84] proposed a

feedback optimal control method that gave the resultant vehicle force and force direction

angle based on the relative distance and velocity between the vehicle and the obstacle.

In their paper, the collision avoidance problem was formulated as a minimum resultant

vehicle force optimal control problem. Using Pontryagin’s Minimum Principle, which gives

the necessary conditions for optimality, a two-point boundary value problem (TPBVP)

was obtained. The solution of this TPBVP is given by simultaneous nonlinear equations.

Because of the difficulty expected in solving these equations for online implementation, a

pair of two-dimensional maps for the resultant vehicle force and the force direction angle

was proposed.

In this chapter, we derived a dimensionless equation that gives the state feedback

optimal control for the minimum resultant vehicle force problem. This equation is an

implicit equation in an unknown that is a control parameter. Since only one implicit

equation in one unknown is to be solved, one-dimensional robust root finding methods

with a reliable search bound can provide a stable solution to the control problem. For

the same objective function, a more precise solution can be expected from the proposed

method than that given by the lookup table approach (as shown in [84]).
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In Chapter 2, we proposed a dimensionless equation that gave the optimal state feed-

back control for the minimum longitudinal avoidance distance based on the maximum

available vehicle force; which was limited by the tire-road friction coefficient. The draw-

back of the minimum longitudinal avoidance distance problem, from a feedback control

viewpoint, is that a fixed maximum available force will cause a change in the longitudinal

distance; which is undesirable, as collision avoidance may not be achieved in a case where

there is a situation change after the initiation of the avoidance maneuver. In this chapter,

since the longitudinal distance to the obstacle is an input, and the resultant vehicle force

is minimized, the longitudinal distance can be updated according to the situation change

and the resultant vehicle force is reduced to a minimum value. Furthermore, in Chapter 2,

detailed simulations using a tire force distributor and high-fidelity vehicle model were not

included. In this chapter, simulations are performed using a tire force distributor and a

vehicle model coupled with a nonlinear tire model.

The total longitudinal force and the total lateral force, given by the optimal controller,

should be distributed to the tires using a distributor that minimizes tire force usage. If

the friction coefficients at the four tires are assumed to be equal, then the maximum tire

workload is a reasonable objective function to be minimized. Tire workload is defined as

the ratio between the resultant tire force and the vertical tire force [70]. Assuming the

integration of steering and driving/braking, Mokhiamar and Abe proposed a minimization

of the squared sum of the workload of each tire for four-wheel independent steering (4WIS)

[70]. The minimization of the squared sum of the workload of each tire does not effectively

describe the problem of a tire experiencing a severe load condition [79]. For 4WIS, Ono et

al. developed an optimal tire force distribution with tire force usage equalization criteria

[87]. Nishihara and Higashino investigated and clarified the performance limits of the

minimax optimization that considers the worst workload condition [81]. This optimization

problem was investigated for both 4WIS and four-wheel steering (4WS).

In this chapter, a more practical 4WS configuration is considered instead of the 4WIS.

In the minimax optimization for 4WS, the optimization of tire force distribution is re-

duced to a one-dimensional optimization problem; for which the robust and reasonably

fast golden section search method becomes applicable [81]. However, in the minimax op-

timization for 4WIS, three key variables need to be optimized numerically. Therefore, the

minimax optimization for 4WS is computationally more efficient than that of the 4WIS.

The remainder of this chapter is organized as follows. In Section 3.2, the optimal

control for obstacle avoidance is derived. Section 3.3 describes the development of the

yaw motion controller. Section 3.4 describes the minimax optimization and square sum

minimization of tire workload for 4WS. Section 3.5 presents numerical examples on the

obstacle avoidance scenarios. Finally, conclusions are presented in Section 3.6.
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3.2 Optimal Obstacle Avoidance Control

3.2.1 Emergency Lane Change Maneuver

Fig. 3.1 shows a schematic diagram of an emergency lane change maneuver. An obstacle

suddenly appears in the traveling lane of the vehicle. The vehicle will perform an automatic

lane change maneuver to avoid a collision if pure braking in the current lane is infeasible.

The initial longitudinal and lateral velocities of the vehicle are denoted as vx0 and vy0,

respectively. The final longitudinal and lateral velocities of the vehicle are represented by

vxf and vyf , respectively. At the end of the maneuver, vyf should be zero because, at

this time instant, the control authority will be switched from the controller to the human

driver. The longitudinal and lateral distances that the vehicle must travel during the

avoidance maneuver are denoted as xf and yf , respectively. The resultant vehicle force Ft

is minimized to avoid tire force saturation. In Fig. 3.1, ϕ is the force direction angle.

Steering case

2Amrik Singh2014/04/03

xf

vx0

vy0

Ft
x

y

yf

vyf

vxf

obstacle

φ

Figure 3.1: Obstacle avoidance lane change maneuver.

3.2.2 Problem Formulation

The problem definition for the minimum resultant vehicle force given here is based on a

previous study [40]. A detailed description of this problem can be found in [84]. The

minimum resultant vehicle force problem seeks to identify the control input u(t) that

minimizes the objective function

J = Ft (3.1)

subject to the differential constraint

ẋ(t) = f(x(t),u(t), t), (3.2)
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the prescribed boundary conditions, and the constraint on the control. The state x(t) and

the control input u(t) are written as

x(t) =
[
x1(t) x2(t) x3(t) x4(t)

]T
=
[
x(t) ẋ(t) y(t) ẏ(t)

]T
(3.3a)

u(t) =
[
u1 (t) u2 (t)

]T
=

[
Xt (t)

mt

Yt (t)

mt

]T
(3.3b)

where Xt = mtẍ is the longitudinal vehicle force, Yt = mtÿ is the lateral vehicle force, and

mt is the total vehicle mass. The following equality constraint on the control must hold:

u21 (t) + u22 (t) =

(
Ft
mt

)2

(3.4)

The initial conditions of the states are

x(t0) =
[
x(t0) ẋ(t0) y(t0) ẏ(t0)

]T
=
[
0 vx0 0 vy0

]T
(3.5)

where t0 is the initial time and is equal to zero. The final conditions are represented as

ψ(x(t), t) =
[
x(t)− xf y(t)− yf ẏ(t)

]T
(3.6a)

ψ(x(tf ), tf ) = 0 (3.6b)

where tf is the final time, which is set to be free in order to obtain a better result than

that expected under the assumption of an intuitive fixed final time.

3.2.3 Solution of the Optimal Control Problem

Hattori and Ohmuro have shown that the minimum resultant vehicle force problem is

strongly related to the minimum longitudinal avoidance distance problem [40]. These

two problems have different sets of given and unknown. In the minimum longitudinal

avoidance distance problem, Ft is given and xf is determined, whereas in the minimum

resultant vehicle force problem, xf is given and Ft is determined. This relation is clearly

understood in the light of the bi-objective optimization problem. Fig. 3.2 shows the trade-

off curve for mt = 1830 kg, vx0 = 30 m/s, vy0 = 0 m/s, and yf = 3.5 m. The value of xf

is specified, and the corresponding Ft is to be determined in this chapter. The trade-off

curve is recognizable as the Pareto front to the bi-objective optimization problem that

minimizes the longitudinal avoidance distance and the resultant vehicle force.

In Chapter 2, the solution of the optimal control problem for the minimum longi-

tudinal avoidance distance is given by four equations. First, three equations are solved

simultaneously, and the remaining equation is then used to determine the longitudinal

avoidance distance based on this solution. Since these two optimal control problems are

related to the same bi-objective optimization, the four equations derived for the minimum

longitudinal avoidance distance are used for the determination of the minimum resultant
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Figure 3.2: Trade-off curve. This plot is an example for mt = 1830 kg, vx0 = 30 m/s,

vy0 = 0 m/s, and yf = 3.5 m.

vehicle force.

mtvx0
Ft

− ν1ν2η(
1 + ν21

)3/2 − ν21ν2 +
√

(ν1tf + ν2)
2 + t2f

1 + ν21
= 0 (3.7a)

mtvx0tf
Ft

− 3ν22η

2
(
1 + ν21

)5/2 − 3ν1ν
2
2

2
(
1 + ν21

)2 +
ν22η(

1 + ν21
)3/2

−

[(
1 + ν21

)
tf − 3ν1ν2

]√
(ν1tf + ν2)

2 + t2f

2
(
1 + ν21

)2 −
mtxf
Ft

= 0 (3.7b)

mtvy0
Ft

+
ν2η(

1 + ν21
)3/2 +

ν1ν2 − ν1
√

(ν1tf + ν2)
2 + t2f

1 + ν21
= 0 (3.7c)

mtvy0tf
Ft

−
mtyf
Ft
− 3ν1ν

2
2η

2
(
1 + ν21

)5/2 −
(
ν21 − 2

)
ν22

2
(
1 + ν21

)2
−

[(
1 + ν21

)
ν1tf −

(
ν21 − 2

)
ν2
]√

(ν1tf + ν2)
2 + t2f

2
(
1 + ν21

)2 = 0 (3.7d)

where

η = ln

√1 + ν21

√
(ν1tf + ν2)

2 + t2f − ν1ν2 −
(
1 + ν21

)
tf

ν2
√

1 + ν21 − ν1ν2


In (3.7a) to (3.7d), ν1 and ν2 are the terminal Lagrange multipliers. In this problem,

these multipliers, tf , and Ft are the unknowns. Solving (3.7a) with respect to Ft/mt



3. Minimum Resultant Vehicle Force Optimal State Feedback Control 55

and substituting the solution into (3.7b) to (3.7d) eliminates Ft/mt. The resulting three

equations are solved simultaneously for ν1, ν2, and tf . These simultaneous equations are

highly nonlinear and are not easily solved. The complexity of this problem is considerably

reduced by nondimensionalization and algebraic manipulations.

The optimal control (3.3b) can be expressed in the following form [42]:

u1 (t) = − Ft
mt

−t+ tf√
(−t+ tf )2 + (−ν1t+ ν1tf + ν2)

2
(3.8a)

u2 (t) = − Ft
mt

−ν1t+ ν1tf + ν2√
(−t+ tf )2 + (−ν1t+ ν1tf + ν2)

2
(3.8b)

3.2.4 Nondimensionalization

By introducing the following dimensionless variables, the three simultaneous equations

can be converted into dimensionless form:

Ly =
yf
xf
, Vy =

vy0
vx0

, N1 = ν1, N2 =
ν2
tf
, τf =

vx0tf
xf

(3.9)

Using the definitions given in (3.9), after some manipulation, we obtain three dimensionless

equations:

N1N2η [τf (2VyP1 − 3N2)− 2LyP1]−
√
P1

{
N2

2 τfP2

+P1P3 [2Ly + τf (N1 − 2Vy)]

+N2

[
2N2

1P1 (Ly − Vyτf )− τfP2P3

]}
= 0 (3.10a)

N2
2 η
[
Ly + 3P4 − Vyτf − 2N2

1 (Ly − Vyτf )
]

+
√
P1

(
N2

2 {2− 2τf +N1 [3Ly + P4 − 3Vyτf ]}

+P1P3 [Ly + P4 − Vyτf ]

+N2 {2 (τf − 1)−N1 [3Ly + P4 − 3Vyτf ]}P3) = 0 (3.10b)

N2η [2LyP1 − Vyτf (2P1 + 3N1N2)]

+
√
P1

{
N2

[
VyτfP2P3 + 2

(
N1 +N3

1

)
(Ly − Vyτf )

]
−N2

2VyτfP2 −N1P1P3 (2Ly − Vyτf )
}

= 0 (3.10c)

where

η = ln

((
N1 +

√
P1

) [
P3

√
P1 −N1 (N1 +N2)− 1

]
N2

)
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with

P1 = 1 +N2
1

P2 = N2
1 − 2

P3 =

√
1 + (N1 +N2)

2

P4 = N1 (τf − 1)

3.2.5 Derivation of Optimal Feedback Control

In this subsection, we derive the solution for the feedback optimal control. The principle of

optimality [21] states that all points on the optimal trajectory can be treated as the initial

points for that trajectory. This concept is useful in deriving the optimal feedback control

law. For simplicity, the point mass model of the vehicle is assumed as in the previous

studies [84, 40]. Even with this assumption, the solution for the feedback optimal control

is not easy, especially in the case of online optimization.

If t = 0 is regarded as the current time, the optimal control given in (3.8a) and (3.8b)

reduces to

u1 (0) = − Ft
mt

tf√
t2f + (ν1tf + ν2)

2
(3.11a)

u2 (0) = − Ft
mt

ν1tf + ν2√
t2f + (ν1tf + ν2)

2
(3.11b)

(3.11a) and (3.11b) are the current optimal control inputs. Now, vx0 is the current longitu-

dinal velocity, vy0 is the current lateral velocity, xf is the longitudinal distance-to-go, yf is

the lateral distance-to-go, and tf is the time-to-go. Note that (3.10a) to (3.10c) constitute

a nonlinear feedback law since they are representations of N1, N2, and τf determined as

implicit functions of Ly and Vy.

In the previous studies [84, 40], numerical mapping tables from {Ly, Vy} to the dimen-

sionless form of the resultant vehicle force and the force direction angle were developed in

order to represent the optimal feedback control. Fairly good approximation using these

lookup tables could be obtained at the expense of a large amount of storage memory.

Moreover, individual mappings are also required to compute other quantities, e.g., the

final time and final longitudinal velocity.

In order to overcome these problems, we reduce the solution of simultaneous equations

(3.10a) to (3.10c) to a one-dimensional root finding problem. In the general case, Vy 6= 0,

the solution process is more involved than the special case Vy = 0 that is discussed in the

next subsection.
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Equations (3.10a) to (3.10c) contain the natural logarithmic function η. The key idea

here is to remove η so that we can obtain polynomial equations. By eliminating η, after

some manipulation, (3.10a) and (3.10b) are reduced to a single equation:

N3
2 τf +N2

2 [2N1 (1 + LyN1)− τfP3 − 2N1τf (1 +N1Vy)]

+ P3 [Ly (N1 −N2) +N1P4 +N2Vyτf +N1 (N2 − Vyτf )] = 0 (3.12)

Similarly, (3.10a) and (3.10c) give

2LyP1P3 − 2N2
2 τf (1 +N1Vy)− τfP3 {Vy [2 +N1 (N1 +N2)]−N1 − 2N2} = 0 (3.13)

and (3.10b) and (3.10c) give

N3
2Vyτf + P3 [N1 + 2N2 + Ly (2N1N2 − 1)]− τfP3 [N1 + 2N2 + Vy (N1N2 − 1)]

−N2
2 [2− 2τf + VyτfP3 + 2N1 (Ly − Vyτf )] = 0 (3.14)

Eliminating P3 from (3.12) to (3.14), we obtain another three equations. These new

equations have a common factor that is given in the left-hand side of (3.15). This factor

corresponds to the common root of (3.12) to (3.14).

2 + 2LyN1 − τf [1 + Vy (N1 +N2)] = 0 (3.15)

By isolating the radical P3 in (3.14) and then taking the square of both sides of the

equation and rearranging the result, we obtain

N4
2 {2 + 2LyN1 − τf [2 + Vy (2N1 +N2)]}2

− [1 + (N1 +N2)
2]
(
Ly −N1 − 2N2 (1 + LyN1)

+ τf {N1 + 2N2 + Vy [N2 (N1 +N2)− 1]}
)2

= 0 (3.16)

Both (3.15) and (3.16) are polynomial equations with respect to τf . One of the elimination

methods that can be used to remove τf is taking the resultant of (3.15) and (3.16) with

respect to τf . Equation (3.15) can be rewritten as

f (τf ) = a1τf + a0 = 0 (3.17)

and (3.16) can be rewritten as

g (τf ) = b2τ
2
f + b1τf + b0 = 0 (3.18)

where a1, a0, b2, b1, and b0 are the coefficients of the respective polynomials.

By taking the resultant of (3.17) and (3.18) with respect to τf , we obtain an equation

that is a sixth-order polynomial with respect to N1 and a fourth-order polynomial with

respect to N2. We focus on the fourth-order polynomial, because a closed-form solution
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is obtainable for a quartic equation [13], as shown in this section. This quartic equation

is written as

f4 (N2) = c4N
4
2 + c3N

3
2 + c2N

2
2 + c1N2 + c0 = 0 (3.19)

where

c4 =Vy [N1 (3 + 2LyN1)− Ly] {4 +N1Vy + Ly [Vy + 2N1 (2 +N1Vy)]}

c3 =− 2 [Ly +N1 (3 + 4LyN1)− 2VyP1] [2−N1Vy + Ly (2N1 + Vy)]

c2 =18N3
1 (Vy − 2Ly)− 6N4

1 (Vy − 2Ly)
2 −

(
4 + L2

y

) (
1 + V 2

y

)
+N2

1

[
36LyVy + 2L2

y

(
V 2
y − 8

)
− 13

(
1 + V 2

y

)]
+ 6N1 {Vy [4 + Ly (Vy − Ly)]− 3Ly}

c1 =− 2 {2Vy − Ly +N1 [Vy (Ly +N1)− 2LyN1 − 1]}

{N1 [3Vy +N1 (2N1Vy − 3)]− Ly
[
3N1 + 4N3

1 + Vy
]
− 2}

c0 =− P1

{
N1 + Ly

(
1 + 2N2

1

)
− Vy [2 +N1 (Ly +N1)]

}2
Let d3 = c3/c4, d2 = c2/c4, d1 = c1/c4, and d0 = c0/c4. Then, (3.19) is rewritten as

N4
2 + d3N

3
2 + d2N

2
2 + d1N2 + d0 = 0 (3.20)

Assuming that the coefficients d3, d2, d1, and d0 are real, (3.20) is factorized as(
N2

2 + e1N2 + k1
) (
N2

2 + e2N2 + k2
)

= 0 (3.21)

where the two quadratics in (3.21) can have real roots or complex conjugate roots depend-

ing on the discriminants which are defined as functions of the coefficients e1, k1, e2, and

k2. We are interested in finding the real root that gives the minimum resultant vehicle

force.

Expanding (3.21) gives

N4
2 + (e1 + e2)N

3
2 + (e1e2 + k1 + k2)N

2
2 + (e1k2 + e2k1)N2 + k1k2 = 0 (3.22)

By equating the coefficients in (3.20) and (3.22), the following system of equations is

obtained:

e1 + e2 = d3 (3.23a)

e1e2 + k1 + k2 = d2 (3.23b)

e1k2 + e2k1 = d1 (3.23c)

k1k2 = d0 (3.23d)

The application of the Vieta’s theorem using (3.23) leads to two quadratic equations [109]

which when solved separately give the coefficients e1, e2, k1, and k2.

e2 − d3e+ d2 − zc = 0 (3.24a)

k2 − zck + d0 = 0 (3.24b)
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zc can be derived from (3.23c), and a cubic resolvent of (3.20) is obtained.

z3c − d2z2c + (d3d1 − 4d0) zc + 4d2d0 − d21 − d23d0 = 0 (3.25)

The discriminant of the cubic (3.25) is given by

D3 = Q3 +R2 (3.26)

where

Q =− 1

9

(
d22 − 3d3d1 + 12d0

)
R =

1

54

(
2d32 + 27d23d0 + 27d21 − 9d3d2d1 − 72d2d0

)
If D3 is positive, there is only one real root

zc1 =
d2
3

+ S + T (3.27)

where

S

T

}
=

3

√
R±

√
D3

and if D3 is negative, there are three real roots

zc1 =
d2
3

+ 2
√
−Q cos

(
θ

3

)
(3.28a)

zc2 =
d2
3

+ 2
√
−Q cos

(
θ + 2π

3

)
(3.28b)

zc3 =
d2
3

+ 2
√
−Q cos

(
θ + 4π

3

)
(3.28c)

where

θ = arccos

(
R√
−Q3

)
Let zc1 be the real root of (3.25). Then, solving (3.24a) with respect to e yields

e1

e2

}
=

1

2

(
d3 ±

√
d23 − 4d2 + 4zc1

)
(3.29)

Instead of solving (3.24b) with respect to k, simultaneous equations (3.23b) and (3.23c)

are solved with respect to k1 and k2.

k1

k2

}
=

1

2

(
zc1 ±

d3zc1 − 2d1√
d23 − 4d2 + 4zc1

)
(3.30)

The expressions of the coefficients in (3.29) and (3.30) are the same as they appear in [13].

Then, the roots of the quartic equation can be computed by separately solving the two

quadratics in (3.21).

N2a

N2b

}
= −e1

2
±
√
e21
4
− k1 (3.31a)
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N2c

N2d

}
= −e2

2
±
√
e22
4
− k2 (3.31b)

From the roots given in (3.31), the two roots N2c and N2d provide the appropriate

solution to the minimum resultant vehicle force problem, depending on the combination

of Ly and Vy. We have identified the switching condition between these two roots as the

zero radicand of the second term in (3.31b). Fig. 3.3 shows the curve that corresponds to

the zero radicand. For the region above the switching curve, N2c is the appropriate root,

and for the region below the curve, N2d is the appropriate root.
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Figure 3.3: Switching curve for the selection of appropriate quartic roots. For the region

above the curve, N2c is selected, and for the region below the curve, N2d is selected.

We have obtained the solution of N2 as a function of N1. Next, we will find τf as a

function of N1 and N2. This is done by solving (3.15) with respect to τf .

τf =
2(1 + LyN1)

1 + Vy (N1 +N2)
(3.32)

Now, we have the closed-form solutions N2 (N1) and τf (N1, N2). Substituting N2 (N1)

into τf (N1, N2) gives τf (N1, N2 (N1)). Then, substituting the resulting equation and

N2 (N1) into (3.10a) yields f1(N1, N2 (N1) , τf (N1, N2 (N1))) = 0. The resulting equation

is equivalent to the simultaneous equations (3.10a) to (3.10c) with only one unknown N1.

Note that the closed-form solution of this nonlinear equation is not expectable. In order

to solve f1(N1, N2 (N1) , τf (N1, N2 (N1))) = 0 with respect to N1, the bisection method is

chosen because of its robustness.

Unlike other root solving methods, such as Newton’s method, that require only an

initial guess, or the secant method, which requires two initial guesses near the root, the
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bisection method requires a starting interval containing the root. In order to set up the

lower and upper bounds of this interval, a numerical mapping table from {Ly, Vy} to N1

must first be built. However, a relatively large amount of data is required due to the shape

of the surface. This is why function approximation using lower-order polynomials is not

considered here. Instead of building a numerical mapping from {Ly, Vy} to N1, we choose

to build the table from {L̃y, Ṽy} to N1, where

L̃y =
Ly −

1

2
(Lyu + Lyl)

1

2
(Lyu − Lyl)

(3.33a)

Ṽy =
Vy −

1

2
(Vyu + Vyl)

1

2
(Vyu − Vyl)

(3.33b)

with Lyl = 0.01, Lyu = 0.1716314, Vyl = 0, and Vyu varying with Ly as indicated by the

blue solid curve in Fig. 3.4a. This curve corresponds to N1 = −1.5. By performing the

change of variables as in (3.33), the non-rectangular domain in Fig. 3.4a is transformed

into a rectangular domain as in Fig. 3.4b. A lookup table is built for this domain, and

the search interval is set based on the resulting lookup table. The advantage of building a

lookup table using the change of variables (3.33) over the original variables is that fewer

data are required to obtain a reasonably accurate approximation of N1.

3.2.6 Special Case in which Vy = 0

If the lateral velocity at the beginning of the maneuver is equal to zero (Vy = 0), then c4

becomes zero. Therefore, N2 cannot be computed using (3.31). In this case, the quartic

in (3.19) reduces to a cubic given as

f3 (N2) = p3N
3
2 + p2N

2
2 + p1N2 + p0 = 0 (3.34)

where

p3 =− 4(1 + LyN1)(Ly + 3N1 + 4LyN
2
1 )

p2 =− 4− 13N2
1 − 18Ly(N1 + 2N3

1 )− L2
y(1 + 16N2

1 + 24N4
1 )

p1 =− 2(Ly +N1 + 2LyN
2
1 )[2 + 3N2

1 + LyN1(3 + 4N2
1 )]

p0 =− P1(Ly +N1 + 2LyN
2
1 )2

Equation (3.34) is transformed into the monic form by setting q2 = p2/p3, q1 = p1/p3, and

q0 = p0/p3.

N3
2 + q2N

2
2 + q1N2 + q0 = 0 (3.35)

The appropriate solution to the cubic equation (3.35) is

N2 = −q2
3

+ 2
√
−Q0 cos

(
θ0
3

)
(3.36)
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Figure 3.4: Mapping of a (a) non-rectangular shape to a (b) rectangle.

where

θ0 = arccos

(
R0√
−Q3

0

)

Q0 =
3q1 − q22

9

R0 =
9q2q1 − 27q0 − 2q32

54

Substituting Vy = 0 into (3.32) gives

τf = 2(1 + LyN1) (3.37)
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Next, we substitute (3.36) and (3.37) into (3.10a). The resulting equation is a function

of a single unknown N1, but a closed-form solution for N1 is not expected. For given Ly, N1

is determined iteratively using the bisection method. In order to set up the initial search

interval, a degree-four Chebyshev polynomial is prepared to approximate the inverse of

N1, which is denoted as 1/N1(Ly). For the interval 0.01 ≤ Ly ≤ 0.17, the approximation

is

1

N1(Ly)
≈ A =− 496.64L4

y + 100.489L3
y − 10.7973L2

y − 1.67289Ly − 0.00281681 (3.38)

Fig. 3.5 shows the exact solutions of N1. The approximation on 1/N1(Ly) turned out

to be more accurate than that of N1, as implied by the shape of the curve in Fig. 3.5.

The lower and upper bounds of the initial search interval are set as 1.03/A and 0.97/A,

respectively, and are shown in Fig. 3.5. Efficient evaluation of the polynomial in (3.38) is

performed using Horner’s method [45].
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Figure 3.5: Exact solutions together with the bounds for the dimensionless terminal La-

grange multiplier.

3.2.7 Decision Making for Collision Avoidance

The vehicle force F , either resultant, longitudinal, or lateral, can be defined in a dimen-

sionless form and is then referred to as the dimensionless vehicle force [111]

πF =
yf

mtv2x0
F (3.39)

For steering with braking avoidance, the vehicle force required to avoid a collision is

Ft, and the dimensionless form is denoted as πFt. We consider two additional avoidance
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maneuvers: steering avoidance and braking avoidance. In steering avoidance, the vehicle

moves in a purely lateral direction, satisfying the final lateral distance yf and zero final

lateral velocity constraints. In braking avoidance, the vehicle makes a full stop in the

traveling lane with zero longitudinal distance between the front of the vehicle and the rear

of the obstacle. The vehicle forces required to avoid collision for steering avoidance and

braking avoidance maneuvers are denoted as Fs and Fb, respectively, and are given by

Fs =
4mtv

2
x0yf

x2f
(3.40a)

Fb =
mtv

2
x0

2xf
(3.40b)

These equations are based on the equations for steering and braking avoidances as given

in [42].

Using (3.39), the dimensionless vehicle forces for the three avoidance maneuvers are

defined as

πFt =
yf

mtv2x0
Ft (3.41a)

πFs =
yf

mtv2x0
Fs (3.41b)

πFb =
yf

mtv2x0
Fb (3.41c)

Let us first consider the case of steering with braking. We solve (3.7a) with respect to Ft.

Then, the resulting equation is substituted into (3.41a), and using the definitions in (3.9),

we have

πFt =
LyP

3/2
1

τf [N1N2η +
√
P1(N2

1N2 + P3)]
(3.42)

Similarly, the dimensionless vehicle forces for steering avoidance πFs and braking avoidance

πFb are obtained as 4L2
y and Ly/2, respectively.

Fig. 3.6 shows a plot of the dimensionless vehicle force with respect to the inverse

aspect ratio Ly. Each curve in this plot indicates the dimensionless force required for

the collision avoidance maneuver. The minimum dimensionless vehicle force is equal to

min(πFt, πFs, πFb), and the maneuver with the minimum dimensionless vehicle force is

assumed to be the best maneuver. Point A at Ly = 1/8 and πF = 1/16 is the switching

point between the steering avoidance and braking avoidance maneuvers. Similarly, point

B at Ly = 0.171631 and πF = 0.085816 is the switching point between the steering with

braking avoidance and braking avoidance maneuvers.

A collision is only avoidable if πF ≤ πF max with πF max as the dimensionless vehicle

maximum force

πF max =
yf

mtv2x0
Fmax (3.43)
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Figure 3.6: Decision making diagram for the most effective maneuver.

where Fmax is the maximum available vehicle force, which depends on the vehicle weight

and road surface conditions. The case in which πF > πF max simply indicates that the

vehicle force required for avoidance is not possible and the collision is not avoidable. Real-

time estimation of the tire-road friction coefficient is possible [96], and the maximum force

can therefore be estimated.

In Fig. 3.6, the region above max(πFt, πFs, πFb) is the region in which there is no need

for an intervention, and the collision can be avoided by a human driver. In region I,

the collision can no longer be avoided by the braking avoidance maneuver, and there are

two options for the lane change maneuver: steering avoidance and steering with braking

avoidance. In region II, the collision can be avoided by either the braking or the steering

with braking maneuver. The benefit of using the steering with braking avoidance maneuver

is represented by region III, where the collision can only be avoided by the steering with

braking maneuver. For the region below min(πFt, πFs, πFb), the collision can no longer be

avoided, and full braking in the traveling lane to reduce the vehicle longitudinal velocity

would be the best option.

To avoid a vehicle operating at its friction limit, the avoidance maneuver using steering

and braking can be initiated at a longitudinal distance to an obstacle longer than the

distance that is given if the vehicle is operated at Fmax. If the intervention is initiated at

a vehicle force lower than Fmax, the reserve force can be used to handle situation change

after the intervention has been initiated. For example, in the scenario described in [40],

the desired final lateral position increases after the intervention has been initiated. This

causes an increase in the resultant vehicle force during the avoidance maneuver. In such

a case, if there is sufficient reserve force, the obstacle avoidance is still achievable.
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3.2.8 Dimensionless Vehicle CG Path

Let us introduce a dimensionless longitudinal distance traveled, which is the ratio of the

longitudinal distance traveled x to the final longitudinal distance xf . The ratio is derived

as

x

xf
=

τf∆x

2LyP
5/2
1

(3.44)

where

∆x =N2τfπFtη0[N2(2N
2
1 − 1)− 2N1P1P6] +

√
P1{3N1N2τfπFt(P3 − P5)

+ P1[2LyP1τ + τfπFt(P3 − 2P3τ + P5P6)]}

P5 =
√

1 + (N1 +N2)2 − 2τ − 2N1τ(N1 +N2) + P1τ2

P6 = τ − 1

η0 = ln

(
1 +N1(N1 +N2)− P3

√
P1

1 +N1(N1 +N2)− P5

√
P1 − P1τ

)
Note that τ = t/tf is the dimensionless time. Next, we define dimensionless lateral distance

traveled as the ratio of the lateral distance traveled y to the final lateral distance yf , given

by

y

yf
=
τ2f πFt∆y

2L2
yP

5/2
1

(3.45)

where

∆y =N2η0(2P1P6 − 3N1N2) +
√
P1{P5(N1P1P6 −N2P2)

+ P3[N1(N1N2 + P1 − 2P1τ)− 2N2]}

Equations (3.44) and (3.45) can be seen as parametric equations with τ as the indepen-

dent variable. Fig. 3.7 shows a parametric plot obtained using (3.44) and (3.45) by varying

τ from 0 to 1 for given Ly. The purpose of this plot is to show that the shape of the path

of vehicle center of gravity (CG) depends only on Ly. There are many combinations of xf

and yf that give the same value of Ly. Fig. 3.8 shows the trajectories for three example

cases corresponding to Ly = 0.10.

3.3 Yaw Motion Control

In this section, a yaw motion controller is developed that determines the desired total

yaw moment for the vehicle. In a study using optimal control theory, for the obstacle

avoidance problem that assumes a rigid body representation of the vehicle, with initial
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and final conditions of yaw angle and yaw rate at zero, the shortest longitudinal avoidance

distance for the given vehicle force is achieved without any yaw motion [41]. To reduce

yaw angle and yaw rate, a sliding mode control technique is used in this chapter. The

sliding mode control is chosen because of its robustness with respect to the modeling

and parametric uncertainties and its successful applications for various nonlinear systems

including automotive systems [113]. The sliding surface can be defined as a combination
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of yaw angle and yaw rate errors [125]

σz = λψ(ψ − ψd) + (γ − γd) (3.46)

where λψ is a strictly positive constant, ψ is the yaw angle, ψd is the desired yaw angle, γ

is the yaw rate, and γd is the desired yaw rate. The time derivative of (3.46) is

σ̇z = λψ(γ − γd) + (γ̇ − γ̇d) (3.47)

The yaw dynamics can be written as

Mt = Izγ̇ (3.48)

Substituting γ̇ = Mt/Iz into (3.47) gives

σ̇z = λψ(γ − γd) +

(
Mt

Iz
− γ̇d

)
(3.49)

The equivalent control input is obtained by solving σ̇z = 0 with respect to Mt

Mt,eq = Iz[γ̇d − λψ(γ − γd)] (3.50)

The control input total yaw moment Mt is written as

Mt = Mt,eq − kz sgn(σz) (3.51)

In order to prevent chattering, the sign function can be approximated as a continuous

function [110]

sgn(σz) ≈
σz

|σz|+ λ1
(3.52)

where λ1 is a small positive parameter, and the approximation tends to the sign function

as λ1 tends to zero. Substituting (3.50) and (3.52) into (3.51) gives

Mt = Iz[γ̇d − λψ(γ − γd)]− kz
σz

|σz|+ λ1
(3.53)

Note that γ̇d = 0, γd = 0, and ψd = 0. The gain kz can be determined from the sliding

condition [113] which is defined as

1

2

d

dt
σ2z = σzσ̇z ≤ −ηz|σz| (3.54)

where ηz is a strictly positive constant. From (3.49), (3.50), (3.51), and (3.54), kz is

obtained as

kz ≥ ηzIz (3.55)
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3.4 Tire Force Distribution

In the previous subsections, the desired longitudinal and lateral vehicle forces and yaw

moment are derived. The vehicle is assumed to have full control over the driving, braking,

and steering actuators. In this section, we provide a brief formulation of two tire force

distribution methods that distribute the longitudinal and lateral vehicle forces, and the

yaw moment to the tires in such a way that the workloads of the tires are reduced.

Workload is defined as the resultant tire force divided by the vertical tire force [6]. The

workload of tire i is given as

Wi =

√
X2
i + Y 2

i

Zi
(3.56)

where Xi and Yi are the tire forces in the directions of the longitudinal and lateral vehicle

axes, respectively, as shown in Fig. 3.9, and for the purpose of tire force distribution, these

forces are treated as the longitudinal and lateral tire forces, respectively. Moreover, Zi is

the estimated vertical tire force of tire i. If the workload of any tire reaches the value of the

tire-road friction coefficient, then the tire can no longer generate additional longitudinal

and/or lateral force to stabilize the vehicle motion. In order to prevent unstable vehicle

motion, the workload should be reduced.

1
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Figure 3.9: Two-track vehicle model.

The longitudinal tire forces must satisfy the following equality constraints for the

reference value of total longitudinal force Xt and the direct yaw moment M [81]:

X1 +X2 +X3 +X4 = Xt (3.57a)

tr
2

(X2 −X1 +X4 −X3) = M (3.57b)
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Let X1 +X3 = XL and X2 +X4 = XR, and then simultaneously solve (3.57a) and (3.57b)

for XL and XR to obtain

XL

XR

}
=
Xt

2
∓ M

tr
(3.58)

Since the left and right wheels on the same axle are assumed to have the same steering

angle, the lateral tire force of each tire can be estimated as in [81]

Y1 =
Z1

Z1 + Z2

mtaplr −M
lf + lr

(3.59a)

Y2 =
Z2

Z1 + Z2

mtaplr −M
lf + lr

(3.59b)

Y3 =
Z3

Z3 + Z4

mtaqlf +M

lf + lr
(3.59c)

Y4 =
Z4

Z3 + Z4

mtaqlf +M

lf + lr
(3.59d)

where ap and aq are the lateral accelerations of the centers of percussion [81] and are given

by

ap =
Yt
mt

+
Mt

mtlr
(3.60a)

aq =
Yt
mt
− Mt

mtlf
(3.60b)

Note that Yt is the total lateral force, and Mt is the total yaw moment. The vertical

tire forces can be estimated by taking into account the load transfers due to the pitching

and rolling motions [108]

Z1 =
1

2

msglr
lf + lr

+
mufg

2
− 1

2

mtaxhs
lf + lr

− msayhsr
tr

kφf
kφf + kφr

−
msayhf lr
tr(lf + lr)

−
mufayhuf

tr

(3.61a)

Z2 =
1

2

msglr
lf + lr

+
mufg

2
− 1

2

mtaxhs
lf + lr

+
msayhsr

tr

kφf
kφf + kφr

+
msayhf lr
tr(lf + lr)

+
mufayhuf

tr

(3.61b)

Z3 =
1

2

msglf
lf + lr

+
murg

2
+

1

2

mtaxhs
lf + lr

− msayhsr
tr

kφr
kφf + kφr

−
msayhrlf
tr(lf + lr)

− murayhur
tr

(3.61c)

Z4 =
1

2

msglf
lf + lr

+
murg

2
+

1

2

mtaxhs
lf + lr

+
msayhsr

tr

kφr
kφf + kφr

+
msayhrlf
tr(lf + lr)

+
murayhur

tr

(3.61d)

where ms is the sprung mass, lf is the distance from the vehicle CG to the front axle, lr

is the distance from the vehicle CG to the rear axle, tr is the track width, and hs is the

height of the sprung mass CG. Note that muf and mur are the front and rear unsprung

masses, respectively, hsr is the height of the sprung mass CG from the roll center of the

sprung mass, hf and hr are the heights of the front and rear roll centers, respectively, and

huf and hur are the heights of the CGs of the front and rear unsprung masses, respectively.

Moreover, kφf and kφr represent the front and rear roll stiffnesses, respectively.
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3.4.1 Minimax Optimization

The first tire force distribution considered here is the minimax optimization method. The

details on the derivation and a discussion of this method are presented in [81]. In [81], the

vehicle-limited performance was evaluated on the basis of the envelopes on the acceleration

plane for different values of total yaw moment. For a smaller total yaw moment, the

envelopes for 4WS are almost concentric circles, which is very similar to the case of 4WIS.

The longitudinal and lateral tire forces are mainly used to move in longitudinal and lateral

directions. This is why the 4WS configuration is adopted here.

For the minimax optimization method, the objective is to minimize the maximum

value of the squared tire workload Wi, which is given as

J∞ = max
i
W 2
i = max

i

X2
i + Y 2

i

Z2
i

= max(JL, JR) (3.62)

The longitudinal force for the left half of the body is distributed to the front and rear

wheels according to

JL = max
(
W 2

1 ,W
2
3

)
= max

(
X2

1 + Y 2
1

Z2
1

,
(XL −X1)

2 + Y 2
3

Z2
3

)
(3.63)

and the longitudinal force for the right half of the body is distributed to the wheels

according to

JR = max
(
W 2

2 ,W
2
4

)
= max

(
X2

2 + Y 2
2

Z2
2

,
(XR −X2)

2 + Y 2
4

Z2
4

)
(3.64)

Because the minimization problems (3.63) and (3.64) have identical structures, only

(3.63) is described here. The difference in the squared tire workload between the front

and rear wheels is given by FL (X1)

FL (X1) = W 2
1 −W 2

3 = aX2
1 + bX1 + c (3.65)

where

a =
1

Z2
1

− 1

Z2
3

, b =
2XL

Z2
3

, c =
Y 2
1

Z2
1

−
Y 2
3 +X2

L

Z2
3

Using (3.65), three modes for optimum distribution are identified [81].

Mode F

X1 = XL, X3 = 0. This mode is active when the following inequality is satisfied:

FL (XL) ≤ 0 (3.66)
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Mode R

X1 = 0, X3 = XL. This mode is active when the following inequality is satisfied:

FL (0) ≥ 0 (3.67)

Mode C

X1 = Xc, X3 = XL−Xc. This mode is active when neither (3.66) nor (3.67) is satisfied. In

this chapter, a new solution expression is derived for the quadratic equation FL (X1) = 0.

This derivation is based on the formula for the solution of a quadratic equation [95]. This

solution yields

Xc =

(
X2
L + Y 2

3

)
Z2
1 − Y 2

1 Z
2
3

Z2
1

(
XL +

Z3

Z1
sgn (XL)

√
A

) (3.68)

where

A = X2
L +

(
1− Z2

3

Z2
1

)
Y 2
1 +

(
1− Z2

1

Z2
3

)
Y 2
3

In the previous study [81], when Z1 ' Z3, the function for Xc becomes singular, and

therefore an approximate formula was used to avoid numerical instabilities. Consequently,

the solution in the neighborhood of Z1 = Z3 becomes less accurate. Using the new

formulation (4.88), it is obvious that when Z1 = Z3, the denominator of (4.88) is not

equal to zero, and, therefore, the singularity condition is not encountered. Hence, accurate

solutions can be expected.

The tire force distribution problem was reduced to the one-dimensional minimization

problem for which the convexity is readily verified. Since the derivative of the objective

function with respect to M may become discontinuous, a golden section search was used

in the previous study [81]. The lower and upper bounds for the search interval of the

optimal direct yaw moment Mopt are as given in [81].

3.4.2 Square Sum Minimization

For square sum minimization, which is a well-known optimization method [70, 6], the

objective is to minimize the square sum of the tire workloads.

J2 =
4∑
i=1

W 2
i =

4∑
i=1

X2
i + Y 2

i

Z2
i

(3.69)

The front left longitudinal tire force X1 and the front right longitudinal tire force X2

are obtained by solving ∂J2/∂X1 = 0 and ∂J2/∂X2 = 0 with respect to X1 and X2,
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respectively

X1 = −(2M − trXt)Z
2
1

2tr
(
Z2
1 + Z2

3

) (3.70)

X2 =
(2M + trXt)Z

2
2

2tr
(
Z2
2 + Z2

4

) (3.71)

The rear left and rear right longitudinal tire forces are evaluated as

X3 = XL −X1 (3.72)

X4 = XR −X2 (3.73)

By substituting (3.70) through (3.73) and (3.59) into (3.69), and then solving ∂J2/∂M = 0

with respect to M gives

Mopt =

4aplrmt

(Z1 + Z2)
2 −

4aqlfmt

(Z3 + Z4)
2 +

(lf + lr)
2XtB1

tr

2 (lf + lr)
2

(
B3

(lf + lr)
2 +

B2

t2r

) (3.74)

where

B1

B2

}
=

1

Z2
1 + Z2

3

∓ 1

Z2
2 + Z2

4

B3 =
2

(Z1 + Z2)
2 +

2

(Z3 + Z4)
2

The formulation for this problem was used to generate the maximum tire workload

contour plots but was not explicitly shown in [79]. Unlike in [70], which does not provide

an explicit expression for optimal direct yaw moment Mopt, in this chapter, we provide

the explicit expression for Mopt.

3.4.3 Wheel Torque and Steering Angle Commands

The wheel torque and steering angle commands are determined from the tire forces. The

wheel torque command of each wheel is expressed as

Ti = rwXi (3.75)

where rw is the wheel radius.

The lateral tire force fty given by the modified brush tire model [47] is

fty =


−Cαᾱ+

C2
α

3ξµFz
|ᾱ|ᾱ− C3

α

27ξ2µ2F 2
z

ᾱ3, if |α| ≤ αsl

−ξµFz sgn(α), otherwise.

(3.76)
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where Cα is the tire cornering stiffness, α is the tire slip angle, µ is the tire-road friction

coefficient, Fz is the vertical tire force, ᾱ = tanα, and αsl = arctan(3ξµFz/Cα). Note

that αsl is the angle at which total sliding starts, and a further increase in the slip angle

would not increase the cornering force. In (3.76), ξ is the derating factor, which limits

the maximum lateral tire force in the presence of the driving/braking force Fx [47]. More

specifically,

ξ =

√
µ2F 2

z − F 2
x

µFz

The desired tire slip angle can be obtained by taking the inverse function of (3.76)

f−1ty =


arctan

( 3
√
ω

3
− 3ξµFz sgn(fty)

Cα

)
, if |fty| ≤ ξµFz

arctan
(
− 3ξµFz sgn(fty)

Cα

)
, otherwise.

(3.77)

where

ω =
729ξ2µ2F 2

z (ξµFz sgn(fty)− fty)
C3
α

The inverse tire model (3.77) can be used for axle with the assumption that both tires

at an axle are considered as a single tire located at the center of the axle. Then, Cα is the

sum of the cornering stiffnesses of the tires at each axle. Similarly, Fz is regarded as the

sum of the vertical tire forces at each axle. The sum of the vertical tire forces at the front

axle and that at the rear axle are given as Z1 +Z2 and Z3 +Z4, respectively. The lateral

tire forces can be converted to the front steering angle δf and the rear steering angle δr,

respectively, as given in [36]

δf = β +
lfγ

vx
− f−1ty (Yf ) (3.78a)

δr = β − lrγ

vx
− f−1ty (Yr) (3.78b)

where vx is the longitudinal vehicle velocity. The sum of the lateral tire forces at the front

axle Yf and that at the rear axle Yr are given as Y1 + Y2 and Y3 + Y4, respectively.

3.5 Numerical Examples

The simulations are performed using a 14-degree-of-freedom (14DOF) vehicle model with a

combined slip nonlinear tire model. The 14DOF vehicle model includes the longitudinal,

lateral, vertical, pitch, roll, and yaw motions of the vehicle body, the vertical motions

of the four unsprung masses, and the spin of each wheel [69]. The vehicle parameters

corresponding to the E-segment sedan as indicated in Table 3.1 are used for the numerical

simulations.
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Table 3.1: Vehicle Parameters

Parameter Symbol Value

Total vehicle mass mt 1830 kg

Sprung mass ms 1650 kg

Yaw moment of inertia Iz 3234 kgm2

Distance from vehicle CG to front axle lf 1.40 m

Distance from vehicle CG to rear axle lr 1.65 m

Track width tr 1.60 m

Height of sprung mass CG hs 0.53 m

Front suspension roll stiffness kφf 1144 Nm/deg

Rear suspension roll stiffness kφr 1372 Nm/deg

Height of front roll center hf 0.062 m

Height of rear roll center hr 0.405 m

Front unsprung mass muf 90 kg

Rear unsprung mass mur 90 kg

Height of front unsprung mass CG huf 0.32 m

Height of rear unsprung mass CG hur 0.30 m

Wheel radius rw 0.353 m

In order to verify the effectiveness of the controller, we consider three emergency cases:

a static obstacle, movement of the obstacle in the lateral direction after the intervention

has been initiated, and the appearance of a second obstacle between the vehicle and first

obstacle after the intervention has been initiated.

3.5.1 Static Obstacle

In the first case, the scenario shown in Fig. 3.1 is considered. A vehicle traveling at a

longitudinal velocity of 26 m/s performs a lane change maneuver with yf = 3.5 m and

xf = 50 m. In this case, a tire-road friction coefficient of 0.5 is assumed.

Fig. 3.10 shows the vehicle CG paths for a point mass model, 14DOF model with

the minimax tire force distributor, and 14DOF model with the square sum tire force

distributor. The path using either of the tire force distributors is very similar to that of

the point mass model. This indicates the ability of the online controller with the tire force

distributor to successfully avoid the obstacle.

In order to compare the performances of the two types of tire force distributor, we

consider the maximum tire workload as a performance index. Previous studies [9, 52]

have used the maximum tire force usage as a performance index. Tire force usage is the
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Figure 3.10: Vehicle CG paths for the point mass model and the 14DOF model with two

types of tire force distributors.

workload divided by the tire-road friction coefficient. Since the four tires are assumed to

have the same friction conditions, the tire workload is used in this chapter.

Fig. 3.11 shows the maximum tire workload for each tire during the avoidance maneu-

ver. For all the tires, except for the rear left tire, the minimax tire force distributor yields

lower maximum tire workloads compared to those obtained using the square sum tire force

distributor. For the minimax tire force distributor, among the four tires, the rear left tire

has the highest maximum tire workload, which is equal to 0.4438. For the square sum

tire force distributor, the front left tire has the highest maximum tire workload, which is

equal to 0.4469. The ratio between the maximum resultant vehicle force and the vehicle

weight for the point mass model is 0.3599.

Comparing the highest maximum tire workloads between these tire force distributors

reveals that the minimax tire force distributor is better than the square sum tire force

distributor because the minimax tire force distributor provides a larger margin to the

friction limit (in this case, 0.5). Thus, only the minimax tire force distributor is considered

for the remaining scenarios.

In the subsection 3.2.5, we have already explained that the optimal control is com-

putable once a nondimensionalized equation is solved with respect to N1 by using the

bisection method. Fig. 3.12 shows the number of function evaluations required by the

bisection method during the avoidance maneuver for three different termination criteria.

Three absolute errors ε = 10−6, 10−10, 10−14 for stopping the computation are considered.

In Fig. 3.12, the blue, red, and green solid lines indicate the number of function evaluations

for ε = 10−6, 10−10, 10−14, respectively. The computation terminates when the width of
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Figure 3.11: Maximum tire workloads for the two types of tire force distributors: minimax

optimization and square sum minimization.

the search interval falls below ε. As expected, among the three absolute errors, the lowest

maximum number of function evaluations along the maneuver is achieved when ε = 10−6

and this number is equal to 24. This reasonably small number suggests that the proposed

optimal control method can be considered for real-time implementation.

0.0 0.5 1.0 1.5 2.0 2.5
0

10

20

30

40

50

60

t [s]

N
um
be
r
of
fu
nc
ti
on
ev
al
ua
ti
on
s

ε = 10-6

ε = 10-10

ε = 10-14

Figure 3.12: Number of function evaluations along the avoidance maneuver for three

different termination criteria.
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3.5.2 Movement of the Obstacle in the Lateral Direction after the Interven-

tion Has Been Initiated

In the second case, as shown in Fig. 3.13, the vehicle with initial longitudinal velocity

vx0 = 27 m/s performs the lane change maneuver with yf = 2.5 m and xf = 50 m, and at

x = 15 m, the final lateral distance yf changes to 3.5 m. The change in the final lateral

distance corresponds to the movement of the obstacle in the lateral direction. The increase

in the final lateral distance indicates that additional resultant vehicle force is required for

the remainder of the maneuver. The optimal controller estimates the minimum resultant

vehicle force required during the maneuver. The friction coefficient is assumed to be 0.7.

50 m

vx0

3.5 m

vxf

obstacle

Figure 3.13: Obstacle avoidance lane change maneuver for an obstacle moving in the

lateral direction after the intervention has been initiated. At t = 0 s, yf = 2.5 m, and at

x = 15 m, yf changes to 3.5 m as the obstacle starts to move in the lateral direction.

Fig. 3.14 shows the vehicle CG paths for two conditions in which 1) the controller takes

into account the lateral movement of the obstacle and 2) the controller does not take into

account the lateral movement of the obstacle. The blue solid line represents the optimal

path using a point mass model, and the red dashed line represents the optimal path using

the 14DOF model with the minimax tire force distributor, both for the case in which the

lateral movement of the obstacle is considered. The case in which the controller does not

consider the lateral movement of the obstacle is represented by the green solid line for the

point mass model and the orange dashed line for the 14DOF model with the minimax tire

force distributor. The effectiveness of the controller in adapting to the lateral movement of

the obstacle is clearly shown in Fig. 3.14. Moreover, the path generated using the 14DOF

model is in good agreement with that of the point mass model.

Fig. 3.15 shows the maximum tire workload for each tire before and after the change

in yf . The increase in the maximum tire workload for all of the tires after the change in

yf indicates the increase in the force used in the maneuver. Interestingly, when yf = 3.5

m, there is not much difference in the maximum tire workload between the tires. All

of the maximum tire workloads are below the friction limit, which is equal to 0.7, and

this indicates that there are available tire forces. For the point mass model in the case in

which the lateral movement of the obstacle is considered, the ratios between the maximum

resultant vehicle force and the vehicle weight are 0.2860 for x < 15 m and 0.4715 for x > 15
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Figure 3.14: Vehicle CG paths of the point mass model and the 14DOF model with the

minimax tire force distributor for Scenario B.
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Figure 3.15: Comparison of the maximum tire workloads before and after the change in

yf .

The simulation results demonstrate the effectiveness of the online controller in handling

the lateral movement of the obstacle after the intervention has been initiated.
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3.5.3 Appearance of a Second Obstacle Between the Vehicle and First Ob-

stacle after the Intervention Has Been Initiated

Fig. 3.16 shows the third case, in which a vehicle moving at vx0 = 27 m/s executes a lane

change maneuver with yf = 3.5 m and xf = 60 m, and, at x = 10 m, the final longitudinal

distance xf changes to 50 m. A friction coefficient of 0.7 is assumed. The reduction in

the final longitudinal distance corresponds to the appearance of another obstacle, which

imposes a stricter constraint on the maneuver.

50 m

vx0

60 m

3.5 m

vxf

obstacle
1

obstacle
2

Figure 3.16: Obstacle avoidance lane change maneuver with a second obstacle appearing

between the vehicle and the first obstacle after the intervention has been initiated. At

t = 0 s, xf = 60 m, and at x = 10 m, xf changes to 50 m.

Similar to the previous scenario, Fig. 3.17 shows the vehicle CG paths for two condi-

tions in which 1) the controller takes into account the appearance of an obstacle after the

initiation of the intervention and 2) the controller does not take into account the appear-

ance of an obstacle after the initiation of the intervention. The blue solid line and the red

dashed line represent the paths of the point mass and 14DOF models, respectively, for

the case in which the change in xf is taken into account by the controller. These paths

demonstrate the ability of the controller to successfully avoid the second obstacle. The

green solid line and the orange dashed line are the vehicle CG paths for the case in which

the change in xf is not taken into account for the point mass model and the 14DOF model,

respectively.

Fig. 3.18 shows the maximum tire workloads before and after the change in xf . Al-

though the longitudinal distance for the collision-free path decreases from 60 m to 50 m,

the maximum tire workload of the tires remain below its limit of 0.7. Note that, for the

point mass model in the case in which the change in xf is taken into account, the ratios

between the maximum resultant vehicle force and the vehicle weight are 0.2747 for x < 10

m and 0.4425 for x > 10 m.

This scenario highlights the ability of the online controller to avoid an obstacle that is

introduced after intervention initiation.
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Figure 3.17: Vehicle CG paths of the point mass model and the 14DOF model with the

minimax tire force distributor for Scenario C.
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Figure 3.18: Maximum tire workloads before and after the change in xf .

3.6 Conclusion

In this chapter, we investigated a collision avoidance system that combines the steering

and braking inputs. Nondimensionalization and algebraic manipulations on simultaneous

equations reduce the optimal control problem to an implicit equation in one unknown

and two parameters. An improved tire force distributor that minimizes the maximum

tire workload was used to distribute the longitudinal and lateral vehicle forces and total

yaw moment to the tires. The simulation results suggest that a good tire force distribu-

tor enables point-mass-based optimal control for collision avoidance, instead of a higher-
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degree-of-freedom-model-based optimal control, which simultaneously solves the collision

avoidance and vehicle stabilization problems. A decision making diagram for the selection

of the most effective maneuver among the steering with braking, steering, and braking

maneuvers by comparing the dimensionless form of the vehicle force required to avoid a

collision is presented. The region in which the steering with braking maneuver is superior

to the other two maneuvers is identified. Moreover, we have proven that the shape of

the vehicle position path depends only on the ratio of the final lateral distance to the

final longitudinal distance. For the feedback control simulation, the path generated us-

ing a nonlinear vehicle model closely follows that of a point mass. This implies that the

solution method using a point mass is applicable to a more realistic vehicle model. The

minimax tire force distributor is more efficient than that based on the square sum be-

cause it provides a lower maximum tire workload among the four tires throughout the

maneuver. Case studies on the lateral movement of the obstacle and the appearance of

another obstacle between the vehicle and the first obstacle after the intervention has been

initiated demonstrate the ability of the controller to adapt to situation changes. Although

not shown in this chapter, depending on the friction and actuator limits, the controller

can cope with disturbances such as crosswinds and lateral wind gusts.



Chapter 4

Minimum Jerk Trajectory for Obstacle

Avoidance

4.1 Introduction

Autonomous vehicles have become one of the main areas of interest in the field of the intel-

ligent transportation. Among the various autonomous functions, collision avoidance has

been attracting a lot of interest [102, 100, 37]. Avoiding a collision includes recognition of

obstacles and surroundings, decision-making regarding the selection of avoidance maneu-

ver (e.g., stopping and lane change) and intervention timing, and generation and tracking

control of the collision-free trajectory. This chapter focuses on trajectory generation and

tracking control, as they are the essential aspects of collision avoidance technologies.

When an obstacle suddenly appears in the current lane, stopping or lane change ma-

neuvers should be performed to avoid obstacles. In many situations, the obstacle can only

be avoided by lane change maneuvers. Optimal control theory is among the most effective

methods by which to solve the obstacle avoidance problem using a lane change maneu-

ver and can be mathematically proven to yield the optimal trajectory with respect to an

appropriate objective function, such as the avoidance distance. Shiller and Sundar [106]

formulated an obstacle avoidance problem as an optimal control problem to find a path

with minimum longitudinal avoidance distance. Using optimal control theory, Horiuchi et

al. [52] solved an obstacle avoidance problem that finds the optimal steering and braking

inputs such that the time integral of the weighted sum of the sum of the squared tire

force usages and the squared steering rate is minimized. These studies established the last

point to avoid a collision with the optimal combination of the steering and braking inputs.

The optimal trajectories were generated using vehicle models that include a nonlinear tire

model, and, therefore, the computation can be demanding.

83
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The computational load can be reduced if a point mass model is used to represent

the vehicle for the optimal control problem formulation. For the minimum longitudinal

avoidance distance problem with the assumption of a point mass, a look-up table approach

to represent the feedback controller based on the solutions obtained from optimal control

theory was proposed by Hattori et al. [42]. In Chapter 2, we proved that the optimal state

feedback control for the minimum avoidance distance problem can be found by implicitly

solving a nondimensionalized equation in an unknown. Chapter 2 gives a more accurate

solution than what can be expected from a look-up table. However, these studies did

not consider reduction of jerk during the lane change maneuver. High jerk can cause

discomfort and may be harmful to vehicle occupants and so is not desirable.

We formulate the obstacle avoidance problem as the minimization of the time integral of

the squared resultant vehicle jerk. The solution to a minimum jerk problem is known to be

obtained as quintic polynomials using variational methods. The minimum jerk formulation

is known to explain the human reaching movements of the arms [34], as well as saccadic

eye movements [50]. These facts would support the idea that the trajectory generated

by minimizing jerk realizes a comfortable and less harmful collision avoidance maneuver.

In addition, obtaining the lane change path using polynomials has been considered in

numerous studies [23, 104, 90, 107, 103]. In this chapter, for the generation of a trajectory

with minimum jerk and because of the popularity of using polynomials for obtaining the

lane change maneuver, we select quintic polynomials to address the obstacle avoidance

problem.

In an emergency situation, the computation of the reference trajectory must be fast

enough for real-time implementation. In this chapter, trajectory generation requires

knowledge of the initial longitudinal velocity, the desired final lateral position, and the

tire-road friction coefficient. With nondimensionalization, these three input variables are

grouped into a single dimensionless input variable referred to as the dimensionless initial

longitudinal vehicle velocity. For the given dimensionless initial longitudinal velocity, the

trajectory can be readily calculated once a nondimensionalized equation with respect to

the lane change aspect ratio is solved numerically. The lane change aspect ratio is the

ratio between the longitudinal avoidance distance and the desired final lateral position. A

fast numerical solution is obtainable because a good initial guess for the numerical method

can be obtained from a one-dimensional look-up table prepared using the offline solution.

Different strategies for tracking the desired path have been reported in the literature. In

[10], the path tracking performance was compared among the following obstacle avoidance

strategies: two-wheel steering (2WS), four-wheel steering (4WS), and steering by braking

the front, rear, or both the front and rear wheels. Moreover, integration of the 2WS control

and direct yaw-moment control (DYC) using different control strategies for path tracking

has been proposed [126, 54]. These controllers minimize the tracking errors at the vehicle
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center of gravity (CG). Kumamoto et al. [65] proposed a 4WS sliding mode controller

based on centers of percussion (COPs) relative to the front and rear wheels. In [65], the

front steering controller minimizes the course error of the COP relative to the rear wheels,

and the rear steering controller minimizes the course error of the COP relative to the front

wheels. Moreover, using COPs, Raksincharoensak et al. [99] developed a different path

tracking controller and demonstrated that a 4WS path tracking controller based on COPs

yields lower tracking errors as compared to a 2WS path tracking controller. These studies

considered only the path tracking problem.

For certain maneuvers, the desired trajectory consisting of the path and velocity profile

must be tracked for the realization of the maneuver. To track the velocity profile, the

vehicle is accelerated or braked. Under acceleration or braking, the longitudinal tire forces

should be distributed in a way such that tire force saturation is avoided so as to maintain

stable vehicle motion. The yaw moment generated by the difference of the longitudinal

tire forces between the left and right sides of the vehicle body, known as the direct yaw

moment, can also contribute to the path tracking performance. The effectiveness of DYC

implementation depends on the tire force distributor. The two tire force distributors

considered in this chapter are the minimax optimization of the squared tire force usage

and the minimization of the weighted sum of the squared tire force usages. The minimax

optimization is a one-dimensional optimization problem [81], and square sum minimization

has a closed-form solution [71].

In this chapter, integration of 4WS control and DYC for trajectory tracking is investi-

gated. The steering controller based on COPs is designed using the sliding mode control

approach. The approach considered in this chapter differs from that in [65], such that the

control inputs are different. The lateral tire forces are treated as the control inputs instead

of steering angles, as in [65]. The lateral tire forces are translated into steering angles using

the brush tire model, which assumes nonlinear tire characteristics. The brush tire model

requires the estimated value of the friction coefficient to be available once the estimation

is performed for reference trajectory generation. The estimation methods reported in [96]

are suitable for practical implementation and can be adopted here.

The remainder of this chapter is organized as follows. Section 4.2 formulates the obsta-

cle avoidance problem as the minimum time integral of the squared resultant jerk problem

and then derives the solution method. In Section 4.3, the decision-making diagrams based

on the lane change aspect ratio and dimensionless time to collision are explained. Sec-

tion 4.4 describes the design of the sliding mode controller for trajectory tracking. The

tire force distribution methods are described in Section 4.5. Section 4.6 provides numerical

examples. Finally, conclusions are presented in Section 4.7.
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4.2 Trajectory Generation

4.2.1 Obstacle Avoidance Maneuver

An emergency lane change scenario is shown in Fig. 4.1, in which a vehicle moving at a

longitudinal velocity vx0 encounters an obstacle in the current lane. The vehicle should

execute a lane change maneuver to reach a desired final lateral position yf . Note that yf

is the width of the lane. At the beginning of the maneuver (t = 0), the lateral velocity vy0

is assumed to be zero, and at the end of the maneuver (t = tf ), the lateral velocity vyf is

set to zero. The vehicle jerk during the lane change is reduced. The maximum resultant

acceleration is set to the maximum available vehicle acceleration, which is given by the

product of tire-road friction coefficient µ and gravitational acceleration g. This is done to

achieve a shorter longitudinal avoidance distance xf .

xf

yf

obstacle

vx0
vy0

vxf
vyf

Figure 4.1: Lane change for obstacle avoidance.

4.2.2 Minimum Jerk Trajectory

A point mass model is assumed for the obstacle avoidance problem. The point mass has

two degrees of freedom (2DOF), which are the motions in the x and y directions.

The obstacle avoidance problem can be formulated as a TPBVP. The objective function

is the time integral of the squared resultant vehicle jerk

J =

∫ tf

0

...
x 2 +

...
y 2 dt (4.1)

where x and y are the positions in the x and y directions, respectively, and the dot

indicates the derivative with respect to time. For compactness, we define L =
...
x 2 +

...
y 2.

The minimum jerk trajectory is obtained using calculus of variations, which gives the

functions x(t) and y(t) that minimize the functional J . x(t) and y(t) are determined using

the Euler-Lagrange equations, which are written as

∂L

∂x
− d

dt

(
∂L

∂ẋ

)
+
d2

dt2

(
∂L

∂ẍ

)
− d3

dt3

(
∂L

∂
...
x

)
= 0 (4.2a)

∂L

∂y
− d

dt

(
∂L

∂ẏ

)
+
d2

dt2

(
∂L

∂ÿ

)
− d3

dt3

(
∂L

∂
...
y

)
= 0 (4.2b)
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The first three terms in the left-hand side of (4.2a) and (4.2b) are equal to zero because

L depends only on the third derivatives of x and y. From (4.2a) and (4.2b), we obtain

x(6) = 0 and y(6) = 0, respectively, where superscript (6) indicates the sixth derivative

with respect to time. These differential equations are then solved to obtain the positions

x(t) and y(t) that are quintic polynomials with respect to time

x(t) = a5t
5 + a4t

4 + a3t
3 + a2t

2 + a1t+ a0 (4.3a)

y(t) = b5t
5 + b4t

4 + b3t
3 + b2t

2 + b1t+ b0 (4.3b)

where ai and bi (i = 0, ..., 5) are the coefficients of the polynomials. For a detailed

explanation of the derivation of these polynomials, see [34].

The first, second, and third derivatives of (4.3a) give the velocity, acceleration, and

jerk in the x direction, respectively

ẋ(t) =
dx(t)

dt
= 5a5t

4 + 4a4t
3 + 3a3t

2 + 2a2t+ a1 (4.4a)

ẍ(t) =
d2x(t)

dt2
= 20a5t

3 + 12a4t
2 + 6a3t+ 2a2 (4.4b)

...
x (t) =

d3x(t)

dt3
= 60a5t

2 + 24a4t+ 6a3 (4.4c)

Similarly, the first, second, and third derivatives of (4.3b) give the velocity, acceleration,

and jerk in the y direction, respectively

ẏ(t) =
dy(t)

dt
= 5b5t

4 + 4b4t
3 + 3b3t

2 + 2b2t+ b1 (4.5a)

ÿ(t) =
d2y(t)

dt2
= 20b5t

3 + 12b4t
2 + 6b3t+ 2b2 (4.5b)

...
y (t) =

d3y(t)

dt3
= 60b5t

2 + 24b4t+ 6b3 (4.5c)

The initial conditions of the trajectory are

x(0) = 0, ẋ(0) = vx0, ẍ(0) = 0,

y(0) = 0, ẏ(0) = 0, ÿ(0) = 0 (4.6)

and the final conditions of the trajectory are

x(tf ) = xf , ẋ(tf ) = vxf , ẍ(tf ) = 0,

y(tf ) = yf , ẏ(tf ) = 0, ÿ(tf ) = 0 (4.7)

where tf , xf , and vxf are free. Note that xf is an important parameter to decide the last

point at which to avoid the collision, and vxf should be nonnegative, so that the vehicle

is always moving in the forward direction.

Using the boundary conditions in (4.6) and (4.7), the polynomial coefficients in (4.3a)
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are derived as

a5 =
6xf − 3tf (vx0 + vxf )

t5f
(4.8a)

a4 =
tf (8vx0 + 7vxf )− 15xf

t4f
(4.8b)

a3 = −
2 [tf (3vx0 + 2vxf )− 5xf ]

t3f
(4.8c)

a2 = a0 = 0 (4.8d)

a1 = vx0 (4.8e)

The polynomial coefficients in (4.3b) are derived using the boundary conditions in (4.6)

and (4.7).

b5 =
6yf
t5f
, b4 = −

15yf
t4f

, b3 =
10yf
t3f

, b2 = b1 = b0 = 0 (4.9)

Partial derivatives of (4.1) with respect to vxf and tf are

∂J

∂vxf
=

24[tf (7vx0 + 8vxf )− 15xf ]

t4f
(4.10a)

∂J

∂tf
= −

72[ωt2f − 20xf tf (vx0 + vxf ) + 25(x2f + y2f )]

t6f
(4.10b)

where

ω = 4v2x0 + 7vx0vxf + 4v2xf

By simultaneously solving the extremal equations ∂J/∂vxf = 0 and ∂J/∂tf = 0 with

respect to vxf and tf , we have

vxf1

vxf2

}
=
vx0(5x

2
f − 112y2f )± 3xfvx0

√
x2f − 240y2f

8x2f + 128y2f
(4.11a)

tf1

tf2

}
=

4xf ∓
√
x2f − 240y2f

3vx0
(4.11b)

Inspection reveals that the pair vxf1 and tf1 gives the lowest J . Therefore, we choose

vxf = vxf1 and tf = tf1.

The lane change is performed using combined steering and velocity control by respect-

ing the friction constraint given by the friction circle theory. The friction circle theory

states that the vector sum of the longitudinal and lateral tire forces is limited by the

product of the tire-road friction coefficient and the vertical tire load. This concept can be

extended to a vehicle for which the vector sum of the total longitudinal force and total

lateral force is bounded by the product of the friction coefficient and the vehicle weight.
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Using the longitudinal vehicle acceleration ax and the lateral vehicle acceleration ay, this

can be written as

a2x(t) + a2y(t) ≤
(
Fmax

mt

)2

(4.12)

where Fmax is the maximum available vehicle force andmt is the total vehicle mass. Fig. 4.2

shows a vehicle friction circle.

Acceleration

at

0

μg

ax,max

ax,max

ay,maxay,max

Braking

Right 
turn

ax

ayLeft 
turn

Figure 4.2: Coupling of the longitudinal and lateral vehicle accelerations. This is an

example in which the resultant acceleration at is equal to the maximum available vehicle

acceleration µg.

In order to ensure that the upper bound corresponding to the friction circle is not

violated, the maximum resultant vehicle acceleration is set to be equal to the radius of

the circle that corresponds to the maximum available vehicle acceleration. Let us find the

time at which this maximum resultant acceleration occurs. To do this, we equate the first

time derivative of the resultant acceleration to zero

d

dt
(ẍ2(t) + ÿ2(t)) = 0 (4.13)

After performing algebraic manipulations on (4.13), we arrive at

f1(t) = c3t
3 + c2t

2 + c1t+ c0 = 0 (4.14)
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where

c3 = 75{[tf (vx0 + vxf )− 2xf ]2 + 4y2f} (4.15a)

c2 = −25tf{[tf (5vx0 + 4vxf )− 9xf ][tf (vx0 + vxf )− 2xf ] + 18y2f} (4.15b)

c1 = t2f{[tf (21vx0 + 19vxf )− 40xf ][tf (3vx0 + 2vxf )− 5xf ] + 200y2f} (4.15c)

c0 = −t3f{[tf (3vx0 + 2vxf )− 5xf ]2 − 25y2f} (4.15d)

Let d2 = c2/c3, d1 = c1/c3, and d0 = c0/c3. Then, the real roots of the cubic (4.14) can

be found depending on the sign of the polynomial discriminant

D3 = Q3 +R2 (4.16)

where

Q =
3d1 − d22

9
, R =

9d2d1 − 27d0 − 2d32
54

If D3 > 0, then there is only one real root, given by

t1a =− d2
3

+ (S + T ) (4.17)

where

S

T

}
=

3

√
R±

√
D3

If D3 < 0, then there are three distinct real roots, given by

t1b = −d2
3

+ 2
√
−Q cos

(
θ

3

)
(4.18a)

t2b = −d2
3

+ 2
√
−Q cos

(
θ + 2π

3

)
(4.18b)

t3b = −d2
3

+ 2
√
−Q cos

(
θ + 4π

3

)
(4.18c)

where

θ = arccos

(
R√
−Q3

)
We found then that the time at which the maximum resultant acceleration occurs is

ta = t1a if D3 > 0, and ta = t2b if D3 < 0. Recall that xf is still an unknown. To find xf ,

we need to solve the following equality with t = ta:√
ẍ2(ta) + ÿ2(ta) =

Fmax

mt
(4.19)

Since xf is to be solved using an iterative method, a good initial guess is preferred.

The solution of xf depends on the parameters vx0, yf , Fmax, and mt. The last two

parameters can be represented by amax = Fmax/mt. Now, there are three parameters that

determine xf . A look-up table that is a numerical mapping from {vx0, yf , amax} to xf

can be built to give the initial guess. However, such a table may require a large amount

of data and is difficult to visualize. In order to overcome this problem, we can perform

nondimensionalization to reduce the number of variables.
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4.2.3 Nondimensionalization

The dimensionless variables are defined as

Vx0 =

√
mt

Fmaxyf
vx0, Vxf =

vxf
vx0

, Ar =
xf
yf
, τf =

√
Fmax

mtyf
tf , τ =

t

tf
, τa =

ta
tf

(4.20)

In (4.20), Vx0 is the dimensionless initial longitudinal velocity, Vxf is the final-to-initial

longitudinal velocity ratio, Ar is the lane change aspect ratio, τf is the dimensionless final

time, τ is the dimensionless time, and τa is the dimensionless time at which the maximum

resultant acceleration occurs.

Using the dimensionless variables, the final-to-initial longitudinal velocity ratio is ex-

pressed as

Vxf =
5A2

r + 3Ar
√
A2
r − 240− 112

8(16 +A2
r)

(4.21)

and the dimensionless final time is written as

τf =
4Ar −

√
A2
r − 240

3Vx0
(4.22)

Now, (4.14) can be expressed in a dimensionless form

f1n(t) = c3nτ
3 + c2nτ

2 + c1nτ + c0n = 0 (4.23)

where

c3n = 75{[Vx0τf (1 + Vxf )− 2Ar]
2 + 4} (4.24a)

c2n = −25{[9Ar − Vx0τf (5 + 4Vxf )][2Ar − Vx0τf (1 + Vxf )] + 18} (4.24b)

c1n = {[40Ar − Vx0τf (21 + 19Vxf )][5Ar − Vx0τf (3 + 2Vxf )] + 200} (4.24c)

c0n = −[Vx0τf (3 + 2Vxf )− 5Ar]
2 − 25 (4.24d)

Let d2n = c2n/c3n, d1n = c1n/c3n and d0n = c0n/c3n

D3n = Q3
n +R2

n (4.25)

where

Qn =
3d1n − d22n

9
, Rn =

9d2nd1n − 27d0n − 2d32n
54

If D3n > 0, then there is only one real root, given by

τa =− d2n
3

+ (Sn + Tn) (4.26)

where

Sn

Tn

}
=

3

√
Rn ±

√
D3n
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If D3n < 0, then the root corresponding to (4.18b) is given by

τa =− d2n
3

+ 2
√
−Qn cos

(
θn + 2π

3

)
(4.27)

where

θn = arccos

(
Rn√
−Q3

n

)

The dimensionless resultant acceleration A is defined as

A =
mt

Fmax

√
ẍ2(t) + ÿ2(t) (4.28)

With the dimensionless variables given in (4.20), (4.28) is written as a function of τ

A(τ) =
12τ

τ2f

√
ν1 (4.29)

where

ν1 = 25(1 +A2
r)(1− 3τ + 2τ2)2 + Vx0τfν2(τ − 1)2[10Ar(2τ − 1) + Vx0τfν2]

with

ν2 = 3 + 2Vxf − 5τ(1 + Vxf )

Fig. 4.3 shows the dimensionless resultant acceleration for the lane change maneuver

with different Vx0. The black points at τa = 0.298086, 0.248947, 0.226997, 0.215098, 0.212672

corresponding to Vx0 = 7, 10, 15, 30, 50, respectively, are where the maximum resultant ac-

celeration occurs. Note that the points at τa = 0.215098, 0.212672 are close and appear

to overlap. This figure shows that the limit imposed by the friction circle is not violated.

Verification, as in this figure, is made much clearer by the effect of nondimensionalization.

Here, Ar can be obtained by numerically solving the following equation with τ = τa:

f2 = 1− 12τ

τ2f

√
ν1 = 0 (4.30)

4.3 Decision Making and Velocity Ratio

In this section, nondimensionalized indices for collision avoidance are explained. First, a

dimensionless distance-based index referred to as the lane change aspect ratio is presented.

This is followed by the dimensionless version of time to collision ttc. The definitions of

these dimensionless indices are presented in a previous study [111]. These dimensionless

indices are used to decide whether a collision is avoidable and whether a lane change or

stopping maneuver is the most effective maneuver. The most effective maneuver refers to

the maneuver that can avoid an obstacle at the last possible instant. The advantage of
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Figure 4.3: Dimensionless resultant acceleration as a function of dimensionless time with

the points at which the maximum resultant acceleration occurs for different Vx0.

a nondimensionalized index as compared to an index with dimension is that the relation

between the essential parameters and the avoidance distance or time to collision can be

seen in a two-dimensional plot [111]. Finally, a plot of the ratio of the final-to-initial

longitudinal vehicle velocity is provided.

4.3.1 Lane Change Aspect Ratio

The lane change aspect ratio Ar is the ratio of the longitudinal avoidance distance xf to

the desired final lateral position yf . This ratio can be used to decide whether the lane

change maneuver can avoid the collision. Fig. 4.4 shows a decision-making diagram based

on the lane change aspect ratio. In this figure, the blue solid line represents the lane

change aspect ratio obtained by solving (4.30) for Ar with τ = τa. For the purpose of

comparison, we introduce a stopping maneuver. A stopping maneuver is a maneuver in

which braking by fully using the maximum available vehicle force mtµg to stop the vehicle

in the current lane with the front end of the vehicle just touching the rear end of the

obstacle. The longitudinal distance xs required to stop a vehicle with initial longitudinal

velocity vx0 is as given in [42]

xs =
mtv

2
x0

2Fmax
(4.31)

Dividing (4.31) by yf and then substituting vx0 = Vx0
√
Fmaxyf/

√
mt from (4.20) into

the resulting equation gives the aspect ratio for the stopping maneuver, which is obtained

as V 2
x0/2. This expression is the same as that given in Chapter 2. This aspect ratio is

represented by the red dashed line in Fig. 4.4.
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Depending on the values of the ratio x/yf and Vx0 and the diagram in Fig. 4.4, whether

a collision is avoidable and whether a lane change or stopping maneuver will be more

effective can be decided. The most effective maneuver is the maneuver with the smallest

aspect ratio. The blue solid line indicates the last point at which the collision can be

avoided by a lane change maneuver, and the red dashed line indicates the last point at

which the collision can be avoided by a stopping maneuver. The switching point between

these maneuvers is at Vx0 = 5.614465 and Ar = 15.761107. The region labeled as collision

unavoidable is the region in which a collision cannot be avoided using the maneuvers

considered in this chapter. However, depending on x/yf and Vx0, there is a possibility

that aggressive lane change maneuvers, such as those in Chapter 2, can avoid the collision.

Otherwise, collision mitigation by full braking is the only option.
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Figure 4.4: Decision-making diagram based on the lane change aspect ratio.

Note that Fmax depends on the tire-road friction coefficient µ. Before initiating the

avoidance maneuver, first, braking in the current lane can be performed to estimate µ

using a real-time estimation method [96].

4.3.2 Dimensionless Time to Collision

An alternative criterion for deciding whether a collision is avoidable is the dimensionless

time to collision TTC. The conventional time to collision ttc is defined as the ratio of the

range to the range rate. Since the obstacle encountered in the current lane is static, ttc

becomes the ratio of the longitudinal distance between the vehicle and the obstacle to the

longitudinal velocity of the vehicle. Here, ttc is related to the dimensionless form TTC
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using the following definition:

TTC =

√
Fmax

mtyf
ttc (4.32)

Using the definition in (4.32), TTC for the lane change maneuver is Ar/Vx0 and TTC

for the stopping maneuver is Vx0/2. By plotting the dimensionless TTC for the lane

change and stopping maneuvers, we obtain another decision-making diagram, as shown

in Fig. 4.5. Based on this diagram and the measured TTC and Vx0, whether a collision

is avoidable and which is the best maneuver for collision avoidance can be decided. The

blue solid line and the red dashed line indicate the last points at which a collision can be

avoided using the lane change and stopping maneuvers, respectively. The switching point

is at Vx0 = 5.614465 and TTC = 2.807232.
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Figure 4.5: Decision-making diagram based on the dimensionless time to collision.

4.3.3 Final-to-Initial Longitudinal Velocity Ratio

For the lane change maneuver, the ratio of the final-to-initial longitudinal vehicle velocity

is shown in Fig. 4.6. For the range of Vx0 considered in this figure, the ratio is less than

one, indicating that the final velocity is always lower than the initial velocity. For safety

reasons, a lower final longitudinal velocity is desirable. As Vx0 increases, the ratio increases.

4.4 Sliding Mode Controller Design

This section describes the controller design for tracking the desired trajectory consisting

of the path and the velocity profile that are generated using the method explained in
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Figure 4.6: Final-to-initial longitudinal vehicle velocity ratio.

Section 4.2. A combination of 4WS control and DYC is used to track the desired trajectory.

The 4WS controller design is described in this section, and the DYC method is described

in the next section. The 4WS steering controller is designed to track the desired path

based on two points that are equivalent to the COPs relative to the rear and front wheels.

They are referred to as points P and Q, respectively. As shown in Fig. 4.7, point P is at

a distance lp from the vehicle CG, and point Q is at a distance lq from the vehicle CG.

These distances are given as

lp =
Iz
mtlr

(4.33a)

lq =
Iz
mtlf

(4.33b)

where Iz is the yaw moment of inertia, and lf and lr are the distances from the vehicle

CG to the front and rear axles, respectively. The introduction of points P and Q as the

COPs in this chapter essentially follows previous studies [65, 64].

In mechanics textbooks [120, 46, 39], the point at which the force is applied to a

rigid body is called the COP relative to the point at which no effect on the acceleration

is observed. If the initial state of the rigid body was stationary, then the translation

and rotation cancel each other at that point. In the case of hitting a ball with a bat,

the desirable hitting point is the COP relative to the batter’s hand. In some cases, the

observation point is termed the pivot.

From (4.33a) and (4.33b), it is easily seen that the pivot-COP pair is interchangeable.

Specifically, when the lateral force acts at the rear axle, no effects on the lateral acceleration

will be observed at point P. Actually, this relation is more essential for the introduction

of points P and Q, because this realizes the decoupling; i.e., the lateral accelerations at
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Figure 4.7: Path tracking variable definitions.

points P and Q are controllable by the lateral forces of the front and rear tires, respectively.

Point P is actually the unique point such that the rear axle becomes the COP relative to

this point.

4.4.1 Error Dynamics

Using the single-track vehicle model shown in Fig. 4.8 along with the assumptions that

the longitudinal tire forces are zero and the front steering angle δf and rear steering angle

δr are small, the lateral and yaw equations of motion are

Fyf + Fyr = mt(u̇y + uxγ) (4.34a)

Fyf lf − Fyrlr = Izγ̇ (4.34b)

where Fyf and Fyr are the lateral tire forces at the front and rear axles, respectively, uy

and ux are the lateral and longitudinal vehicle velocities, respectively, and γ is the vehicle

yaw rate.

γ

Fyf

Fyr β
ux

uy
u

δr

δf

lr

lf

Figure 4.8: Single-track model for a 4WS vehicle.

Fig. 4.7 shows the heading error ∆ψ, vehicle CG lateral error e, point P lateral error

ep, point Q lateral error eq, and the distance along the path s. According to [64, 36], the
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following equations can be derived from Fig. 4.7:

∆ψ = ψ − ψd (4.35a)

ep = e+ lp sin(∆ψ) (4.35b)

eq = e− lq sin(∆ψ) (4.35c)

ė = uy cos(∆ψ) + ux sin(∆ψ) (4.35d)

ṡ = ux cos(∆ψ)− uy sin(∆ψ) (4.35e)

where ψ is the yaw angle of the vehicle and ψd is the heading angle of the desired path.

Assuming that ∆ψ is small, the first-order error derivatives are expressed as in [64, 36]

∆ψ̇ = γ − κṡ (4.36a)

ėp = ė+ lp∆ψ̇ (4.36b)

ėq = ė− lq∆ψ̇ (4.36c)

The path curvature κ is given by

κ =
ẋÿ − ẍẏ
v3

(4.37)

where v =
√
ẋ2 + ẏ2 is the tangential velocity along the desired path.

Assuming that u̇x∆ψ ≈ 0, the second-order error derivatives are given as

∆ψ̈ = γ̇ − κs̈− κ̇ṡ (4.38a)

ëp = u̇y + uxγ − uxκṡ+ lpγ̇ − lp(κs̈+ κ̇ṡ) (4.38b)

ëq = u̇y + uxγ − uxκṡ− lqγ̇ + lq(κs̈+ κ̇ṡ) (4.38c)

where the time derivative of the curvature κ̇ is given as

κ̇ =
(ẋ

...
y − ...

x ẏ)v2 + 3(ẍẏ − ẋÿ)(ẋẍ+ ẏÿ)

v5
(4.39)

Using (4.34a) and (4.34b), (4.38b) and (4.38c) are rewritten as

ëp =
Fyf + Fyr

mt
− uxκṡ+ lp

Fyf lf − Fyrlr
Iz

− lp(κs̈+ κ̇ṡ) (4.40a)

ëq =
Fyf + Fyr

mt
− uxκṡ− lq

Fyf lf − Fyrlr
Iz

+ lq(κs̈+ κ̇ṡ) (4.40b)

By substituting (4.33a) and (4.33b) into the third terms of (4.40a) and (4.40b), respec-

tively, and simplifying, (4.40a) and (4.40b) are reduced to

ëp =
l

lr

Fyf
mt
− uxκṡ− lp(κs̈+ κ̇ṡ) (4.41a)

ëq =
l

lf

Fyr
mt
− uxκṡ+ lq(κs̈+ κ̇ṡ) (4.41b)

Detailed explanation on the error dynamics can be found in [64, 36].



4. Minimum Jerk Trajectory for Obstacle Avoidance 99

Eqs. (4.41a) and (4.41b) indicate that the error at point P depends only on the lateral

force at the front axle, and, similarly, the error at point Q depends only on the lateral

force at the rear axle. The lateral forces at the front and rear axles are controllable by

the steering angle at the front and rear axles, respectively. The path tracking problem

can be divided into two distinct problems: point P tracks the desired path using front-

wheel steering, and point Q tracks the desired path using rear-wheel steering. Due to the

characteristic of the COPs, these two problems are completely decoupled. The locations

of points P and Q are determined so as to realize the decoupling.

4.4.2 Path Tracking

In this chapter, the sliding mode control technique is used to design the path tracking

controller because this technique offers robustness with respect to parametric and modeling

uncertainties [113]. In addition, sliding mode control has been successfully applied to

various automotive related nonlinear systems including antilock braking system [108],

engine control system [89], and vehicle stability control system [24].

The control objective is to track the desired path. In order to achieve this objective,

the sliding surfaces are defined as

σp = λpep + ėp (4.42a)

σq = λqeq + ėq (4.42b)

where λp and λq are sliding surface design parameters and are strictly positive constants.

Differentiating (4.42a) and (4.42b) with respect to time, we have

σ̇p = λpėp + ëp (4.43a)

σ̇q = λq ėq + ëq (4.43b)

Since the controller derivation for point Q is similar to that for point P, only the

derivation for point P is shown here. Substituting (4.41a) into (4.43a) yields

σ̇p = λpėp +
l

lr

Fyf
mt
− uxκṡ− lp(κs̈+ κ̇ṡ) (4.44)

The equivalent control front lateral force can be obtained by solving σ̇p = 0 for Fyf .

Fyf,eq =
mtlr
l

[uxκṡ+ lp(κs̈+ κ̇ṡ)− λpėp] (4.45)

The control input front lateral force can be written as

Fyf,c = Fyf,eq − kp sgn(σp) (4.46)

where kp is the control gain and sgn is the sign function. The magnitude of kp can be

chosen using the Lyapunov method. Let us use the Lyapunov function candidate as

Vp =
1

2
σ2p (4.47)
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The time derivative of (4.47) is

V̇p = σpσ̇p (4.48)

The magnitude of kp is chosen so that the following sliding condition is satisfied:

V̇p = σpσ̇p ≤ −ηp|σp| (4.49)

where ηp is a strictly positive constant. Substituting (4.44) into (4.49) yields

σp

[
λpėp +

l

lr

Fyf
m
− uxκṡ− lp(κs̈+ κ̇ṡ)

]
≤ −ηp|σp| (4.50)

Using the control input (4.46), (4.50) can be expressed as

−kplσp sgn(σp)

mtlr
≤ −ηp|σp| (4.51)

By solving the inequality (4.51) for kp, we obtain

kp ≥
ηpmtlr
l

(4.52)

In order to reduce the chattering effects, the sign function is replaced with a saturation

function [113]

sat
( σp

Φp

)
=


σp
Φp
, if

∣∣∣ σp
Φp

∣∣∣ ≤ 1

sgn(σp), otherwise.

(4.53)

where Φp is the boundary layer thickness. Then, the control input front lateral force

becomes

Fyf,c =
mtlr
l

[uxκṡ+ lp(κs̈+ κ̇ṡ)− λpėp]− kp sat
( σp

Φp

)
(4.54)

Similarly, the control input rear lateral force is derived as

Fyr,c =
mtlf
l

[uxκṡ− lq(κs̈+ κ̇ṡ)− λq ėq]− kq sat
( σq

Φq

)
(4.55)

where Φq is the boundary layer thickness. The value of kq that satisfies the sliding condition

is

kq ≥
ηqmtlf
l

(4.56)

One can easily obtain the sharpness ς of the path, which is defined as the rate of change

of the curvature with respect to the distance along the path

ς =
κ̇

v
(4.57)

Using κ̇ = ςv from (4.57), ṡ = v, and s̈ = v̇, the control laws (4.54) and (4.55) are rewritten

as

Fyf,c =
mtlr
l

[uxκv + lp(κv̇ + ςv2)− λpėp]− kp sat
( σp

Φp

)
(4.58)
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Fyr,c =
mtlf
l

[uxκv − lq(κv̇ + ςv2)− λq ėq]− kq sat
( σq

Φq

)
(4.59)

Now, these control laws are given as functions of the path sharpness.

From (4.33a) and (4.33b) with Iz ≈ mtlf lr [7], lp = lf and lq = lr. The lateral

accelerations at points P and Q, denoted as ayp and ayq, respectively, are given as

ayp =
l

mtlr
Fyf,c (4.60a)

ayq =
l

mtlf
Fyr,c (4.60b)

The lateral force fty of a tire is given by the pure lateral slip brush tire model, as in

[61]

fty =


−Cαz +

C2
α

3µFz
|z|z − C3

α

27µ2F 2
z

z3, if |α| ≤ αsl

−µFz sgn(α), otherwise.

(4.61)

where Cα is the tire cornering stiffness, α is the tire slip angle, Fz is the vertical tire

load, z = tanα, and αsl = arctan(3µFz/Cα). The angle αsl is the angle at which sliding

begins. Brush tire model is a nonlinear tire model that is commonly used for controllers

that are designed for different purposes [47, 61, 87]. Compared to the Magic Formula tire

model which is an empirical tire model, brush tire model is an analytical tire model and

it requires fewer parameters.

The tire model (4.61) can be used to generate the sum of the lateral tire forces at each

axle. Accordingly, the cornering stiffness Cα in (4.61) becomes the sum of the cornering

stiffnesses at each axle, and the vertical tire load Fz in (4.61) becomes the vertical load

at each axle. The vertical load at the front axle Fzf and the vertical load at the rear axle

Fzr are given as

Fzf =
msglr
l

+mfsg −
mtaxhs

l
(4.62a)

Fzr =
msglf
l

+mrsg +
mtaxhs

l
(4.62b)

where ms is the sprung mass, mfs and mrs are the unsprung masses at the front and rear

axles, respectively, ax is the longitudinal acceleration, and hs is the height of sprung mass

CG.

The desired tire slip angle can be obtained by taking the inverse function of (4.61),

which is denoted as f−1ty . This inverse function is obtained by solving (4.61) with respect

to α [61]. The front steering angle command δf and rear steering angle command δr are

expressed as functions of the lateral forces Fyf,c and Fyr,c, respectively,

δf = β +
lfγ

ux
− f−1ty (Fyf,c) (4.63a)

δr = β − lrγ

ux
− f−1ty (Fyr,c) (4.63b)
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where β is the vehicle sideslip angle.

In a previous study [65], a path tracking sliding mode controller for 4WS based on

COPs was developed. In this previous study, the errors for the COPs were defined as

the difference between the radius of the desired path and the radius of the actual path.

The disadvantage of using the radius for error definition is that there may be situations

in which the radius becomes infinite. Furthermore, the steering angles were treated as

control inputs with the assumption of a linear lateral tire force model. In this chapter,

motivated by [64, 36], the lateral forces at the front and rear axles are treated as the

control inputs and are then converted into the respective steering angles using (4.63a) and

(4.63b). Fig. 4.9 is a comparison plot of lateral tire force generated using a linear model

and a brush model. From this figure, the increase in the deviation of the lateral tire force

for a linear model from that of the brush model as the slip angle increases can be clearly

seen, especially at a low friction coefficient. Therefore, a linear tire model gives a less

accurate representation of the lateral force.
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Figure 4.9: Lateral tire force as a function of tire slip angle with Cα = 68.91 kN/rad and

Fz = 5.211 kN.

4.4.3 Velocity Profile Tracking

In order to track the desired velocity, the sliding surface is defined as the difference between

the actual velocity ṡ and the desired velocity v

σx = ṡ− v = ux cos(∆ψ)− uy sin(∆ψ)− v (4.64)

Assuming a small angle for ∆ψ, (4.64) is rewritten as

σx = ux − uy∆ψ − v (4.65)
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Differentiating (4.64) with respect to time, we have

σ̇x = u̇x − u̇y∆ψ − uy∆ψ̇ − v̇ (4.66)

With the assumption u̇y∆ψ ≈ 0, and using ∆ψ̇ = γ − κṡ from (4.36a) and ṡ = v, (4.66)

becomes

σ̇x = u̇x − uyγ + uyκv − v̇ (4.67)

The longitudinal dynamics is expressed as

Xt = mt(u̇x − uyγ) (4.68)

where Xt is the total longitudinal force. Solving (4.68) with respect to u̇x and substituting

the resulting equation into (4.69) gives

σ̇x =
Xt

mt
+ uyκv − v̇ (4.69)

Solving σ̇x = 0 with respect to Xt gives the equivalent control input

Xt,eq = mt(v̇ − uyκv) (4.70)

The control input total longitudinal force Xt,c is expressed as

Xt,c = Xt,eq − kx sgn(σx) (4.71)

Consider a Lyapunov function candidate

Vx =
1

2
σ2x (4.72)

The time derivative of the Lyapunov function candidate is

V̇x = σxσ̇x ≤ −ηx|σx| (4.73)

Substituting (4.69) into (4.73) gives

V̇x = σx

(Xt

mt
+ uyκv − v̇

)
≤ −ηx|σx| (4.74)

Next, substituting (4.71) into (4.74) and then solving the resulting inequality with respect

to kx yields

kx ≥ ηxmt (4.75)

By replacing the sign function in (4.71) with the saturation function, we have

Xt,c = mt(v̇ − uyκv)− kx sat
( σx

Φx

)
(4.76)

where Φx is the boundary layer thickness.
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4.5 Direct Yaw-moment Control

In this section, how the longitudinal tire forces should be distributed so that the vehicle

remains stable throughout the avoidance maneuver is described. These longitudinal forces

are determined according to the total longitudinal force Xt,c and the lateral accelerations

of the COPs ayp and ayq. Fig. 4.10 shows a two-track vehicle model that is assumed for

the direct yaw-moment control. The vehicle is assumed to perform translational and yaw

motions on a horizontal plane.

γ

Y1

Y3

β
ux

uy

u
δr

δf

lr

lf

X1

δf

X2

Y2

X3

δr

X4

Y4

tr

x

y

x0

y0

M

Figure 4.10: Two-track model for a 4WS vehicle.

One of the most commonly used performance indices for the tire force distributors is

the tire force usage [87, 115, 67]. Tire force usage is defined as the ratio of the resultant

tire force to the maximum available tire force

ηi =

√
X2
i + Y 2

i

µiZi
(4.77)

where Xi, Yi, and Zi are the longitudinal and lateral forces, and the vertical tire load,

respectively. The subscript i ∈ {1, 2, 3, 4} denotes the front left, front right, rear left,

and rear right tires, respectively. Note that Xi and Yi are reference forces, and Zi is the

estimated load. If ηi is greater than 1, then the reference tire force will not be realized

owing to saturation, and the required Xt,c, ayp, and ayq will not be realized, which will

result in unstable vehicle motion.

The evaluation of tire force usage requires the longitudinal and lateral forces, and

the vertical tire loads. Since the wheels on the same axle are assumed to have the same
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steering angle, the lateral tire force of each tire is given as in [81]

Y1 =
Z1

Z1 + Z2

mtayplr −M
l

(4.78a)

Y2 =
Z2

Z1 + Z2

mtayplr −M
l

(4.78b)

Y3 =
Z3

Z3 + Z4

mtayqlf +M

l
(4.78c)

Y4 =
Z4

Z3 + Z4

mtayqlf +M

l
(4.78d)

where M is the direct yaw moment. The vertical tire loads are expressed as follows:

Z1 =
1

2

msglr
l

+
mfsg

2
− 1

2

mtaxhs
l

− mtayhs
tr

kφf
kφf + kφr

(4.79a)

Z2 =
1

2

msglr
l

+
mfsg

2
− 1

2

mtaxhs
l

+
mtayhs
tr

kφf
kφf + kφr

(4.79b)

Z3 =
1

2

msglf
l

+
mrsg

2
+

1

2

mtaxhs
l

− mtayhs
tr

kφr
kφf + kφr

(4.79c)

Z4 =
1

2

msglf
l

+
mrsg

2
+

1

2

mtaxhs
l

+
mtayhs
tr

kφr
kφf + kφr

(4.79d)

where tr is the track width, and kφf and kφr denote the roll stiffnesses at the front and rear

axles, respectively. In the right-hand side of (4.79), the first and second terms correspond

to the static vertical tire loads, the third term corresponds to the longitudinal load transfer,

and the fourth term corresponds to the lateral load transfer [9].

The following equations are treated as the constraints that must be satisfied by the

longitudinal tire forces [81]:

X1 +X2 +X3 +X4 = Xt,c (4.80a)

tr
2

(X2 −X1 +X4 −X3) = M (4.80b)

For simplicity, let XL = X1 + X3 and XR = X2 + X4, where XL is the sum of the

longitudinal forces of the left-side tires, and XR is the sum of the longitudinal forces of

the right-side tires. Here, XL and XR are obtained as the solution to the simultaneous

equations (4.80a) and (4.80b), as given in [81]

XL

XR

}
=
Xt,c

2
∓ M

tr
(4.81)

4.5.1 Minimax Optimization of Squared Tire Force Usage

In this subsection, we formulate the problem as minimizing the maximum tire force usage.

In a previous paper [48], a tire force distribution method that minimizes the maximum

tire workload for given direct yaw moment was proposed. Later, the convexity of the
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objective function with respect to the direct yaw moment was proved [81], and the golden

section search method was used to find the optimum direct yaw moment Mopt. Once

Mopt is calculated, the tire force distribution can be readily determined. However, the tire

workload does not consider the individual tire-road friction coefficient.

In this chapter, we use the following objective function, which is the maximum value

of the squared tire force usage:

J∞ = max
i
η2i = max

i

X2
i + Y 2

i

F 2
i

(4.82)

where Fi = µiZi is introduced for simplicity. The evaluation of the objective function

(4.82) requires knowledge of the friction coefficient, and estimation methods are available

[85, 82].

The solution method for the minimax optimization of the squared tire force usage is

essentially given in [81]. That method is explained here, with minor modifications. In

[81], the objective function was originally defined based on the tire workloads.

The objective function (4.82) is rewritten as

J∞ = max(JL, JR) (4.83)

where JL and JR are the maximum squared tire force usage on the left and right halves

of the vehicle body, respectively [81].

JL = max
(
η21, η

2
3

)
= max

(
X2

1 + Y 2
1

F 2
1

,
(XL −X1)

2 + Y 2
3

F 2
3

)
(4.84a)

JR = max
(
η22, η

2
4

)
= max

(
X2

2 + Y 2
2

F 2
2

,
(XR −X2)

2 + Y 2
4

F 2
4

)
(4.84b)

Let us consider the left half of the vehicle body for the derivation of the longitudinal

tire forces. The difference in the squared tire force usage between the front and rear wheels

is expressed as a function of X1

fL (X1) = η21 − η23 = aLX
2
1 + bLX1 + cL (4.85)

where

aL =
1

F 2
1

− 1

F 2
3

, bL =
2XL

F 2
3

, cL =
Y 2
1

F 2
1

−
Y 2
3 +X2

L

F 2
3

Three modes are identified using (4.85): mode F, mode R, and mode C [81]. For mode

F, X1 = XL and X3 = 0. The activation condition for this mode is

fL (XL) ≤ 0 (4.86)
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For mode R, X1 = 0, X3 = XL, and the activation condition is

fL (0) ≥ 0 (4.87)

For mode C, X1 = Xc and X3 = XL −Xc. This mode is active when neither (4.86) nor

(4.87) holds. The solution to fL (X1) = 0 is obtained based on the stable formula for the

solution of a quadratic equation given in [95]

Xc =

(
X2
L + Y 2

3

)
F 2
1 − Y 2

1 F
2
3

F 2
1

(
XL +

F3

F1
sgn (XL)

√
A

) (4.88)

where

A = X2
L +

(
1− F 2

3

F 2
1

)
Y 2
1 +

(
1− F 2

1

F 2
3

)
Y 2
3

Moreover, Mopt is determined using the golden section search method with the lower

bound Ml and the upper bound Mu, given as

Ml = max(Mll,Mrl) (4.89a)

Mu = min(Mlu,Mru) (4.89b)

where

Mll

Mlu

}
=
tr
2

[(Xt,c ∓ 2(F1 + F3)]

Mrl

Mru

}
=
tr
2

[−Xt,c ∓ 2(F2 + F4)]

These bounds are modified from those in [81] for the different definition of the objective

function.

4.5.2 Minimization of Weighted Sum of Squared Tire Force Usages

In a previous study [71], the weighted sum of the squared tire workloads was considered

as the objective function of the optimization problem for the tire force distribution. Here,

we consider the minimization of the weighted sum of the squared tire force usages. The

objective function is given as

J2 =

4∑
i=1

wiη
2
i =

4∑
i=1

wi
X2
i + Y 2

i

µ2iZ
2
i

(4.90)

where η2i is the objective function of tire i and wi is the weight of η2i . In order to treat

all objective functions equally, set the weight wi = 1 (i = 1, 2, 3, 4). The derivation given

here is based on the research in [79] on the minimization of the sum of the squared tire

workloads.
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Next, we substitute (4.78), X3 = XL −X1, and X4 = XR −X2 into (4.90), and then

substitute (4.81) into the resulting equation. Solving the optimality condition ∂J2/∂X1 =

0 with respect to X1 gives

X1 =
w3µ

2
1Z

2
1 (Xt,ctr − 2M)

2tr(w3µ21Z
2
1 + w1µ23Z

2
3 )

(4.91)

and solving another optimality condition ∂J2/∂X2 = 0 with respect to X2 gives

X2 =
w4µ

2
2Z

2
2 (Xt,ctr + 2M)

2tr(w4µ22Z
2
2 + w2µ24Z

2
4 )

(4.92)

Using X3 = XL −X1, X4 = XR −X2, (4.91), (4.92), (4.78), and (4.81), the objective

function (4.90) is expressed as a function of M , which is an essential decision variable.

Here, Xi and Yi are determined by the optimum direct yaw moment Mopt, which is ob-

tained by setting the partial derivative of the objective function (4.90) with respect to M

to zero

∂J2
∂M

= 0 (4.93)

and then solving (4.93) for M

Mopt =
Mn

Md
(4.94)

where

Mn =
ayplrmt(w2µ

2
1 + w1µ

2
2)

(Z1 + Z2)2µ21µ
2
2

−
ayqlfmt(w4µ

2
3 + w3µ

2
4)

(Z3 + Z4)2µ23µ
2
4

+
A1Xt,c

2

Md =
w2µ

2
1 + w1µ

2
2

(Z1 + Z2)2µ21µ
2
2

+
w4µ

2
3 + w3µ

2
4

(Z3 + Z4)2µ23µ
2
4

+
A2

tr

with

A1

A2

}
=
l2

tr

(
w1w3

w3µ21Z
2
1 + w1µ23Z

2
3

∓ w2w4

w4µ22Z
2
2 + w2µ24Z

2
4

)

4.5.3 Wheel Torque Command

The driving/braking torque command Ti is given as

Ti = rwiXi (4.95)

where rwi is the radius of wheel i.
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4.6 Numerical Examples

4.6.1 Longitudinal Avoidance Distance and Maximum Jerk

In this chapter, jerk is minimized, which would generally yield a longer longitudinal avoid-

ance distance. In [58], a maximum jerk of 30 m/s3 was considered for collision avoidance.

For automated lane change maneuver, a jerk of 1 m/s3 was considered for human comfort

[23]. Since in this dissertation, the focus is given to collision avoidance, a maximum jerk

of 30 m/s3 is considered as a reference value.

It is important to compare the avoidance distance given by the minimum jerk tra-

jectory to that obtained using other methods. Here, we consider three more methods:

sigmoid, clothoid, and minimum longitudinal avoidance distance-based optimal control.

The optimal control assumes that the vehicle is, at all times, operated at the boundary of

the vehicle friction circle. For sigmoid and clothoid control, the trajectories are generated

by taking into account the initial longitudinal velocity, the desired final lateral position,

the maximum lateral acceleration, and the maximum lateral jerk [58]. For the minimum

jerk and optimal control, the trajectory is generated based on the initial longitudinal ve-

locity, the desired final lateral position, and the maximum available vehicle force. The

avoidance distance comparison is made using the collision avoidance scenarios reported by

Isermann et al. [58]. In order to reduce the vehicle resultant jerk, in a previous study, we

considered another objective function, which is the time average of the time integral of

the squared vehicle resultant jerk [112]

J =
1

tf

∫ tf

0

...
x 2 +

...
y 2 dt (4.96)

Tables 4.1 and 4.2 list the longitudinal avoidance distances and maximum jerks for five

avoidance methods. Note that Quintic 1 and Quintic 2 refer to the avoidance maneuvers

using (4.1) and (4.96), respectively. As indicated in these tables, the optimal control yields

the shortest avoidance distances but the highest maximum jerks. Compared to Quintic 2,

Quintic 1 yields higher jerks but shorter longitudinal avoidance distances.

Table 4.1: Longitudinal Avoidance Distances and Maximum Jerks for vx0 = 36 m/s,

amax = 5 m/s2, and yf = 3 m

Quintic 1 Quintic 2 [112] Optimal Sigmoid [58] Clothoid [58]

Longitudinal avoidance distance [m]

70.04 73.13 54.48 70.42 78.85

Maximum jerk [m/s3]

21.37 18.89 55.82 30.00 30.00
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Table 4.2: Longitudinal Avoidance Distances and Maximum Jerks for vx0 = 36 m/s,

amax = 5 m/s2, and yf = 2 m

Quintic 1 Quintic 2 [112] Optimal Sigmoid [58] Clothoid [58]

Longitudinal avoidance distance [m]

56.29 57.84 44.80 53.39 64.30

Maximum jerk [m/s3]

28.66 26.46 87.12 30.00 30.00

4.6.2 Simulations

In this subsection, numerical simulations are performed to evaluate the tracking perfor-

mance provided by the integration of 4WS sliding mode control and DYC. A 14-degree-of-

freedom (14DOF) vehicle model with a combined slip nonlinear tire model and parameters

corresponding to the E-segment sedan are used for the numerical simulations. The im-

portant vehicle parameters are given in Table 4.3. The simulations are performed in the

Matlab/SIMULINK environment. A tire-road friction coefficient µ of 0.5, corresponding

to a wet road surface condition, is assumed. The desired final lateral position yf is set to

3.5 m, which corresponds to the lane width. Three cases, in which the initial longitudinal

vehicle velocities vx0 are 35 m/s, 30 m/s, and 25 m/s, are investigated. For each case,

the two tire force distributors described in Section 4.5 are tested. The weights of the

weighted sum of the squared tire force usages are set to one. Then, the weighted square

sum minimization becomes square sum minimization.

Instead of using µ = 0.5, a lower friction coefficient can be used for the trajectory

generation in order to avoid the vehicle operating at its friction limit. Since a point mass

model is assumed for the trajectory generation, the maximum resultant acceleration µg

serves as a theoretical lower bound. Therefore, using µ = 0.45, yf = 3.5 m, and vx0 =

35 m/s, 30 m/s, and 25 m/s, the trajectories consisting of the paths and velocity profiles

are generated using the method described in Section 4.2. As µ is reduced from 0.5 to

0.45, the longitudinal avoidance distances for vx0 = 35 m/s, 30 m/s, and 25 m/s increase

from 75.08 m, 65.89 m, and 57.52 m to 78.66 m, 68.82 m, and 59.64 m, respectively. The

dimensionless initial velocities Vx0 corresponding to vx0 = 35 m/s, 30 m/s, and 25 m/s are

8.451543, 7.24418, and 6.036816, respectively. Referring to Fig. 4.4, at these Vx0, stopping

in the current lane would require a larger aspect ratio (longer avoidance distance for given

yf ) than the lane change maneuvers.

Fig. 4.11 shows the vehicle CG paths obtained by integrated control of 4WS and two

different tire force distribution methods for vx0 = 35 m/s, 30 m/s, and 25 m/s. Although

both tire force distributors can track the desired path, the minimax optimization yields

better path tracking performance compared to the square sum minimization. The path
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Table 4.3: Vehicle Parameters

Parameter Symbol Value Units

Total vehicle mass mt 1830 kg

Sprung mass ms 1650 kg

Yaw moment of inertia Iz 3234 kgm2

Front axle distance from vehicle CG lf 1.40 m

Rear axle distance from vehicle CG lr 1.65 m

Track width tr 1.60 m

Height of sprung mass CG hs 0.53 m

Front suspension roll stiffness kφf 1144 Nm/deg

Rear suspension roll stiffness kφr 1372 Nm/deg

Front axle unsprung mass mfs 90 kg

Rear axle unsprung mass mrs 90 kg

Wheel radius rw 0.353 m

Front axle cornering stiffness Cαf 115 kN/rad

Rear axle cornering stiffness Cαr 109 kN/rad

tracking performance is measured in terms of the lateral errors of the COPs. The COPs

lateral errors are shown in Fig. 4.12. With square sum minimization, the maximum lateral

errors of point P are larger compared to the errors of point Q, whereas with minimax

optimization, the maximum lateral errors of points P and Q are approximately the same.

As shown in Fig. 4.12, the maximum error of point P with minimax optimization is sig-

nificantly smaller than that with square sum minimization.

The reasonably small values of the lateral errors for the COPs demonstrates the ro-

bustness of the path tracking controller despite the use of relatively simple single-track

vehicle model and the lumped lateral tire force assumption for the controller design.

The velocity profiles and simulated vehicle velocities for the three different initial ve-

locities are shown in Fig. 4.13. For each initial vehicle velocity, the vehicle velocity with

minimax optimization matches the velocity profile very well, while the vehicle velocity

with square sum minimization has a noticeable deviation from the velocity profile. The

path and velocity profile tracking results suggest that the avoidance maneuver can be re-

alized using the integration of the 4WS sliding mode control and an effective optimization

scheme for the tire force distributor, e.g., minimax optimization.

Fig. 4.14 shows the steering wheel angle, wheel torque, and maximum tire force usage

of each tire for vx0 = 25 m/s. The case in which vx0 = 25 m/s is chosen here because

it has the largest lateral error of point P among the three different initial velocities. As

shown in Fig. 4.14a, for each tire force distributor, the maximum front steering angle is
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Figure 4.11: Vehicle CG paths for (a) vx0 = 35 m/s, (b) vx0 = 30 m/s, and (c) vx0 = 25

m/s. (Blue solid line) Desired path. (Red dashed line) With minimax optimization.

(Green dotted line) With square sum minimization. The red rectangle indicates the vehicle

with minimax optimization, and the green rectangle indicates the vehicle with square sum

minimization. The first rectangle in each plot is drawn at t = 0 s, and the remaining

rectangles are drawn at increments of 0.2 s.

larger than that of the rear steering angle. Fig. 4.14a also shows that the vehicle with

minimax optimization requires a smaller maximum front steering angle than that with

square sum minimization. The maximum front steering rate of the vehicle with square

sum minimization is higher than that with minimax optimization. A slower maximum

steering rate is desirable.

The wheel torques for all wheels are shown in Fig. 4.14b. Note that negative torque

indicates braking torque. For both tire force distributors, the braking torques of the front

wheels are larger than those of the rear wheels. The maximum braking torque required

for minimax optimization is smaller than that required for square sum minimization.

The maximum tire force usages for both tire distributors are shown in Fig. 4.14c. The

maximum force usage here refers to the peak value of the tire force usage throughout the

lane change maneuver. Note that the tire force usage in Fig. 4.14c is evaluated based on

the longitudinal and lateral tire forces and vertical tire load obtained as the simulation

results using the 14DOF vehicle model. As shown in Fig. 4.14c, the front left tire for
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the vehicle with square sum minimization reaches its limit of 1, indicating that tire force

saturation occurs. None of the tires for the vehicle with minimax optimization reaches

their tire force saturation limit, and there is a reasonable margin to the limit. For the

point mass, the ratio of the maximum resultant acceleration to the maximum available

vehicle acceleration is √
ẍ2(ta) + ÿ2(ta)

µg
=

0.45g

0.5g
= 0.9 (4.97)

For minimax optimization, among the four tires, the rear left tire experiences the highest

tire usage, which is equal to 0.933. Compared to the value given in (4.97), the highest tire

force usage with minimax optimization is 3.67% larger. This value is small and indicates

that the minimax optimization is quite effective in reducing the maximum tire force usage.

4.7 Conclusion

Lane change maneuvers with minimum jerk for obstacle avoidance were investigated. The

generation of the desired trajectory takes into account the constraint imposed by the tire-

road friction coefficient. This trajectory can be generated by a numerical solution to a

nondimensionalized equation with one unknown and one input. Therefore, fast computa-

tion of the trajectory can be expected. The longitudinal avoidance distance is reasonably

short, and the maximum jerk is lower compared to other trajectory generation meth-

ods. The integration of the 4WS sliding mode control and DYC is effective for realizing

the obstacle avoidance maneuver and avoiding high tire force usage. Simulation results

also proved that the minimax optimization achieves a lower maximum tire force usage

compared to that of minimization of the sum of the squared tire force usages.
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Figure 4.12: COP lateral errors for (a) vx0 = 35 m/s, (b) vx0 = 30 m/s, and (c) vx0 = 25

m/s.
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Figure 4.13: Velocity profiles and vehicle velocities.
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Figure 4.14: Simulation results for vx0 = 25 m/s. (a) Steering angles. (b) Wheel torques.

(c) Maximum tire force usage.



Chapter 5

Optimal Tire Force Allocation with

Workload Equalization

5.1 Introduction

Maneuverability of a vehicle can be greatly improved by the introduction of the electric

drive system [51, 74, 127, 35, 75]. In addition to the environmental benefits, in-wheel

motors enable individual wheel torque control that enhances the vehicle dynamics perfor-

mance. Researchers in the field of vehicle dynamics and control have proposed various

direct yaw-moment control (DYC) strategies to achieve better vehicle stability and tra-

jectory tracking performances. In general, DYC generates the yaw moment to the vehicle

body using the difference in the left and right longitudinal tire forces [105]. The DYC sys-

tem can be integrated with the active steering control or it can be used as a skid steering

[72].

Considerable efforts have been made to develop the longitudinal tire force allocation

for an improved vehicle dynamics performance [93, 25, 67]. In [119], the authors used

longitudinal tire forces to control vehicle body roll through the suspension mechanism and

have shown that the integration of the roll control and tire force allocation control achieves

better vehicle stability compared to that of the stand-alone roll control system. In [122],

the optimal braking force distribution to minimize the vehicle pitch angle is studied. In

order to further improve the vehicle dynamics performance, there have been attempts to

optimize the vertical tire forces in addition to optimizing the longitudinal and lateral tire

forces, where the vertical tire forces are controlled through the roll stiffness distribution

[86] or by active suspension [68]. The study in [32] has demonstrated that the coordination

of the vertical and longitudinal tire forces contributes to shorter braking distance.

The integration of DYC and steering control yields better maneuverability. The effects

117
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of this integration can be studied using optimal tire force allocation. The optimal tire

force allocation is an integrated chassis control method that optimally allocates the total

longitudinal force, the total lateral force, and the total yaw moment to the longitudinal

and lateral tire forces in such a way that tire force saturation is avoided. A tire saturates

if there are no available longitudinal and lateral tire forces, and this may lead to unstable

vehicle motion. A reasonable index to measure how near the tire is to saturation is the tire

force usage. Tire force usage is defined as the ratio of the resultant of the longitudinal and

lateral tire forces to the product of the vertical tire force and tire-road friction coefficient

[9, 131]. Tire force saturation occurs when the tire force usage reaches unity, and, therefore,

the tire force usage should be kept as low as possible. If the friction coefficient at all four

tires is assumed to be the same, the tire workload, which is defined as the ratio of the

resultant of the longitudinal and lateral tire forces to the vertical tire force, is a reasonable

index to be minimized [32]. If the value of the tire workload reaches the value of the tire-

road friction coefficient, then tire force saturation occurs. In some studies, the tire grip

margin, which is defined as the residual tire force divided by the product of the vertical

tire force and friction coefficient, is used to measure how near the tire is to force saturation

[132]. Instead of using tire force based index to detect tire force saturation, a combined

tire slip based approach was proposed in [60].

The total longitudinal force, the total lateral force, and the total yaw moment, which

are the inputs to the tire force allocator, are the desired values that are computed by

controllers that were designed for different purposes. These controllers include vehicle

dynamics, trajectory tracking, and collision avoidance controllers. In a vehicle dynamics

controller [125, 115, 71], the forces and moment are determined in order to achieve the

desired vehicle motion based on the driver’s inputs to the steering wheel and accelera-

tor/brake pedals. The trajectory tracking controller [91] calculates the forces and moment

required to track the desired trajectory including the path and speed profile. The collision

avoidance controllers determine the forces and moment required to avoid an obstacle by

performing a lane change maneuver [41] or to control the post-impact vehicle path to avoid

a secondary collision [129]. The desired values of the total longitudinal force, total lateral

force, and total yaw moment are achievable using an effective optimal tire force allocation

method that minimizes the worst tire force usage among the four tires.

In order to prevent a tire that is under the worst tire force usage condition from reach-

ing force saturation, various optimal tire force allocation methods have been proposed

for various integrated chassis control strategies having different objective functions. The

optimal tire force allocation is studied for integrated chassis control methods, such as a

four-wheel independent driving/braking force distribution and either two-wheel steering

(2WS), four-wheel steering (4WS), or four-wheel independent steering (4WIS). Mokhia-

mar and Abe proposed minimization of the sum of the squared tire workloads [70] and
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minimization of the weighted sum of the squared tire workloads [71] for 4WIS and a

four-wheel independent driving/braking force distribution. Ono et al. [87] proposed an

optimal tire force allocation scheme for a vehicle with 4WIS and a four-wheel indepen-

dent driving/braking force distribution system that achieves the minimum common tire

force usage among the four tires. Nishihara and Higashino [81] studied minimax opti-

mization, or more specifically minimization of the maximum squared tire workload for

the combinations of 4WS or 4WIS and a four-wheel independent driving/braking force

distribution. A comparison study [79] based on the envelopes on the longitudinal-lateral

acceleration plane that represent the limit performance of the vehicle for the assumed

total yaw moment demonstrated that the minimax optimization achieves a better limit

performance of the vehicle compared to that obtained using the minimization of the sum

of the squared tire workloads. The considerable improvements of the limit performance

by minimax optimization comes from the direct formulation of the problem, whereas the

square sum minimization depends on the indirect effect through the minimization of the

averaged workload [79].

In addition to the work of Ono et al. [87], a number of studies have formulated the

optimal tire force allocation problem by keeping the tire force usage of the four tires

close to each other in order to prevent the situation in which one tire is under a higher

force usage condition as compared to the other tires. Peng et al. [94] minimized the

difference in the normalized tire force reserves. In order to reduce both the difference

in tire force usage among the tires and the tire force usage of each tire, Dai et al. [27]

considered minimization of the weighted sum of the variance and mean value of the tire

force usage. Park and Gerdes [91, 92] proposed an optimization problem that gives the tire

force allocation with equal tire force usage by considering the limitations of the steering

and braking actuators. The optimal tire force allocation problems in [27, 91, 92] are solved

using numerical methods for which reasonably accurate initial guesses are required in order

to ensure fast convergence to the optimal solution.

In this chapter, the tire force allocation by equalizing the tire workloads of the four tires

for a vehicle with 4WS and a four-wheel independent driving/braking force distribution

system is studied and an algebraic solution is derived. The purpose of this chapter is

to clarify the limit performance of the vehicle with the tire force allocation that gives

the minimum common tire workload and the feasibility of the proposed method. The

contributions of this chapter are the derivation of the simple algebraic solution method

for this problem, and the investigation of their effectiveness and feasibility. The problem

is reduced to finding solutions of the two quadratic equations with respect to the direct

yaw moment. The solution of the quadratic equations that gives the minimum common

tire workload is taken. The advantage of algebraic solution over the solution provided by

numerical methods is that there is no need for an initial guess for the design variable. The
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limit performance of the vehicle is evaluated using contour plots of the tire workloads on

the acceleration plane. Then, the feasibility of the tire force allocation is investigated and

studied. It was found that there are cases in which the workload equalization problem is

not feasible. Therefore, this chapter does not propose a practicable tire force allocator.

The remainder of this chapter is organized as follows. The vehicle model used for

the analysis is explained in Section 5.2. Section 5.3 develops the solution method to the

tire force allocation with an equalized tire workload among the four tires for 4WS and

a four-wheel independent driving/braking force distribution. In Section 5.4, the limit

performance of the vehicle is first discussed based on tire workload contour plots, and the

feasibility of the proposed allocation is then discussed. The conclusions are presented in

Section 5.5.

5.2 Vehicle Model

This section describes the vehicle model used for the derivation of the solution method for

the optimal tire force allocation problem.

In this chapter, a three-degree-of-freedom (3DOF) vehicle model, as shown in Fig. 5.1,

is considered in order to develop the optimal tire force allocation method. As shown in

Fig. 5.1, only longitudinal, lateral, and yaw motions that are the motions on a horizontal

plane are performed by the vehicle. Both wheels on the same axle are assumed to have

the same steering angle. The front and rear wheel steering angles are denoted as δf and

δr, respectively. The tire forces Xi and Yi are expressed as functions of Fxi and Fyi, where

Fxi and Fyi are the longitudinal and lateral tire forces, respectively.

Xi = Fxi cos δf − Fyi sin δf , i = 1, 2 (5.1a)

Xi = Fxi cos δr − Fyi sin δr, i = 3, 4 (5.1b)

Yi = Fxi sin δf + Fyi cos δf , i = 1, 2 (5.1c)

Yi = Fxi sin δr + Fyi cos δr, i = 3, 4 (5.1d)

The suffix i has values of 1, 2, 3, and 4, which indicate the front left, front right, rear

left, and rear right tires, respectively. For simplicity, the steering angles are assumed to

be small, such that the longitudinal and lateral tire forces can be represented by Xi and

Yi, respectively.

The sum of the longitudinal tire forces is given by

X1 +X2 +X3 +X4 = Xt (5.2)

where Xt is the total longitudinal force. Similarly, the sum of the lateral tire forces is

Y1 + Y2 + Y3 + Y4 = Yt (5.3)
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Figure 5.1: Two-track vehicle model.

where Yt is the total lateral force. The sum of the yaw moments generated by the longi-

tudinal and lateral tire forces is given by

lf (Y1 + Y2)− lr(Y3 + Y4) +M = Mt (5.4)

where Mt is the total yaw moment, lf and lr are the distances of the front and rear axles

from the vehicle center of gravity (CG), respectively, and M is the direct yaw moment. The

direct yaw moment is defined as the moment generated by the difference in the longitudinal

tire forces of the left and right tires

M =
tr
2

(X2 −X1 +X4 −X3) (5.5)

where tr is the track width.

The values of Xt, Yt, and Mt are the desired values of the forces and moment given by

a high-level controller and should be allocated to the longitudinal and lateral tire forces

such that the situation in which one tire is under a higher workload condition compared

to the other tires is avoided. In Section 5.3, an optimal tire force allocation that achieves

the minimum equalized tire workload among the four tires is presented.

5.3 Optimal Tire Force Allocation With Workload Equalization

In this section, the derivation of the optimal direct yaw moment and the determination

of the optimal tire force allocation for a vehicle with 4WS and a four-wheel independent

driving/braking force distribution system are presented.
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5.3.1 Lateral Tire Forces

The sum of the lateral tire forces at the front axle can be expressed in terms of the lateral

acceleration, ap, at the center of percussion (COP) relative to the rear axle [81, 48]

Yf = Y1 + Y2 =
mtaplr −M

l
(5.6)

Similarly, the sum of the lateral tire forces at the rear axle is expressed in terms of the

lateral acceleration, aq, at the COP relative to the front axle

Yr = Y3 + Y4 =
mtaqlf +M

l
(5.7)

In (5.6) and (5.7), mt is the total vehicle mass, and l = lf + lr is the wheelbase. The

lateral accelerations ap and aq are given as functions of Yt and Mt, as in [81]

ap =
Yt
mt

+
Mt

mtlr
(5.8a)

aq =
Yt
mt
− Mt

mtlf
(5.8b)

The COPs relative to the rear and front axles are located at a distance lp in front of the

vehicle CG and a distance lq behind the vehicle CG, respectively. These distances are

given as

lp =
Iz
mtlr

(5.9a)

lq =
Iz
mtlf

(5.9b)

where Iz is the yaw moment of inertia.

Since the steering angles of the wheels for the same axle are assumed to be the same,

the lateral tire forces are expressed as in [81]

Y1 =
Z1

Z1 + Z2

mtaplr −M
l

(5.10a)

Y2 =
Z2

Z1 + Z2

mtaplr −M
l

(5.10b)

Y3 =
Z3

Z3 + Z4

mtaqlf +M

l
(5.10c)

Y4 =
Z4

Z3 + Z4

mtaqlf +M

l
(5.10d)

where Zi is the vertical force of tire i.
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5.3.2 Vertical Tire Forces

The vertical tire forces are required for the determination of the optimal tire force alloca-

tion and are estimated by the following equations:

Z1 =
1

2

msglr
l

+
mufg

2
− 1

2

mtaxhs
l

− msayhsr
tr

kφf
kφf + kφr

−
msayhf lr

trl
−
mufayhuf

tr

(5.11a)

Z2 =
1

2

msglr
l

+
mufg

2
− 1

2

mtaxhs
l

+
msayhsr

tr

kφf
kφf + kφr

+
msayhf lr

trl
+
mufayhuf

tr

(5.11b)

Z3 =
1

2

msglf
l

+
murg

2
+

1

2

mtaxhs
l

− msayhsr
tr

kφr
kφf + kφr

−
msayhrlf

trl
− murayhur
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(5.11c)

Z4 =
1

2

msglf
l

+
murg

2
+

1

2

mtaxhs
l

+
msayhsr

tr

kφr
kφf + kφr

+
msayhrlf

trl
+
murayhur

tr

(5.11d)

The detailed derivation of (5.11) can be found in [114]. In (5.11), ms is the sprung mass,

muf and mur are the front and rear unsprung masses, respectively, g is gravitational

acceleration, and ax and ay are the vehicle CG longitudinal and lateral accelerations,

respectively. The constants kφf and kφr represent the front and rear roll stiffnesses, re-

spectively. The heights hs, hsr, hf , hr, huf , and hur refer to the height of the sprung mass

CG from the ground, the height of the sprung mass CG above the roll axis, the height of

the front roll center, the height of the rear roll center, the height of the front unsprung

mass CG, and the height of the rear unsprung mass CG, respectively. The height hsr is

expressed as

hsr = hs − hrc (5.12)

where hrc is the height of the sprung mass roll center from the ground and is given as in

[8]

hrc =
lrhf + lfhr

l
(5.13)

The first, second, and third terms on the right-hand side of (5.11) are the static load

due to the sprung mass, the weight of the unsprung mass, and the load transfer due to

the longitudinal acceleration, respectively. The remaining terms express the load transfer

due to the lateral acceleration [108].

The effect of the roll angle on the vertical tire forces can be included for more detailed

numerical simulation or practical implementation, and knowledge of the roll angle can be

made available using an appropriate estimation method [97]. Note that the effects of the

pitch and roll motions on the vehicle CG position are not included.
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5.3.3 Longitudinal Tire Forces

Let the sum of the longitudinal tire forces on the left side of the vehicle body be represented

by XL = X1 +X3, and let the sum of the longitudinal tire forces on the right side of the

vehicle body be represented by XR = X2 +X4. Then, (5.2) and (5.5) can be rewritten as

XL +XR = Xt (5.14)

tr
2

(XR −XL) = M (5.15)

By solving the simultaneous equations (5.14) and (5.15), XL and XR are obtained as in

[81]

XL

XR

}
=
Xt

2
∓ M

tr
(5.16)

Equation (5.16) gives the allocation of the direct yaw moment to the left and right tires.

Once X1, X2, and M are determined, the rear left and rear right longitudinal tire

forces, which are denoted as X3 and X4, respectively, are computed as XL − X1 and

XR − X2, respectively. The determination of X1, X2, and M is described later herein,

where we show that the problem of finding the optimal tire force allocation is reduced to

finding the direct yaw moment M that gives the minimum common tire workload among

the four tires.

5.3.4 Performance Index

The tire workload Wi is defined as the ratio of the resultant tire force to the vertical tire

force Zi

Wi =

√
X2
i + Y 2

i

Zi
, i = 1, ..., 4 (5.17)

The tire friction circle theory states the resultant tire force at any time is limited by the

product of the tire-road friction coefficient and the vertical tire force. Based on this theory,

we can derive the following inequality:

Wi ≤ µ, i = 1, ..., 4 (5.18)

where µ is the tire-road friction coefficient. All tires should satisfy (5.18) during vehicle

motion in order to avoid unstable vehicle behavior. Therefore, tire workload is a reasonable

performance index to be minimized.

If the tire workload reaches the value of the tire-road friction coefficient, then there is

no available tire force for stabilizing the vehicle motion. If the tire workloads of the four

tires are equalized and the equalized value is minimized, then a situation in which a tire

is under a higher workload condition can be avoided.
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5.3.5 Finding the Optimal Direct Yaw Moment

In this subsection, we derive the solution method for the direct yaw moment that results

in the minimum equalized tire workload among the four tires. The resulting direct yaw

moment is the optimal direct yaw moment. Once the optimal direct yaw moment has been

determined, the desired values for the longitudinal and lateral tire forces can be readily

computed.

The squared tire workload of each tire is expressed as follows:

W 2
i =

X2
i + Y 2

i

Z2
i

, i = 1, ..., 4 (5.19)

Let us define the difference in the squared tire workloads between the front left and front

right tires as

f12 = W 2
1 −W 2

2 (5.20)

Using the definition of the squared tire workload in (5.19), along with (5.10a) and (5.10b),

and by setting f12 = 0, we obtain

X2
1Z

2
2 −X2

2Z
2
1 = 0 (5.21)

Solving (5.21) with respect to X1 gives two roots

X1a

X1b

}
= ±Z1

Z2
X2 (5.22)

Note that (5.22) has an intuitive interpretation. Here, X1a indicates that X1 is equal to

the product of X2 and the ratio between Z1 and Z2, and both X1 and X2 are in the same

direction. In addition, X1b indicates that X1 has a magnitude equal to the product of X2

and the ratio between Z1 and Z2, and X1 and X2 are in the opposite direction.

We choose X1 = X1a because both longitudinal tire forces are in the same direction.

Then, the difference between the rear left and rear right squared tire workloads are given

as

f34(X2) = W 2
3 −W 2

4 =
(2trX2Z1 + 2MZ2 − trXtZ2)

2

4t2rZ
2
2Z

2
3

− [2M + tr(Xt − 2X2)]
2

4t2rZ
2
4

(5.23)

Equation (5.23) is identified as a quadratic function with respect to X2. Solving f34(X2) =

0 with respect to X2 gives

X2a =
Z2[trXt(Z3 − Z4) + 2M(Z3 + Z4)]

2tr(Z2Z3 − Z1Z4)
(5.24)

X2b =
Z2[2M(Z3 − Z4) + trXt(Z3 + Z4)]

2tr(Z2Z3 + Z1Z4)
(5.25)

To avoid numerical instabilities when Z2Z3 − Z1Z4 = 0 in the denominator of (5.24),

it can be assumed that |Z2Z3 − Z1Z4| > ε where ε is a small positive constant.
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Using (5.24), the difference between the front left and rear left tire squared workloads

can be written as a quadratic function with respect to the direct yaw moment M

f13a(M) = W 2
1 −W 2

3 = a2M
2 + a1M + a0 (5.26)

where a2, a1, and a0 are the coefficients of the quadratic function (5.26) and are written

as

a2 =
1

l2(Z1 + Z2)2
− 1

l2(Z3 + Z4)2
− (Z1 + Z2 − Z3 − Z4)(Z1 + Z2 + Z3 + Z4)

t2r(Z2Z3 − Z1Z4)2
(5.27a)

a1 = − 2aplrmt

l2(Z1 + Z2)2
−

2aqlfmt

l2(Z3 + Z4)2
+
Xt(Z

2
2 + Z2

3 − Z2
1 − Z2

4 )

tr(Z2Z3 − Z1Z4)2
(5.27b)

a0 =
a2pl

2
rm

2
t

l2(Z1 + Z2)2
−

a2ql
2
fm

2
t

l2(Z3 + Z4)2
− X2

t (Z1 + Z3 − Z2 − Z4)(Z1 + Z4 − Z2 − Z3)

4(Z2Z3 − Z1Z4)2

(5.27c)

Then, f13a(M) = 0 is a quadratic equation with respect to M for which the roots M1 and

M2 can be expressed as functions of the coefficients a2, a1, and a0 based on the formula

given in [95]

M1 =
qMa

a2
(5.28)

M2 =
a0
qMa

(5.29)

where

qMa = −1

2

[
a1 + sgn (a1)

√
a21 − 4a2a0

]
(5.30)

Now, using (5.25), the difference between the squared workloads of the front left and

rear left tires becomes

f13b(M) = W 2
1 −W 2

3 = b2M
2 + b1M + b0 (5.31)

where the coefficients b2, b1, and b0 are

b2 =
1

l2(Z1 + Z2)2
− 1

l2(Z3 + Z4)2
− (Z1 + Z2 + Z3 − Z4)(Z1 + Z2 − Z3 + Z4)

t2r(Z2Z3 + Z1Z4)2
(5.32a)

b1 = − 2aplrmt

l2(Z1 + Z2)2
−

2aqlfmt

l2(Z3 + Z4)2
+
Xt(Z

2
2 + Z2

3 − Z2
1 − Z2

4 )

tr(Z2Z3 + Z1Z4)2
(5.32b)

b0 =
a2pl

2
rm

2
t

l2(Z1 + Z2)2
−

a2ql
2
fm

2
t

l2(Z3 + Z4)2
+
X2
t [(Z3 + Z4)

2 − (Z1 − Z2)
2]

4(Z2Z3 + Z1Z4)2
(5.32c)

By solving f13b(M) = 0 with respect to M , we obtain

M3 =
qMb

b2
(5.33)

M4 =
b0
qMb

(5.34)
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where

qMb = −1

2

[
b1 + sgn (b1)

√
b21 − 4b2b0

]
(5.35)

From the four roots given in (5.28), (5.29), (5.33), and (5.34), the root that gives the

minimum common tire workload among the four tires is the optimal direct yaw moment

Mopt. In order to find Mopt, the front right tire workload W2 is evaluated using M1, M2,

M3, and M4. For M1 and M2, the front right tire workload is evaluated as

W2(M) =

√
X2

2a + Y 2
2

Z2
(5.36)

and for M3 and M4, the front right tire workload is evaluated as

W2(M) =

√
X2

2b + Y 2
2

Z2
(5.37)

Let W2(M1), W2(M2), W2(M3), and W2(M4) be the front right tire workloads evaluated

at M1, M2, M3, and M4, respectively. The optimal direct yaw moment Mopt corresponds

to the direct yaw moment that gives min[W2(M1),W2(M2),W2(M3),W2(M4)].

5.3.6 Optimization Procedures

The optimal longitudinal and lateral tire forces are determined according to the procedures

summarized as follows:

1. Calculate the vertical tire forces using the longitudinal and lateral accelerations

according to (5.11).

2. Compute M1, M2, M3, and M4 using (5.28), (5.29), (5.33), and (5.34), respectively.

3. Evaluate the front right tire workload W2 using M1, M2, M3, and M4. Find

the optimal direct yaw moment Mopt among M1, M2, M3, and M4 that gives

min[W2(M1),W2(M2),W2(M3),W2(M4)].

4. Setting M = Mopt, compute the lateral tire forces Y1, ..., Y4 using (5.10).

5. The front right longitudinal tire forceX2 is given by either (5.24) or (5.25), depending

on which equation corresponds to the minimum common workload among the four

tires. Next, compute the front left longitudinal tire force as X1 = (Z1/Z2)X2. With

M = Mopt, compute XL and XR using (5.16). Then, X3 and X4 are obtained as

XL −X1 and XR −X2, respectively.
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5.3.7 Driving/Braking Torque and Steering Angle Commands

The driving/braking torque command of each wheel is simply a linear function of the

longitudinal tire force

Ti = riXi, i = 1, ..., 4 (5.38)

where ri is the radius of wheel i.

The steering angle commands for the front and rear wheels are denoted as δf and

δr, respectively, and are given as functions of the lateral accelerations ap and aq and the

optimal direct yaw moment Mopt as in [81]

δf =
mtaplr −Mopt

l(Cα1 + Cα2)
+ β +

lfγ

v
(5.39a)

δr =
mtaqlf +Mopt

l(Cα3 + Cα4)
+ β − lrγ

v
(5.39b)

where Cαi(i = 1, ..., 4) is the cornering stiffness of tire i, β is the vehicle sideslip angle, v

is the vehicle velocity, and γ is the vehicle yaw rate.

5.4 Numerical Examples

This section presents the evaluation of the limit performance of the vehicle and clarifies

the feasibility of the optimal tire force allocation with workload equalization. Table 5.1

shows the vehicle parameters for an E-class sedan obtained from CarSim that are used for

numerical examples.

Table 5.1: Vehicle Parameters of an E-Class Sedan

Parameter Symbol Value & Units

Total vehicle mass mt 1830 kg

Sprung mass ms 1650 kg

Distance from vehicle CG to front/rear axle lf/lr 1.40/1.65 m

Track width tr 1.60 m

Height of sprung mass CG hs 0.53 m

Front suspension roll stiffness kφf 1144 Nm/deg

Rear suspension roll stiffness kφr 1372 Nm/deg

Height of front/rear roll center hf/hr 0.062/0.405 m

Front unsprung mass muf 90 kg

Rear unsprung mass mur 90 kg

Height of front unsprung mass CG huf 0.32 m

Height of rear unsprung mass CG hur 0.30 m
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5.4.1 Limit Performance Evaluation

Fig. 5.2 shows a plot of the tire workload as a function of the direct yaw moment for

Xt = −5.49 kN, Yt = 7.32 kN, and Mt = 0 Nm. In order to obtain this plot, the workload

of each tire is evaluated using the lateral and vertical tire forces given in subsections 5.3.1

and 5.3.2, respectively. In order to evaluate the tire workloads, the longitudinal tire forces

are computed by equalizing the workloads of the tires on each side of the vehicle body

as described in [81]. The case in which Xt = −5.49 kN, Yt = 7.32 kN, and Mt = 0 Nm

corresponds to a vehicle performing a left turn with a lateral acceleration of ay = 4 m/s2

while decelerating (ax = −3 m/s2). For the given Xt, Yt, and Mt, the optimal direct yaw

moment Mopt is equal to −1143.41 Nm, and the minimum common tire workload Wmin

is equal to 0.5102. With zero direct yaw moment, the left tires have a higher common

workload with a value of 0.5786, as compared to the right tires, for which the common

workload is 0.4859. With tire workload equalization, the maximum workload decreases by

0.0684, which an indication of the effect of keeping the workloads of the four tires at the

same value on achieving a lower maximum tire workload during simultaneous turning and

deceleration.
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Figure 5.2: Graphical solution to the optimal tire force allocation with workload equaliza-

tion for Xt = −5.49 kN, Yt = 7.32 kN, and Mt = 0 Nm.

A plot of the tire workload as a function of the direct yaw moment for Xt = 5.49 kN,

Yt = 7.32 kN, and Mt = 0 Nm is shown in Fig. 5.3. In this case, the vehicle turns with

a lateral acceleration of ay = 4 m/s2 and a longitudinal acceleration of ax = 3 m/s2. As

shown in the previous plot, the tires on each side of the vehicle body have an identical

workload. In this case, the optimal direct yaw moment Mopt is 1145.98 Nm and the

workload at Mopt is 0.5103, which is the minimum common tire workload Wmin. When

M = 0 Nm, the left tires experience the same workload of 0.5878, which is higher than the
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common workload value of 0.4818 for the right tires. Compared to the case in which M =

0 Nm, the maximum workload is decreased by 0.0775 through the workload equalization,

demonstrating the effect of the optimization of the direct yaw moment in achieving a lower

maximum workload during simultaneous turning and acceleration.
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Figure 5.3: Graphical solution to the optimal tire force allocation with workload equaliza-

tion for Xt = 5.49 kN, Yt = 7.32 kN, and Mt = 0 Nm.

Fig. 5.4 shows the resultant tire force vector and the friction circle of each tire for

Xt = −5.49 kN, Yt = 7.32 kN, and Mt = 0 Nm. The resultant tire force vector is indicated

by the blue arrow, and the friction circle for an assumed tire-road friction coefficient of

0.6 is indicated by the red dashed circle. The radius of the friction circle is given by the

product of the tire-road friction coefficient and the vertical tire force. A blue circle with a

radius equal to the magnitude of the resultant tire force vector is added in order to better

visualize the available force of each tire. With M = Mopt, the resultant tire force vectors

are far from the corresponding friction circles compared to the case in which M = 0 Nm

(see Fig. 5.4b). For the M = 0 Nm case, as shown in Fig. 5.4b, the resultant force vectors

of the left tires are near the corresponding friction circles, and the resultant force vectors

of the right tires are far from the corresponding friction circles. The resultant tire force

vectors and the friction circles for Xt = 5.49 kN, Yt = 7.32 kN, and Mt = 0 Nm for a tire-

road friction coefficient of 0.6 are shown in Fig. 5.5. When M = Mopt, none of the resultant

tire force vectors are near the corresponding friction circles and when M = 0 Nm, the left

tires resultant force vectors are near the corresponding friction circles. These examples

demonstrate the effectiveness of the optimization of the direct yaw moment with workload

equalization in preventing the tire forces from saturating.

Fig. 5.6 shows a contour plot of the minimum common tire workload for Mt = 0 Nm.

In this figure, the horizontal and vertical axes represent the longitudinal and lateral ac-
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Xt = -5.49 kN

Yt = 7.32 kN

W1 = 0.5102
W2 = 0.5102

W3 = 0.5102

W4 = 0.5102

(a)

Xt = -5.49 kN

Yt = 7.32 kN

W1 = 0.5786
W2 = 0.4859

W3 = 0.5786

W4 = 0.4859

(b)

Figure 5.4: Tire force allocation for Xt = −5.49 kN, Yt = 7.32 kN, and Mt = 0 Nm when

(a) M = Mopt and (b) M = 0 Nm.

celerations, respectively. These accelerations are Xt/mt and Yt/mt, respectively. Five

minimum common tire workload contour lines from 0.1 to 0.5, with an increment of 0.1,

are shown in Fig. 5.6. The shapes of the contour lines are approximately concentric circles

centered at (ax, ay) = (0, 0). The radius of the circle obtained from each contour line with

a value µ is similar to the radius of the friction circle, which is equal to µg. This indicates

that the theoretical bound imposed by the friction circle can almost be achieved by the

corresponding minimum common tire workload. The shape and size of the contour lines

are similar to those obtained by minimax optimization [81]. In minimax optimization, the

objective function to be minimized is the maximum value of the squared tire workload

among the four tires [81]

J∞ = max
i
W 2
i = max

i

X2
i + Y 2

i

Z2
i

, i = 1, ..., 4 (5.40)

The contour plot of the optimal direct yaw moment Mopt for Mt = 0 Nm is shown

in Fig. 5.7. A positive direct yaw moment corresponds to the yaw moment in the coun-

terclockwise direction, and vice versa. As shown in Fig. 5.7, the absolute value of Mopt

is large when the vehicle is turning with high lateral acceleration and high longitudinal

acceleration/deceleration. The top left, top right, bottom left, and bottom right regions
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Xt = 5.49 kN

Yt = 7.32 kN

W1 = 0.5103
W2 = 0.5103

W3 = 0.5103

W4 = 0.5103

(a)

Xt = 5.49 kN

Yt = 7.32 kN

W1 = 0.5878
W2 = 0.4818

W3 = 0.5878

W4 = 0.4818

(b)

Figure 5.5: Tire force allocation for Xt = 5.49 kN, Yt = 7.32 kN, and Mt = 0 Nm when

(a) M = Mopt and (b) M = 0 Nm.

are the regions with the largest absolute Mopt. When the lateral acceleration is equal to

zero, Mopt is zero, irrespective of the value of the longitudinal acceleration/deceleration.

5.4.2 Feasibility of Optimal Tire Force Allocation with Workload Equaliza-

tion

The examples considered thus far assume Mt = 0 Nm. Through inspection, we found

that there are possibilities that the quadratic equations f13a(M) = 0 and f13b(M) = 0

have pairs of complex roots when Mt 6= 0. This indicates that there are combinations of

Xt, Yt, and Mt for which there are no feasible tire force allocations with an equalized tire

workload among the four tires.

Note the advantage of the algebraic solutions of f13a(M) = 0 and f13b(M) = 0 as

given in (5.28), (5.29), (5.33), and (5.34) for the analysis performed in this subsection.

The radicands in (5.30) and (5.35) facilitate checking for the existence of real roots for M .

The radicands in (5.30) and (5.35), which are the discriminants of the quadratics (5.26)
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Figure 5.6: Minimum common tire workload contour plot for Mt = 0 Nm.
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Figure 5.7: Optimal direct yaw moment contour plot for Mt = 0 Nm.
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and (5.31), respectively, are denoted as g1(Xt, Yt,Mt) and g2(Xt, Yt,Mt) and are given by

g1(Xt, Yt,Mt) = a21 − 4a2a0 (5.41)

g2(Xt, Yt,Mt) = b21 − 4b2b0 (5.42)

where a2, a1, and a0 are the coefficients of the quadratic function (5.26) and are given in

(5.27a), (5.27b), and (5.27c), respectively. The coefficients b2, b1, and b0 of the quadratic

function (5.31) are given in (5.32a), (5.32b), and (5.32c), respectively.

The nature of the roots of the quadratic equations f13a(M) = 0 and f13b(M) = 0

depends on the sign of the discriminants. Let us consider the discriminant g1(Xt, Yt,Mt).

If g1(Xt, Yt,Mt) > 0, then f13a(M) = 0 has two distinct real roots. If g1(Xt, Yt,Mt) = 0,

then f13a(M) = 0 has a repeated real root. If g1(Xt, Yt,Mt) < 0, then f13a(M) = 0

has no real roots. The discriminant g2(Xt, Yt,Mt) can be explained in a similar manner.

Therefore, the conditions for no real roots of the equations f13a(M) = 0 and f13b(M) = 0

are g1(Xt, Yt,Mt) < 0 and g2(Xt, Yt,Mt) < 0, respectively.

Fig. 5.8 shows a contour plot of the minimum common tire workload forMt = 1000 Nm.

The blue solid lines represent the contour lines that are labeled with the corresponding

minimum common tire workload value. The green region corresponds to g1(Xt, Yt,Mt) <

0, and the red region corresponds to g2(Xt, Yt,Mt) < 0. There are no real roots for

both f13a(M) = 0 and f13b(M) = 0 in the region produced by the intersection of the

regions corresponding to g1(Xt, Yt,Mt) < 0 and g2(Xt, Yt,Mt) < 0. This implies that in

the intersection region, there is no value of M that will yield tire force allocation with a

minimum common value of the tire workload.

For the case in which Mt = 3000 Nm, the contour plot of the minimum common tire

workload is shown in Fig. 5.9. The green and red regions correspond to g1(Xt, Yt,Mt) < 0

and g2(Xt, Yt,Mt) < 0, respectively. As in the previous case, the intersection region is the

region in which there are no real roots for both f13a(M) = 0 and f13b(M) = 0. Compared

to the case in which Mt = 1000 Nm, this case has a larger region for no real roots for M .

Fig. 5.10 shows the regions in the longitudinal-lateral acceleration plane in which M1,

M2, M3, and M4 become the optimal direct yaw moment Mopt for Mt = 0 Nm. The blue,

green, red, and yellow regions correspond to the regions in which Mopt is given by M1, M2,

M3, and M4, respectively. This plot clarifies that the optimal tire force allocation with

workload equalization is always possible for Mt = 0 Nm as there is always an appropriate

real root for M . For positive longitudinal acceleration, in most cases, the optimal direct

yaw moment is given by M2, and for negative longitudinal acceleration, the optimal direct

yaw moment is given by M1, M2, M3, or M4 depending on the values of the pair (ax, ay).

The regions in which M1, M2, M3, and M4 are the optimal direct yaw moments for

Mt = 1000 Nm and Mt = 3000 Nm are shown in Figs. 5.11 and 5.12, respectively. In
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Figure 5.8: Minimum common tire workload contour plot for Mt = 1000 Nm. (Green

region) g1(Xt, Yt,Mt) < 0. (Red region) g2(Xt, Yt,Mt) < 0. (Brown region) Region

produced by the intersection of the regions in which g1(Xt, Yt,Mt) < 0 and g2(Xt, Yt,Mt) <

0.

Figs. 5.11 and 5.12, the cyan regions are the regions produced by the intersection of the

regions corresponding to g1(Xt, Yt,Mt) < 0 and g2(Xt, Yt,Mt) < 0. In the cyan region,

there are no real roots for M , as already explained.

It should be noted that the discussion on the infeasible regions is based on the assump-

tion that the front left and front right longitudinal tire forces are in the same direction.

More specifically, the root X1 = X1a was chosen among the two roots in (5.22).

5.4.3 Discussion

There is a possibility that the constraint due to the workload equalization may be relaxed

by some appropriate approach that keeps the workloads of the four tires close to each

other [27]. In this chapter, we did not consider the relaxation problem as we focused on

the workload equalization in order to gain insight into the optimal tire force allocation.

The previous subsection clarified the limitation of the optimal tire force allocation with

workload equalization among the four tires for 4WS and a four-wheel independent driv-
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Figure 5.9: Minimum common tire workload contour plot for Mt = 3000 Nm. (Red region)

g2(Xt, Yt,Mt) < 0. (Brown region) Region produced by the intersection of the regions in

which g1(Xt, Yt,Mt) < 0 and g2(Xt, Yt,Mt) < 0.

ing/braking force distribution system. Due to the strict equality constraint on the tire

workload, the tire force allocation with common tire workload is not always achievable.

However, the solution for the case in which Mt = 0 Nm is useful for lane change maneuvers

for emergency obstacle avoidance [41, 42, 84].

Note that for a vehicle with 4WS and a four-wheel independent driving/braking force

distribution system, one of the most promising optimal tire force allocation methods is

minimax optimization. The objective function for minimax optimization is given in (5.40).

The minimax optimization problem is reduced to a one-dimensional optimization problem

with the direct yaw moment as the design variable [80, 81]. Nishihara and Higashino

[80, 81] proposed the use of the golden section search method to solve the minimax opti-

mization problem. The golden section search method realizes a reasonably fast and precise

optimization.

As already explained based on the contour plot for Mt = 0 Nm in Fig. 5.6, the optimal

tire force allocation with minimum common tire workload achieves the limit performance

of the vehicle as given by minimax optimization. The workload equalization problem
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Figure 5.10: Regions in which M1, M2, M3, and M4 become the optimal direct yaw

moment for Mt = 0 Nm.

requires lower computational effort compared to that of minimax optimization as there is

a simple algebraic solution for the equalization problem. However, for the cases in which

there are feasible solutions when Mt 6= 0, the limit performance of the vehicle obtained

using workload equalization is not always as good as that of minimax optimization.

Another optimization scheme for the tire force allocation that can be found in previous

studies is the square sum minimization, in which the objective function to be minimized

is the square sum of the tire workloads, as given in [70]

Jss =
4∑
i=1

W 2
i =

4∑
i=1

X2
i + Y 2

i

Z2
i

(5.43)

For 4WS and a four-wheel independent driving/braking force distribution, the square sum

minimization has an algebraic solution, and therefore fast computation is expected, but

the limit performance is lower than that of minimax optimization [79]. The minimax

optimization based tire force allocation is the best for the workload minimization because

it directly considers the objective function, and the exact optimal solutions are given in

all cases.
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Figure 5.11: Regions in which M1, M2, M3, and M4 become the optimal direct yaw

moment for Mt = 1000 Nm.

5.5 Conclusion

In this chapter, we have derived and investigated the algebraic solution to the tire force

allocation for the minimum common tire workload among the four tires for a vehicle with

4WS and a four-wheel independent driving/braking force distribution system. The direct

yaw moment as the solution of two quadratic equations that gives the minimum common

tire workload was taken. The theoretical limit performance of the vehicle with the tire

force allocation was evaluated, and the limitation of this allocation was clarified. Using

the discriminants of the quadratic equations, the regions in which there are no feasible

solutions to the workload equalization were identified. Numerical examples demonstrated

that, for the case in which the total yaw moment is zero, the tire force allocation with a

minimum common tire workload among the four tires is always achievable.
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Figure 5.12: Regions in which M1, M2, M3, and M4 become the optimal direct yaw

moment for Mt = 3000 Nm.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

This dissertation presented autonomous lane change maneuvers for emergency obstacle

avoidance. Two approaches were considered: optimal state feedback control and trajectory

generation and tracking control. Chapters 2 and 3 developed the optimal state feedback

controls for the minimum longitudinal avoidance distance and minimum resultant vehicle

force, respectively. The minimum jerk trajectory generation and tracking control methods

were developed in Chapter 4. Both approaches required an effective optimal tire force

allocation method for the realization of the avoidance maneuver. Chapter 5 derived an

algebraic solution to the optimal tire force allocation with a workload equalization for

a vehicle with four-wheel steering (4WS) and four-wheel independent driving/braking

distribution systems.

In Chapter 2, the lane change maneuver with the shortest longitudinal traveling dis-

tance was considered. First, the shortest longitudinal avoidance distances for three avoid-

ance maneuvers, namely, the braking, steering, and steering with braking maneuvers, were

derived. Next, the aspect ratio of the lane change, defined as the ratio of the longitudinal

avoidance distance to the final lateral position, was introduced, and the effectiveness of the

three avoidance maneuvers were discussed based on the aspect ratio of the lane change.

Then, the optimal state feedback control problem for the shortest longitudinal avoidance

distance with combined steering and braking was studied. The outputs of the state feed-

back controller were the total longitudinal and total lateral vehicle forces, assuming a

point mass model of the vehicle. The problem was reduced to a fully nondimensionalized

equation in a single control parameter that could be determined by using the bisection

method. The effectiveness of the proposed method was demonstrated through numerical

examples. The vehicle path and velocity obtained using the optimal state feedback control

agreed well with those of an open-loop optimal control.
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A lane change maneuver for obstacle avoidance with a minimum resultant vehicle force

was discussed in Chapter 3. The shape of the lane change path was proven to be depen-

dent only on the aspect ratio of lane change. An optimal state feedback control that

minimized the resultant vehicle force was developed. The optimal control was determined

by the solution of a fully nondimensionalized equation in a control parameter. The bisec-

tion method, which is a robust root-finding method, was used to solve this equation. A

comparative study of two different objective functions for the optimal tire force allocation

demonstrated that the minimax optimization of the tire workload gave a lower maximum

tire workload during the obstacle avoidance maneuver compared to the minimization of

the squared sum of the workload of each tire. The integration of the optimal control and

the minimax optimization-based optimal tire force allocation was shown to be effective in

avoiding a collision, even in those cases where there was a lateral movement of the obstacle

or the appearance of another obstacle after the intervention was initiated.

Chapter 4 presented the minimum jerk lane change trajectory and integrated chassis

control for obstacle avoidance. A fast computation of the trajectory was expected as only

one nondimensionalized equation in the aspect ratio of the lane change had to be solved

using an iterative method. A comparative study with other trajectory generation methods

such as the sigmoid, clothoid, and optimal control approach, as presented in Chapter 2

indicated that the lane change maneuver with minimum jerk required a reasonably short

longitudinal traveling distance and the lowest jerk during the obstacle avoidance maneuver.

To track the desired trajectory, an integrated 4WS sliding mode control and DYC was used.

This integration achieved a good trajectory tracking and vehicle stabilization performance.

Chapter 5 focused on the optimal tire force allocation by keeping the workloads of

the four tires at the same value for the 4WS and four-wheel independent driving/braking

distribution. An algebraic solution was derived for the tire force allocation problem. For

the case in which the total yaw moment was zero, the contour plot of the minimum

common tire workload was similar to concentric circles with the radius of the contour

being almost the same as the radius of the friction circle, which was given by the product

of the friction coefficient (the value of the friction coefficient was the same as that of the

workload) and the gravitational acceleration. This demonstrated that the theoretical limit

imposed by the friction circle could almost be reached. For those cases in which the total

yaw moment was not zero, the optimal tire force allocation with the workload equalization

could not always be achieved. The region where the tire force allocation with the workload

equalization was not feasible could be easily identified by using the discriminants of two

quadratics.
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6.2 Future Work

The obstacle avoidance problem and integrated chassis control can be further studied in

several ways.

6.2.1 Estimation of Friction Coefficient

The friction coefficient is an important parameter for both the trajectory generation and

optimal tire force allocation. Before the lane change trajectory to avoid the obstacle

can be generated, the friction coefficient information is needed as the maximum available

vehicle acceleration depends on the friction coefficient. The optimal tire force allocation

that uses the tire force as a performance index requires the estimated value of the friction

coefficient for the evaluation of the objective function. In this thesis, the friction coefficient

was assumed to be known. Under the assumption that the vehicle is traveling on a straight

road, the estimation of the friction coefficient can be done in real-time by braking in the

current lane prior to the obstacle avoidance maneuver. Future work could focus on the

collision avoidance system together with an accurate friction coefficient estimation method

so that the maximum available vehicle force and the maximum available tire force can be

accurately estimated.

6.2.2 Integration of Four-Wheel Independent Steering and Four-Wheel In-

dependent Driving/Braking Distribution Systems

In vehicles equipped with in-wheel motors, the longitudinal tire forces can be indepen-

dently controlled, while with a steering actuator at each wheel, the lateral tire forces

can be independently controlled. In vehicles with a 4WIS and four-wheel independent

driving/braking distribution systems, the longitudinal and lateral tire forces of each tire

can be independently controlled to achieve better limit performance. The distribution of

the longitudinal and lateral tire forces with an effective optimization scheme, such as the

minimax optimization of the tire force usage [79] would lower the maximum tire force

usage during the obstacle avoidance maneuver compared to that obtained with a 4WS

and four-wheel independent driving/braking distribution.

6.2.3 Optimization of the Longitudinal, Lateral, and Vertical Tire Forces

In addition to the optimization of the longitudinal and lateral tire force distribution, the

vertical tire forces can be optimized for improved limit performance. The vertical tire

forces can be controlled through the roll stiffness distribution [86] and by using an active

suspension [68]. With the optimization of the three forces of each tire, a further reduction

in the maximum tire force usage or maximum tire workload during the obstacle avoidance
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maneuver can be expected, with a better limit performance by the active suspension

compared to the roll stiffness distribution.

6.2.4 Avoidance of Collision with Oncoming Vehicle in Overtaking Maneuver

In this dissertation, single-lane change maneuvers for the avoidance of obstacles were

studied. However, the situation where there is an oncoming vehicle in the adjacent lane was

not considered. The possibility of a collision with the oncoming vehicle exists. With the

Vehicle-to-X communication, the presence of an oncoming vehicle can be detected. Fig. 6.1

shows an ego vehicle (Vehicle A) autonomously performing an overtaking maneuver to

avoid a static obstacle (Vehicle B) with an oncoming vehicle (Vehicle C) in the adjacent

lane. To reduce the risk of collision between the ego and oncoming vehicles, the distance

margin dAC , which is defined as the longitudinal distance between them at the end of the

maneuver should be maximized [12].

Amrik Singh 1

A AB

C C
passing cutting-inmoving out

dAC

vC

vA

Figure 6.1: Three phases of an overtaking maneuver in the presence of an oncoming vehicle.

(Vehicle A) Ego vehicle. (Vehicle B) Static obstacle. (Vehicle C) Oncoming vehicle.

In [12], the overtaking maneuver with the presence of an oncoming vehicle is formulated

as an optimal control problem with a point mass representation of the vehicle, and it

is solved using PROPT, which is an optimal control software. In [12], the overtaking

maneuver is treated as a single optimal control problem. By dividing the overtaking

maneuver into three phases (moving out, passing, and cutting-in), and defining an optimal

control problem for each of these three phases, some simple solutions can be expected.

The approach that is used in Chapters 2 and 3 can be explored to derive simple solution

method for the overtaking maneuver with the presence of an oncoming vehicle. Another

interesting work would be to investigate the benefit of integrating the 4WS/4WIS and

four-wheel independent driving/braking distribution systems for the maximum achievable

dAC .
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