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Chapter 1

Overview

1.1 Motivations

Let us start with a brief review of the previous works motivating our geo-
metric study of Dynkin quiver type quantum affine Schur-Weyl duality.

1.1.1 Quantum affine Schur-Weyl duality

For a fixed pair (n, d) ∈ (Z>0)
2 of positive integers, we have the following two

fundamental objects: the complex simple Lie algebra sln+1 ≡ sln+1(C) of type
An and the symmetric group Sd of degree d. On the tensor power (Cn+1)⊗d,
we have a right action of Sd permuting tensor factors, which commutes with
the natural left action of the Lie algebra sln+1:

sln+1 ↷ (Cn+1)⊗d ↶ Sd.

This natural (sln+1,Sd)-bimodule structure on (Cn+1)⊗d produces a close re-
lationship between their representation theories. This phenomenon is known
as the classical Schur-Weyl duality and has many interesting variants.

The quantum affine Schur-Weyl duality is a variant involving their quan-
tum affinizations: the quantum loop algebra Uq(Lsln+1) of sln+1 and the affine
Hecke algebra Haf

d (q) of GLd. Both algebras are defined over k := Q(q). Here
we equip the tensor power V⊗d of the natural representation V := kn+1[z±1] of
Uq(Lsln+1) with a commuting right action of Haf

d (q−2) using the R-matrices:

Uq(Lsln+1) ↷ V⊗d ↶ Haf
d (q−2).

4



Chari-Pressley [9] proved that the induced functor

Haf
d (q−2)-mod→ Uq(Lsln+1)-mod; M 7→ V⊗d ⊗Haf

d (q−2) M

gives an equivalence between suitable subcategories of finite-dimensional
modules. For example, when n ≥ d, this functor is fully faithful and its
essential image is closed under extensions of modules.

1.1.2 Ginzburg-Reshetikhin-Vasserot’s realization

The quantum affine Schur-Weyl duality has a beautiful geometric realization
due to Ginzburg-Reshetikhin-Vasserot [20]. Here we recall their construction.

Let µd : Fd → Nd be the Springer resolution of the nilpotent cone Nd of
gld(C), where Fd is the cotangent bundle of the full flag variety of GLd(C).
The morphism µd is equivariant with respect to a natural action of the group
Gd := GLd(C) × C×, where C× acts as the scalar multiplication on the
cone Nd. Due to Ginzburg and Kazhdan-Lusztig [33], the affine Hecke al-
gebra Haf

d (q−2) is isomorphic to the convolution algebra KGd(Zd) ⊗A k of
the equivariant K-group of the Steinberg variety Zd := Fd ×Nd

Fd, where
A = R(C×) = Z[q±1] is the representation ring of C×. On the other
hand, we consider another Steinberg type variety Zd := Md ×Nd

Md. Here
Md is the cotangent bundle of the variety of partial flags in Cd of length
≤ n+ 1. Due to Ginzburg-Vasserot [21], there is an algebra homomorphism
Φ : Uq(Lsln+1) → KGd(Zd) ⊗A k with some nice properties. Based on these
facts, Ginzburg-Reshetikhin-Vasserot considered the intermediary fiber prod-
uct Md×Nd

Fd and identified its equivariantK-group with the bimodule V⊗d.
More precisely, they established an isomorphism

V⊗d ∼= KGd(Md ×Nd
Fd)⊗A k

making the following diagram commute:

Uq(Lsln+1) //

Φ
��

End
(
V⊗d)
∼=
��

Haf
d (q2)oo

∼=
��

KGd(Zd)⊗A k // End
(
KGd(Md ×Nd

Fd)⊗A k
)

KGd(Zd)⊗A k,oo

(1.1)
where horizontal arrows denote the bimodule structures.
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1.1.3 A generalization associated with a Dynkin quiver

Recently, in a series of papers [25, 26, 27, 28], Kang, Kashiwara, Kim and
Oh have established some interesting generalized versions of the quantum
affine Schur-Weyl duality. One of them (treated in [26] by Kang-Kashiwara-
Kim) is associated with a pair (Q, β) of a Dynkin quiver Q of type ADE
and a sum β =

∑
i diαi of simple roots, which plays a similar role as the

pair (n, d) in the previous paragraphs. One player here is the quantum loop
algebra Uq(Lg) of the complex simple Lie algebra g whose Dynkin diagram
is the underlying graph of Q. The other is the quiver Hecke algebra HQ(β)

associated with (Q, β), or actually its completion ĤQ(β) along the grading.
The quiver Hecke algebra HQ(β) is regarded as a generalization of the affine
Hecke algebra Haf

d (q) from some categorical viewpoints as we explain later.
Inspired by the work of Hernandez-Leclerc [24], Kang-Kashiwara-Kim

[26] constructed on a left Uq(Lg)-module V̂ ⊗β which is a direct sum of some
tensor products of affinized fundamental modules a commuting right action
of the algebra ĤQ(β) by using the normalized R-matrices:

Uq(Lg) ↷ V̂ ⊗β ↶ ĤQ(β).

However, to make the ĤQ(β)-action well-defined, we need a technical
assumption on the simpleness of some specific poles of the normalized R-
matrices. This assumption was verified for type AD in [26] by an explicit
computation of the denominators of the normalized R-matrices. On the other
hand, for type E, this had remained a conjecture for a few years until a recent
preprint [46] by Oh-Scrimshaw appeared. In this preprint, the assumption for
type E was verified by explicit computations with a computer. Later in the
present thesis, we give another uniform proof without a direct computation
as a by-product of our geometric realization of the bimodule V̂ ⊗β.

When our quiver is of type An with a monotone orientation Q = (1 →
2 → · · · → n), the corresponding complete quiver Hecke algebra ĤQ(β) is
known to be isomorphic to a certain central completion of the affine Hecke al-
gebra Haf

d (q−2) with d = ht β ([4], [47]). Under this isomorphism, we can ob-

tain Kang-Kashiwara-Kim’s bimodule V̂ ⊗β for this case as the corresponding
completion of the (Uq(Lsln+1), H

af
d (q−2))-bimodule V⊗d in the usual quantum

affine Schur-Weyl duality. In this sense, Kang-Kashiwara-Kim’s construction
can be seen as a generalization of the usual quantum affine Schur-Weyl du-
ality.
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1.1.4 From a categorical viewpoint

Under the well-definedness assumption, Kang-Kashiwara-Kim [26] proved
that the induced functor between the categories of finite-dimensional modules

FQ,β : ĤQ(β)-modfd → Uq(Lg)-modfd; M 7→ V̂ ⊗β ⊗ĤQ(β) M

enjoys several nice properties as explained below.
Associated with a Dynkin quiver Q, we can consider the following two

interesting monoidal categories MQ and CQ. These kinds of monoidal cate-
gories are now a subject of intensive study in connection with the monoidal
categorifications of cluster algebras.

The first one MQ is the direct sum of categories MQ,β = ĤQ(β)-modfd

of finite-dimensional modules of the completed quiver Hecke algebra ĤQ(β).
The monoidal structure on MQ is given by so-called convolution product
(an analogue of the parabolic induction for the affine Hecke algebra). The
quiver Hecke algebra (which is also known as the Khovanov-Lauda-Rouquier
algebra) was introduced by Khovanov-Lauda [34] and by Rouquier [47] inde-
pendently as an algebraic object which generalizes the affine Hecke algebra
Haf
d (q) in the sense that it gives a categorification of the dual of the inte-

gral form U+
v (g)Z of the positive part of the quantized enveloping algebra

Uv(g). More precisely, the quiver Hecke algebra HQ(β) is equipped with a Z-
grading. Thus the Grothendieck group direct sum over β of the categories of
finite-dimensional graded HQ(β)-modules becomes a Z[v±1]-algebra, where v
corresponds to the grading shift. It is known to be isomorphic to the dual
of U+

v (g)Z, under which the classes of self-dual simple modules correspond
to the dual canonical basis elements. The category MQ is obtained by for-
getting the gradings of modules, which corresponds to specializing v to 1 at
the level of the Grothendieck ring. Therefore the complexified Grothendieck
ring of the monoidal category MQ is isomorphic to the coordinate ring C[N ]
of the maximal unipotent group N associated with g:

K(MQ)C ∼= C[N ].

After this specialization, the classes of simple modules correspond to the dual
canonical basis elements.

The second one CQ is a certain monoidal subcategory of the category
of finite-dimensional modules of the quantum loop algebra Uq(Lg), where g
is the complex simple Lie algebra whose Dynkin diagram is the underlying
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graph of the quiver Q. This category was introduced by Hernandez-Leclerc
[24]. The definition of the category CQ involves the Auslander-Reiten quiver
of Q. Hernandez-Leclerc proved that the complexified Grothendieck ring of
CQ is also isomorphic to the coordinate algebra C[N ] of the unipotent group
N associated with g:

K(CQ)C ∼= C[N ].

Moreover the classes of simple modules correspond to the dual canonical
basis elements also in this case.

Hence we encounter a natural question, originally asked by Hernandez-
Leclerc [24], whether there is any functorial relationship between these two
monoidal categories MQ and CQ.

Interestingly, Kang-Kashiwara-Kim’s functor FQ,β explained above gives
an affirmative answer to this question. Let us consider the direct sum functor

FQ :=
⊕
β∈Q+

FQ,β : MQ =
⊕
β∈Q+

MQ,β → Uq(Lg)-modfd.

Note that this is a functor between monoidal categories. Actually, Kang-
Kashiwara-Kim [26] proved that this functor FQ is exact and monoidal.
Moreover they also proved that it lands on Hernandez-Leclerc’s subcate-
gory CQ ⊂ Uq(Lg)-modfd and gives a bijection between simple isomorphism
classes. In particular, it induces a ring isomorphism between Grothendieck
rings

[FQ] : K(MQ)
∼=−→ K(CQ).

Later in the paper [28], Kang-Kashiwara-Kim-Oh conjectured that this
functor FQ is actually an equivalence of monoidal categories. A goal of the
present thesis is to verify this conjecture.

1.2 Main results

In the present thesis, we study Kang-Kashiwara-Kim’s bimodule V̂ ⊗β and
Hernandez-Leclerc’s category CQ using a geometric technique, especially in
connection with the equivariant K-theory of a certain graded quiver variety
due to Nakajima [41]. As a result, we can prove that the functor FQ is an
equivalence between the monoidal categories MQ and CQ.
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First, we give an outline of our geometric realization of the bimodule V̂ ⊗β.
This can be considered as a Dynkin quiver version of Ginzburg-Reshetikhin-
Vasserot’s geometric realization of the usual quantum affine Schur-Weyl du-
ality explained in Section 1.1.2. In our case, the nilpotent cone Nd is re-
placed with the space Eβ :=

⊕
i→j Hom(Cdi ,Cdj) of representations of the

quiver Q over C of dimension vector β. The group Gβ :=
∏

iGLdi(C) nat-
urally acts on Eβ. Instead of the Springer resolution Fd → Nd, we consider
a proper morphism Fβ → Eβ from a “quiver flag variety” Fβ introduced
by Lusztig in order to construct the canonical basis of the quantum group.
Varagnolo-Vasserot [49] proved that the quiver Hecke algebra HQ(β) is iso-
morphic to the convolution algebra of the equivariant Borel-Moore homology

H
Gβ
∗ (Zβ, k), where Zβ := Fβ×Eβ

Fβ. After completion, it is isomorphic to the

completed equivariant K-group K̂Gβ(Zβ)k. On the Uq(Lg)-side, we consider
a canonical Gβ-equivariant proper morphism M•

β → M•
0,β between certain

graded quiver varieties. By Nakajima [42], we have an algebra homomor-

phism Φ̂β : Uq(Lg)→ K̂Gβ(Z•
β)k, where Z

•
β := M•

β ×M•
0,β

M•
β. The key of our

construction is a Gβ-equivariant isomorphism

M•
0,β
∼= Eβ

due to Hernandez-Leclerc [24], which was originally established in order to
give a geometric interpretation to the isomorphism K(CQ)C ∼= C[N ]. This
allows us to form the intermediary fiber product M•

β ×Eβ
Fβ. The following

theorem is a main result of the present thesis.

Theorem 1.2.1 (= Theorem 4.3.4 + Theorem 4.3.6). There is an isomor-
phism

V̂ ⊗β ∼= K̂Gβ(M•
β ×Eβ

Fβ)k
such that the following diagram commutes (up to a twist):

Uq(Lg) //

Φ̂β

��

End
(
V̂ ⊗β

)
∼=
��

ĤQ(β)oo

∼=
� �

K̂Gβ(Z•
β)k

// End
(
K̂Gβ(M•

β ×Eβ
Fβ)k

)
K̂Gβ(Zβ)k,oo

where the horizontal arrows denote the bimodule structures.
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Actually, our geometric construction of the ĤQ(β)-action is independent
of that of [26], which shares the same characterization of the actions. There-
fore, their comparison yields a uniform proof of:

Corollary 1.2.2 (= Corollary 4.2.3). Kang-Kashiwara-Kim’s assumption
[26, Conjecture 4.3.2] on the simpleness of some specific poles of normalized
R-matrices for tensor products of fundamental modules is true for any quiver
Q of type ADE.

Besides, the equivariant Chern character maps enable us to identify the
convolution algebras of the equivariant K-groups with completed equivari-
ant Yoneda algebras of perverse sheaves on Eβ, sometimes called geometric
extension algebras. More precisely, we can prove the following.

Theorem 1.2.3 (=Theorem 4.3.2). The equivariant Chern character maps
induce the following commutative diagram:

K̂Gβ(Z•
β)k

//

∼=
��

End
(
K̂Gβ(M•

β ×Eβ
Fβ)k

)
∼=
� �

K̂Gβ(Zβ)opkoo

∼=

��
Ext∗Gβ

(L•
β,L•

β)
∧ // End

(
Ext∗Gβ

(L•
β,Lβ)∧

)
Ext∗Gβ

(Lβ,Lβ)∧op,oo

where L•
β (resp. Lβ) is the (derived) push-forward of the trivial local system

k along the proper morphism M•
β → Eβ (resp. Fβ → Eβ). In particular,

the bimodule K̂Gβ(M•
β ×Eβ

Fβ)k induces a Morita equivalence between the

convolution algebras K̂Gβ(Z•
β)k and K̂Gβ(Zβ)k.

Note that, in contrast to the isomorphism ĤQ(β) ∼= K̂Gβ(Zβ)k, Naka-
jima’s homomorphism Φ̂β : Uq(Lg) → K̂Gβ(Z•

β)k is unfortunately neither in-
jective nor surjective. Thus we need to add some more study about it and
actually this is the most difficult part. On the one hand, the (modified)
quantum loop algebra U̇q(Lg) has a structure of an affine cellular algebra,
which is characterized by a chain of ideals whose subquotients are isomor-
phic to global Weyl modules (Beck-Nakajima [3, 45]). This can be seen as
a filtered/quantum-loop analogue of the Peter-Weyl theorem. On the other

hand, the convolution algebra K̂Gβ(Z•
β)k has a chain of ideals arising from

the Gβ-orbit stratification of the space Eβ. We compare these structures via
Nakajima’s homomorphism to prove:
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Theorem 1.2.4 (= Proposition 2.3.6 + Theorem 3.3.6). There is a block
decomposition of the category CQ

CQ
∼=
⊕
β∈Q+

CQ,β

corresponding to the weight decomposition of the unipotent coordinate ring
C[N ]. Moreover, for each β ∈ Q+, the pull-back along Nakajima’s homomor-

phism Φ̂β : Uq(Lg)→ K̂Gβ(Z•
β)k induces the equivalence of categories:

Φ̂∗
β : K̂

Gβ(Z•
β)k-modfd

≃−→ CQ,β.

Combining the above three theorems, we finally obtain the conclusion.

Corollary 1.2.5 (= Theorem 4.3.9). For each β ∈ Q+, Kang-Kashiwara-

Kim’s bimodule V̂ ⊗β gives an equivalence of categories:

FQ,β : MQ,β
≃−→ CQ,β.

Therefore, summing up over β ∈ Q+, we obtain the equivalence of monoidal
categories:

FQ : MQ
≃−→ CQ.

Remark 1.2.6. The convolution algebra K̂Gβ(Z•
β)k turns out to be an affine

quasi-hereditary algebra, or equivalently, its module category K̂Gβ(Z•
β)k-modfg

is an affine highest weight category. The notion of affine highest weight cat-
egory is introduced by Kleshchev [35] as a generalization of the notion of
highest weight category introduced by Cline-Parshall-Scott [12]. An affine
highest weight category is characterized by some special homological proper-
ties. In particular, it has standard modules, which filter projective modules.
The quiver Hecke algebra HQ(β) is known to be an affine quesi-hereditary
algebra by Kato [31] and also by Brundan-Kleshchev-McNamara [5]. Thus

we could prove the equivalence FQ,β : MQ,β
≃−→ CQ,β as a consequence of a

comparison of the affine highest weight structures. Indeed, in [18] we realized
this idea by using a theory of tilting modules (see Theorem A.2.7). In the
present thesis, we do not pursue this direction because it looks less elegant
than our geometric realization and anyway a geometric discussion seems to
be inevitable. However, we shall give a proof of the fact that the convolution
algebra K̂Gβ(Z•

β)k is an affine quasi-hereditary algebra using the equivari-
ant K-theory and specify the standard modules for this case as it might be
interesting in itself.

11



1.3 Organization of the thesis

This thesis is written as an edited reprint of the author’s two papers [18] (a
preprint) and [19] (already published online). Roughly speaking, Chapter 2
and Chapter 3 are based on the 1st paper [18], and Chapter 4 is based on the
2nd paper [19]. However, a large part has been suitably modified compared
with the original papers, especially the notation and the ordering of the
explanation.

Chapter 2 is a review of the representation theory of the quantum loop
algebras Uq(Lg) and Hernandez-Leclerc’s category CQ. In Section 2.1, we in-
troduce some notation around a Dynkin quiver and its representation theory
in connection with the associated root system. We also define a coordinate
ϕ of the Auslander-Reiten quiver of the representation category RepQ in
Section 2.1.3, which plays an important role throughout the thesis. In Sec-
tion 2.2, we collect some known facts about the representation theory of the
quantum loop algebra Uq(Lg) of type ADE. In Section 2.3, we recall the
definition of Hernandez-Leclerc’s category CQ and see some basic properties.
We give a block decomposition of the category CQ in Section 2.3.3.

Chapter 3 is a study of the category CQ via the equivariant K-theory
of the graded quiver variety M•

β. In Section 3.1, we recall the definition
of Nakajima’s graded quiver varieties of Dynkin types and prove some basic
facts about the group actions on them. In Section 3.2, we focus on the graded
quiver varieties M•

β →M•
0,β associated to the data (Q, β). We give a review

of Hernandez-Leclerc’s isomorphism M•
0,β
∼= Eβ, and also study the group

actions in detail. Section 3.3 contains an important part of the present thesis
on the convolution algebra K̂Gβ(Z•

β)k. After recalling Nakajima’s homomor-
phism in a general setting in Section 3.3.1 and Section 3.3.2, we focus on the
case associated with (Q, β) and give a proof of Theorem 1.2.4 in Section 3.3.3.

We prove that the convolution algebra K̂Gβ(Z•
β)k is affine quasi-hereditary

in Section 3.3.4, and that it is isomorphic to a geometric extension algebra
by the equivariant Chern character map in Section 3.3.5.

Chapter 4 is devoted to a geometric study of Dynkin quiver type quantum
affine Schur-Weyl duality. In Section 4.1, we give a brief review of the theory
of the quiver Hecke algebras and their geometric realization due to Varagnolo-
Vasserot. Section 4.2 is a short account of the original algebraic construction
of the bimodule V̂ ⊗β by Kang-Kashiwara-Kim. Here we state the conjectures
by Kang-Kashiwara-Kim-Oh precisely. In Section 4.3, we present a geometric
realization of the bimodule V̂ ⊗β and prove Theorem 1.2.1 and Theorem 1.2.3.
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In Appendix A, we collect some general facts about the equivariant K-
thoery and affine quasi-hereditary algebras (affine highest weight categories).

1.4 Overall convention

• We write the set of integers (resp. rational numbers, complex numbers)
by Z (resp. Q, C) as usual;

• An algebra A is always associative and unital (except for the modified
quantum loop algebra U̇q(Lg) defined in Section 2.2.2). We denote by
Aop (resp. A×) the opposite algebra (resp. the set of invertible elements)
of A;

• The category of left A-modules is denoted by A-mod. Its full subcate-
gory consisting of finitely generated A-modules is denoted by A-modfg;

• For a two-sided ideal a ⊂ A and a left A-module M , we denote the
quotient module M/aM by M/a for simplicity;

• Working over a base field F, the symbol ⊗ (resp. Hom) stands for ⊗F
(resp. HomF) if there is no other clarification. If A is an F-algebra, we
denote by A-modfd the category of finite-dimensional left A-modules;

• For i = 1, 2, let Ri be a complete local commutative F-algebra with
maximal ideal ri ⊂ Ri with Ri/ri ∼= F. For any Ri-moduleMi (i = 1, 2),
we denote byM1⊗̂M2 the completion of the (R1⊗R2)-moduleM1⊗M2

with respect to the maximal ideal r1 ⊗ R2 + R1 ⊗ r2 ⊂ R1 ⊗ R2. Note
that M1⊗̂M2 is a module over the complete local algebra R1⊗̂R2;

• For an abelian (resp. additive) category A , we denote its Grothendieck
group (resp. split Grothendieck group) by K(A ). The class of an
object X ∈ A in K(A ) is denoted by [X]. For a field F, we define
K(A )F := K(A )⊗Z F.
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Chapter 2

Representation theory of
quantum loop algebras

2.1 Dynkin quivers

In this section, we introduce some notation around a Dynkin quiver and its
representation theory in connection with the associated root system (Gabriel’s
theorem). We also define a coordinate ϕ of the Auslander-Reiten quiver of
the representation category RepQ in Section 2.1.3, which plays a crucial role
throughout the thesis.

2.1.1 Notation

Throughout this thesis, we fix a finite-dimensional complex simple Lie algebra
g of type ADE and a quiver Q = (I,Ω) whose underlying graph is the Dynkin
diagram of g (see Figure 2.1 below), where I = {1, 2, . . . , n} (resp. Ω) is the
set of vertices (resp. arrows). For an arrow h ∈ Ω, let h′, h′′ ∈ I denote its
origin and goal respectively. We write i ∼ j (resp. i→ j) if there is an arrow
h ∈ Ω such that {i, j} = {h′, h′′} (resp. (i, j) = (h′, h′′)). Then the Cartan
matrix (aij)i,j∈I of g is given by

aij =


2 if i = j;

−1 if i ∼ j;

0 otherwise.
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An (n ∈ Z≥1)
1 2 3 n− 1 n

· · ·

Dn (n ∈ Z≥4)
1 2

· · ·
n− 3 n− 2

n− 1

n

En (n = 6, 7, 8)
1

2

3 4 5
· · ·

n

Figure 2.1: Dynkin diagrams of type ADE

Let P∨ =
⊕

i∈I Zhi be the coroot lattice of g. The fundamental weights
{ϖi}i∈I form a basis of the weight lattice P = HomZ(P

∨,Z) which is dual to
{hi}i∈I . Let αi =

∑
j∈I aijϖj be the i-th simple root and Q =

⊕
i∈I Zαi ⊂ P

be the root lattice. We put P+ =
∑

i∈I Z≥0ϖi and Q+ =
∑

i∈I Z≥0αi. The
Weyl group is the finite groupW of linear transformations on P generated by
the set {ri}i∈I of simple reflections, which are given by ri(λ) := λ− λ(hi)αi
for λ ∈ P. The set R+ of positive roots is defined by R+ = (W{αi}i∈I)∩Q+.

2.1.2 Representations of Dynkin quiver

For an element β ∈ Q+, we fix an I-graded C-vector space D =
⊕

i∈I Di

such that dimD :=
∑

i∈I(dimDi)αi = β. Let us consider the space

Eβ :=
⊕
h∈Ω

Hom(Dh′ , Dh′′)

of representations of the quiver Q of dimension vector β. On the space
Eβ, the group Gβ :=

∏
i∈I GL(Di) acts by conjugation. The set Gβ\Eβ

of Gβ-orbits is naturally in bijection with the set of isomorphism classes of
representations of the quiver Q of dimension vector β. By Gabriel’s theorem,
for each α ∈ R+ there exists an indecomposable representation Mα such that
dimMα = α uniquely up to isomorphism. The correspondence α 7→Mα gives
a bijection between the set R+ of positive roots and the set of isomorphism
classes of indecomposable objects of the category RepQ of finite-dimensional
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representations of Q. Hence, the set

KP(β) =

{
(mα)α∈R+ ∈ ZR+

≥0

∣∣∣∣∣ ∑
α∈R+

mαα = β

}

of Kostant partitions of β labels the set ofGβ-orbits: Gβ\Eβ = {Om}m∈KP(β),
where for each m = (mα) ∈ KP(β), the Gβ-orbit Om corresponds to the
isomorphism class of the representation

⊕
α∈R+ M⊕mα

α . We have the natural
Gβ-orbit stratification

Eβ =
⊔

m∈KP(β)

Om. (2.1)

We define a partial order ⪯ on the set KP(β) of Kostant partitions of β
by the opposite of the orbit closure inclusion. More precisely, for m,m′ ∈
KP(β), we have m ⪯m′ if and only if Om ⊃ Om′ .

2.1.3 Coordinate for the Auslander-Reiten quiver

We fix a height function ξ : I → Z; i 7→ ξi of the quiver Q i.e. it satisfies
ξi = ξj+1 if i→ j. Such a function ξ is determined up to adding a constant.
Choose a total ordering I = {i1, i2, . . . , in} such that ξi1 ≥ ξi2 ≥ · · · ≥ ξin
and define the corresponding Coxeter element c := ri1ri2 · · · rin ∈ W .

The repetition quiver Q̂ = (Î , Ω̂) is an infinite quiver defined by

Î := {(i, p) ∈ I × Z | p− ξi ∈ 2Z},
Ω̂ := {(i, p)→ (j, p+ 1) | (i, p), (j, p+ 1) ∈ Î , i ∼ j}.

Example 2.1.1. The following figure shows the repetition quiver Q̂ of a
Dynkin quiver of type A3, which does not depends on the orientation Ω of Q
up to parity.

(1,−2) (1, 0) (1, 2) (1, 4)

(2,−3) (2,−1) (2, 1) (2, 3)

(3,−2) (3, 0) (3, 2) (3, 4)

· · · · · ·
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It is well-known (cf. [22]) that there exists an isomorphism ϕ from the
Auslander-Reiten quiver of the derived category Db(RepQ) to the repetition

quiver Q̂, which depends on the choice of ξ and is described as follows. Since
each indecomposable object of Db(RepQ) is isomorphic to a unique stalk
complex Mα[k] for some (α, k) ∈ R+ × Z, we have a bijection between the
sets of vertices

R+ × Z ∋ (α, k) 7→ ϕ(Mα[k]) ∈ Î ,

which we denote by the same symbol ϕ. This bijection ϕ : R+ × Z → Î is
determined inductively as follows:

• For each i ∈ I, we put γi :=
∑

j αj where j runs all the vertices j ∈ I
such that there is a path in Q from j to i. ThenMγi is an injective hull
of the 1-dimensional representation Mαi

. We define ϕ(γi, 0) := (i, ξi);

• Inductively, if ϕ(α, k) = (i, p) for (α, k) ∈ R+ × Z, then we define as:

ϕ(c±1(α), k) := (i, p∓ 2) if c±1(α) ∈ R+,

ϕ(−c±1(α), k ∓ 1) := (i, p∓ 2) if c±1(α) ∈ −R+.

Remark 2.1.2. The action of the Coxeter element c corresponds to the
Auslander-Reiten translation.

In the present thesis, we mainly consider the restriction of the bijection
ϕ to the subset R+ = R+ × {0}, which we denote by the same symbol (as an
abuse of notation), i.e. we define a map

ϕ : R+ ↪→ Î

by ϕ(α) := ϕ(α, 0) for α ∈ R+. By construction, the full subquiver of Q̂
whose vertex set is ϕ(R+) is identified with the Auslander-Reiten quiver of
the abelian category RepQ (the core of the natural t-structure ofDb(RepQ)).

Example 2.1.3. Here we give two examples of type A3. In this case, we
have six positive roots R+ = {α1, α2, α3, (α1+α2), (α2+α3), (α1+α2+α3)}.
In the figures below, the arrows correspond to ones in the Auslander-Reiten
quivers and the dashed arrows denote the Auslander-Reiten transformations
(or the actions of the Coxeter elements c).

(1) For the linearly oriented quiver Q = (1 → 2 → 3) with a height

(ξ1, ξ2, ξ3) = (2, 1, 0), the map ϕ : R+ ↪→ Î is given as the following
figure.
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α3 α2 α1

α2 + α3 α1 + α2

α1 + α2 + α3

7→
ϕ

(1,−2) (1, 0) (1, 2)

(2,−1) (2, 1)

(3, 0)

More generally, for the linearly oriented quiver Q = (1→ 2→ · · · → n)
of type An with a height ξi = n− i, we have ϕ(αi) = (1, n+ 1− 2i) for
all 1 ≤ i ≤ n.

(2) For the quiver Q = (1→ 2← 3) with the height (ξ1, ξ2, ξ3) = (2, 1, 2),

the map ϕ : R+ ↪→ Î is given as the following figure.

α2 + α3 α1

α2 α1 + α2 + α3

α1 + α2 α3

7→
ϕ

(1, 0) (1, 2)

(2,−1) (2, 1)

(3, 0) (3, 2)

2.2 Quantum loop algebras

In this section, we recall and prove some facts about representation theory
of quantum loop algebras Uq(Lg) of type ADE.

We keep the notations in the previous section. In particular, we fix a
complex simple Lie algebra of type ADE and a Dynkin quiver Q = (I,Ω) of
the same type. Let q be an indeterminate and let k := Q(q) be the algebraic
closure of the rational function field Q(q) inside

∪
m∈Z≥1

Q((q1/m)).

2.2.1 Definition

Let Lg := g ⊗C C[z±1] be the loop algebra of g. The quantum loop alge-
bra Uq(Lg) defined below is regarded as a q-deformation of the universal
enveloping algebra U(Lg) of Lg.

Definition 2.2.1. The quantum loop algebra Uq ≡ Uq(Lg) associated to g
is a k-algebra with the generators:

{ei,r, fi,r | i ∈ I, r ∈ Z} ∪ {qh | h ∈ P∨} ∪ {hi,m | i ∈ I,m ∈ Z \ {0}}
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satisfying the following relations:

q0 = 1, qhqh
′
= qh+h

′
, [qh, hi,m] = [hi,m, hj,l] = 0,

qhei,rq
−h = qαi(h)ei,r, qhfi,rq

−h = q−αi(h)fi,r,

(z − q±aijw)ψεi (z)x±j (w) = (q±aijz − w)x±j (w)ψεi (z),

[x+i (z), x
−
i (w)] =

δij
q − q−1

(
δ
(w
z

)
ψ+
i (w)− δ

( z
w

)
ψ−
i (z)

)
,

(z − q±aijw)x±i (z)x±j (w) = (q±aijz − w)x±j (w)x±i (z),

{x±i (z1)x±j (z2)x±j (w)− (q + q−1)x±i (z1)x
±
j (w)x

±
i (z2)

+ x±j (w)x
±
i (z1)x

±
i (z2)}+ {z1 ↔ z2} = 0 if i ∼ j,

where ε ∈ {+,−} and δ(z), ψ±
i (z), x

±
i (z) are the formal series defined as

follows:

δ(z) :=
∞∑

r=−∞

zr, ψ±
i (z) := q±hi exp

(
±(q − q−1)

∞∑
m=1

hi,±mz
∓m

)
,

x+i (z) :=
∞∑

r=−∞

ei,rz
−r, x−i (z) :=

∞∑
r=−∞

fi,rz
−r.

In the last relation, the second term {z1 ↔ z2} means the exchange of z1
with z2 in the first term.

Remark 2.2.2. Let ĝ be the (untwisted) affine Lie algebra associated to g
realized as

ĝ = Lg⊕ Cc⊕ Cd

with a suitable Lie algebra structure, where c is a central element and d :=
z d
dz

is the degree operator. The derived subalgebra

ĝ′ := [ĝ, ĝ] = Lg⊕ Cc

is a (unique) central extension of the loop algebra Lg.
Because the affine Lie algebra ĝ is a Kac-Moody algebra associated to

a generalized Cartan matrix of affine type, we have the Drinfeld-Jimbo’s
quantum enveloping algebra Uq(ĝ) of ĝ. By definition, this is a Hopf algebra
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over k generated by the generators {ei, fi | i ∈ I ∪ {0}} ∪ {qh | h ∈ P∨ ⊕
Zc ⊕ Zd} satisfying the well-known relations. The coproduct ∆: Uq(ĝ) →
Uq(ĝ)⊗ Uq(ĝ) is given by:

∆(ei) = ei ⊗ q−hi + 1⊗ ei, ∆(fi) = fi ⊗ 1 + qhi ⊗ fi, ∆(qh) = qh ⊗ qh

for i ∈ I ∪ {0}, h ∈ P∨ ⊕ Zc⊕ Zd.
The subalgebra U ′

q(ĝ) generated by the Chevalley generators {ei, fi, q±hi |
i ∈ I∪{0}} is a Hopf subalgebra of Uq(ĝ). This is regarded as a q-deformation
of the universal enveloping algebra of ĝ′.

By Beck [2] (originally by Drinfeld), we have a k-algebra isomorphism
Uq(Lg) ∼= U ′

q(ĝ)/⟨qc − 1⟩. Actually this isomorphism depends on a function
o : I → {±1} such that o(i) = −o(j) if i ∼ j. Although the choice does not
affect the results of this thesis, we can choose it as o(i) := (−1)ξi for each
i ∈ I for instance, where ξi is the height we have fixed in Section 2.1.3. Via
this isomorphism, the quantum loop algebra Uq(Lg) inherits a structure of
Hopf algebra. By [13], it is known that for each i ∈ I and r ∈ Z>0, we have

∆(hi,±r)− hi,±r ⊗ 1 + 1⊗ hi,±r ∈
⊕

γ∈Q+\{0}

(Uq)∓γ ⊗ (Uq)±γ, (2.2)

where we put (Uq)γ := {x ∈ Uq | qhxq−h = qγ(h)x (∀h ∈ P∨)}. The antipode
S is given by

S(ei) = −eiqhi , S(fi) = −q−hifi, S(qh) = q−h,

which we use to define dual modules.

2.2.2 Finite-dimensional modules

A Uq-module M is said to be of type 1 if it has a decomposition:

M =
⊕
λ∈P

Mλ, Mλ := {m ∈M | qhm = qλ(h)m (∀h ∈ P∨)}.

A nonzero subspace Mλ is called a weight space of M and then λ is called a
weight of M . Let Cg denote the category of finite-dimensional Uq-modules of
type 1. The category Cg becomes an abelian k-linear rigid monoidal category.
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We often use the modified quantum loop algebra denoted by U̇q(Lg),
which is defined by

U̇q ≡ U̇q(Lg) :=
⊕
λ∈P

Uqaλ, Uqaλ := Uq

/∑
h∈P∨

Uq(q
h − qλ(h)),

where aλ stands for the image of 1 in the quotient. The multiplication is
given by

aλaµ = δλµaλ, aλx = xaλ−γ,

where x ∈ (Uq)γ, γ ∈ Q. By definition, considering a U̇q(Lg)-module is the
same as considering a Uq-module of type 1. In particular, we have Cg =
U̇q(Lg)-modfd.

In order to describe some more detailed structures of modules, we em-
ploy the following notation, which is less standard in references. Let P :=⊕

(i,a)∈I×k× Zϖi,a be the set of ℓ-weights, which is a free abelian group with

a basis {ϖi,a | i ∈ I, a ∈ k×}. We call a basis element ϖi,a a fundamen-
tal ℓ-weight. An element in the submonoid P+ :=

∑
Z≥0ϖi,a is said to be

ℓ-dominant. We define a Z-linear map cl : P → P by ϖi,a 7→ ϖi. For each
(i, a) ∈ I × k×, we define the corresponding ℓ-root αi,a ∈ P by

αi,a := ϖi,aq +ϖi,aq−1 −
∑
j∼i

ϖj,a.

We define the ℓ-root lattice by Q :=
⊕

(i,a)∈I×k× Zαi,a ⊂ P and set Q+ :=∑
Z≥0αi,a. Note that cl : P → P induces a map cl : Q → Q since cl(αi,a) =

αi. We define a partial order ≤ on P called the ℓ-dominance order by the
condition that for λ,µ ∈ P , we have λ ≤ µ if and only if µ− λ ∈ Q+.

Let Uq(Lh) denote the commutative k-subalgebra of Uq(Lg) generated by
elements {qh | h ∈ P∨} ∪ {hi,r | i ∈ I, r ∈ Z \ {0}}. A module M ∈ Cg

decomposes into a direct sum of generalized eigenspaces for Uq(Lh) as M =⊕
MΨ± , where Ψ± = (Ψ±

i (z))i∈I ∈ k[[z∓1]]I and

MΨ± := {m ∈M | (ψ±
i (z)−Ψ±

i (z) id)
Nm = 0 for any i ∈ I and N ≫ 0}.

It is known (see [16, Proposition 1]) that if MΨ± ̸= 0, there is a unique
ℓ-weight λ =

∑
li,aϖi,a ∈ P such that we have

Ψ±
i (z) = qcl(λ)(hi)

(∏
a∈k×

(
1− aq−2z−1

1− az−1

)li,a)±

, (2.3)
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where (−)± denotes the formal expansion at z = ∞ and 0 respectively. In
this case, we write Mλ = MΨ± and call it the ℓ-weight space of ℓ-weight λ.
By definition, we get

Mλ =
⊕

λ∈P,cl(λ)=λ

Mλ

for each λ ∈ P.
We say a module M ∈ Cg is an ℓ-highest weight module with ℓ-highest

weight λ ∈ P if there exists a generating vector m0 ∈M satisfying

x+i (z)m0 = 0, ψ±
i (z)m0 = qcl(λ)(hi)

(∏
a∈k×

(
1− aq−2z−1

1− az−1

)li,a)±

m0

for each i ∈ I. Compare the latter equation with (2.3). In this case, the
ℓ-highest weight λ automatically becomes ℓ-dominant, i.e. λ ∈ P+ and we
have Mλ = k · m0. Any simple module in Cg is known to be an ℓ-highest
weight module and to be determined by its ℓ-highest weight uniquely up to
isomorphism. We denote by L(λ) the simple module whose ℓ-highest weight
is λ ∈ P+.

Remark 2.2.3. In the original classification result by Chari-Pressley [8],
the simple finite-dimensional type 1-modules are parametrized by I-tuples
of polynomials with constant terms 1, i.e. (πi(u))i∈I with πi(u) ∈ 1 + uk[u],
which are usually referred as the Drinfeld polynomials. In this notation, the
simple module L(λ) of its ℓ-highest weight λ ∈ P+ corresponds the Drinfeld
polynomial (πi(u))i∈I given by

πi(u) =
∏
a∈k×

(1− au)li,a

for each i ∈ I where λ =
∑
li,aϖi,a.

The following fundamental result is originally conjectured by Frenkel-
Reshetikhin [16] and proved by Nakajima [41] (for g of type ADE using quiver
varieties) and by Frenkel-Mukhin [15] (for general finite-dimensional simple
Lie algebra g).

Proposition 2.2.4. For a dominant ℓ-weight λ ∈ P+ and an ℓ-weight µ ∈ P ,
we have L(λ)µ ̸= 0 only if µ ≤ λ.
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The q-character χq(M) of a module M ∈ Cg is defined as an element of
the group algebra Z[P ] =

⊕
λ∈P Zeλ by

χq(M) :=
∑
λ∈P

(dimMλ)e
λ.

In the references, the q-character χq(M) is usually written as a Laurent
polynomial in variables {Yi,a | i ∈ I, a ∈ k×}, where Yi,a is the element
eϖi,a ∈ Z[P ] in our notation.

Proposition 2.2.5 (Frenkel-Reshetikhin [16]). For M1,M2 ∈ Cg, we have

χq(M1 ⊗M2) = χq(M1) · χq(M2).

Moreover, the induced ring homomorphism χq : K(Cg) → Z[P ] is injective.
In particular, the Grothendieck ring K(Cg) is commutative.

Proof. This is a consequence of the formula (2.2) and the classification of
simple objects in Cg described above. See [16, Section 3] for details.

Remark 2.2.6. Nevertheless, M1⊗M2 ̸∼= M2⊗M1 for generalM1,M2 ∈ Cg.

For each M ∈ Cg, we define its left dual module M∗ (resp. right dual
module ∗M) as the dual space Homk(M, k) with the left Uq(Lg)-action ob-
tained by twisting the natural right action by using the antipode S (resp.
S−1). For any M1,M2 ∈ Cg, we have

(M1 ⊗M2)
∗ ∼= M∗

2 ⊗M∗
1 ,

∗(M1 ⊗M2) ∼= ∗M2 ⊗ ∗M1.

We define the following Z-linear maps on P :

(−)∗ : P → P ; ϖi,a 7→ ϖ∗
i,a := ϖi∗,aq−h ,

∗(−) : P → P ; ϖi,a 7→ ∗ϖi,a := ϖi∗,aqh ,

where i 7→ i∗ is an involution on I defined by αi∗ := −w0αi and h is the
Coxeter number (the order of a Coxeter element of W ). Under this notation,
we have

L(ϖi,a)
∗ ∼= L(ϖ∗

i,a),
∗L(ϖi,a) ∼= L(∗ϖi,a).
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2.2.3 Weyl modules

In this subsection, we recall the global and local Weyl modules of Uq in-
troduced by Chari-Pressley [10]. Also we define the deformed local Weyl
module, which plays a role of a standard module of an affine highest weight
category.

Definition 2.2.7. A Uq-module M of type 1 is said to be ℓ-integrable if
the following property is satisfied: for each m ∈ M , there exists an integer
n0 ≥ 1 such that we have ei,r1ei,r2 · · · ei,rNm = fi,r1fi,r2 · · · fi,rNm = 0 for any
N ≥ n0 and any i ∈ I, r1, . . . , rN ∈ Z.

Remark 2.2.8. We do not impose that dimMλ < ∞ for ℓ-integrability.
Note that any finite-dimensional modules of type 1, i.e. any objects of the
category Cg are automatically ℓ-integrable.

First we define the global Weyl modules.

Definition 2.2.9. Let λ ∈ P+ be a dominant weight. We define the corre-
sponding global Weyl module W(λ) to be the left Uq-module generated by a
cyclic vector wλ satisfying the following relations:

ei,rwλ = 0, qhwλ = qλ(h)wλ, (fi,r)
λ(hi)+1wλ = 0,

where i ∈ I, r ∈ Z and h ∈ P∨.

For a dominant weight λ =
∑

i∈I liϖi ∈ P+, we define the following k-
algebra of partially symmetric Laurent polynomials:

R(λ) :=
⊗
i∈I

(k[z±1
i ]⊗li)Sli =

⊗
i∈I

k[z±1
i,1 , . . . , z

±1
i,li
]Sli . (2.4)

Theorem 2.2.10 (Chari-Pressley [10], Nakajima). Write λ =
∑

i∈I liϖi ∈
P+.

(1) The global Weyl module W(λ) is ℓ-integrable and has the following
universal property: If M is an ℓ-integrable Uq-module with a cyclic
vector m ∈ Mλ of weight λ satisfying x+i (z)m = 0 for any i ∈ I, then
there is a unique Uq-homomorphism W(λ)→M such that wλ 7→ m;

(2) EndUq(W(λ)) ∼= R(λ) and W(λ) is free over R(λ) of finite rank;
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(3) For any i ∈ I, we have:

ψ±
i (z)wλ = qli

li∏
k=1

(
1− q−2zi,kz

−1

1− zi,kz−1

)±

wλ.

Proof. See [10, Section 4]. The freeness over R(λ) in the assertion (2) is
proved by the geometric realization due to Nakajima. For details, see Theo-
rem 3.3.2 and Theorem 3.3.3 (2) below.

Remark 2.2.11. The global Weyl module W(λ) is known to be isomorphic
to the level 0 extremal weight module V max(λ) of the extremal weight λ,
defined by Kashiwara [29]. See [10, Proposition 4.5] and [43, Remark 2.15].

Next we consider the local Weyl modules. We identify a point of the
quotient space (k×)N/SN with a Z≥0-linear combination of formal symbols
{[a] | a ∈ k×} whose coefficients sum up to N . Note that we have

SpecmR(λ) ∼=
∏
i∈I

(
(k×)li/Sli

)
.

Let λ =
∑

(i,a)∈I×k× li,aϖi,a ∈ P+ be an ℓ-dominant ℓ-weight and put λ :=

cl(λ) ∈ P+. We denote by mλ the maximal ideal of R(λ) corresponding to
the point (∑

a∈k×
li,a[a]

)
i∈I

∈
∏
i∈I

(
(k×)li/Sli

)
.

Definition 2.2.12. We define the local Weyl module W (λ) corresponding
to λ ∈ P+ by W (λ) := W(λ)/mλ. We denote the image of the cyclic vector
wλ ∈W(λ) by wλ ∈ W (λ).

Theorem 2.2.13 (Chari-Pressley [10]). Let λ ∈ P+ be an ℓ-dominant ℓ-
weight.

(1) The local Weyl module W (λ) is a finite-dimensional ℓ-highest weight
module of ℓ-highest weight λ with W (λ)λ = k · wλ. Moreover it has
the following universal property: If M ∈ Cg is an ℓ-highest weight
module of ℓ-highest weight λ with Mλ = k ·m0, then there is a unique
Uq-homomorphism W (λ)→M with wλ 7→ m0;

(2) W (λ) has a simple head isomorphic to L(λ).
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Proof. Follows from Theorem 2.2.10.

Let us introduce the deformed local Weyl modules as infinitesimal formal
deformations of the local Weyl modules. Let λ =

∑
li,aϖi,a ∈ P+ be an

ℓ-dominant ℓ-weight and set λ := cl(λ). We define the mλ-adic completion
as

R(λ)∧λ := lim←−
k

R(λ)/mk
λ.

Definition 2.2.14. We define the deformed local Weyl module Ŵ (λ) corre-
sponding to λ ∈ P+ by

Ŵ (λ) := W(λ)⊗R(λ) R(λ)
∧
λ
∼= lim←−

k

W(λ)/mk
λ.

We set ŵλ := wλ ⊗ 1 ∈ Ŵ (λ).

We also use the following algebra:

R(λ) :=
⊗
i∈I

⊗
a∈k×

(
k[z±1

i ]⊗li,a
)Sli,a . (2.5)

Note that the algebra R(λ) is a subalgebra of R(λ) for λ = cl(λ). Let rλ be
a maximal ideal of R(λ) corresponding the point

(li,a[a])(i,a)∈I×k× ∈
∏

(i,a)∈I×k×

(
(k×)li,a/Sli,a

)
= SpecmR(λ).

Then we have mλ = R(λ) ∩ rλ and there is a natural isomorphism

R̂(λ) := lim←−
k

R(λ)/rkλ
∼= R(λ)∧λ. (2.6)

Therefore we identify R(λ)∧λ with R̂(λ).

Proposition 2.2.15. The deformed local Weyl module Ŵ (λ) satisfies the
following properties:

(1) For each M ∈ Cg, taking the image of ŵλ gives a natural isomorphism:

HomUq(Ŵ (λ),M) ∼= {m ∈Mλ | ei,rm = 0 for any i ∈ I, r ∈ Z};

(2) EndUq(Ŵ (λ)) = R̂(λ) and Ŵ (λ) is free over R̂(λ) of finite rank;

(3) Ŵ (λ)/rλ ∼= W (λ).

Proof. Follows from Theorem 2.2.10.
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2.2.4 Affine cellular structure

In this section, we briefly recall the affine cellular algebra structure (in the
sense of [36]) of the modified quantum loop algebra U̇q in terms of the global
Weyl modules, following [3], [45].

Let λ =
∑

i∈I liϖi ∈ P+. By Theorem 2.2.10 (2), the global Weyl mod-

ule W(λ) is regarded as a (U̇q, R(λ))-bimodule. We obtain a (R(λ), U̇q)-
bimodule W(λ)♯ from W(λ) by twisting the actions of U̇q and R(λ) by the

anti-involution ♯ on U̇q ⊗ R̂(λ) determined by

♯(ei) = fi, ♯(fi) = ei, ♯(qh) = qh, ♯(aλ) = aλ, ♯(zj,k) = z−1
j,k ,

where ei, fi (i ∈ I∪{0}) are Chevalley generators (see Remark 2.2.2), h ∈ P∨,
λ ∈ P and zj,k (j ∈ I, 1 ≤ k ≤ lj) are as in (2.4).

Fix a dominant weight λ ∈ P+. Let U≤λ be the following quotient of the
modified quantum loop algebra U̇q :

U≤λ := U̇q

/∩
µ≤λ

AnnU̇q
W(µ), (2.7)

where AnnU̇q
M denotes the annihilator of a U̇q-module M . We fix a num-

bering {λ1, λ2, . . . , λl} of the set P+
≤λ := {µ ∈ P+ | µ ≤ λ} such that we have

λl = λ and i < j whenever λi < λj. For each i ∈ {1, 2, . . . , l − 1}, we define
a two-sided ideal Ii of U≤λ by

Ii :=
∩
j≤i

AnnU≤λ
W(λj). (2.8)

We also define I0 := U≤λ and Il := 0. By definition, we have Ii ⊂ Ii−1 for
each i ∈ {1, . . . , l}.

Theorem 2.2.16 (Beck-Nakajima [3], [45]). For each i ∈ {1, . . . , l}, there is
an isomorphism of (U≤λ, U≤λ)-bimodules

Ii−1/Ii ∼= W(λi)⊗R(λi) W(λi)
♯.

Under this isomorphism, the image of the element aλi ∈ Ii−1 corresponds to
the generating vector wλi ⊗ wλi ∈W(λi)⊗R(λi) W(λi)

♯.

Proof. See [45, Section A(ii), A(iii)].
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2.2.5 Normalized R-matrices

In this subsection, we recall some facts about R-matrices of ℓ-fundamental
modules following [1], [25], [30].

Let us denote EndUq(Lg)(W(ϖi)) = k[z±1
ϖi
] for each i ∈ I (see Theo-

rem 2.2.10 (2)). For any pair (i, j) ∈ I2, there is a unique homomorphism of
(Uq(Lg),k[z±1

ϖi
, z±1
ϖj
])-bimodules, called the normalized R-matrix

Rnorm
i,j : W(ϖi)⊗W(ϖj)→ k(zϖj

/zϖi
)⊗k[(zϖj /zϖi )

±1] (W(ϖj)⊗W(ϖi)) ,

such that Rnorm
i,j (wϖi

⊗wϖj
) = wϖj

⊗wϖi
. The denominator of the normalized

R-matrix Rnorm
i,j is the monic polynomial di,j(u) ∈ k[u] with the smallest

degree among polynomials satisfying

ImRnorm
i,j ⊂ di,j(zϖj

/zϖi
)−1 ⊗ (W(ϖj)⊗W(ϖi)) .

It is known that zeros of the denominator di,j(u) belong to q1/mQ[[q1/m]]
for some m ∈ Z>0 (see [30, Proposition 9.3]). In particular, we have

di,j(1) ̸= 0. (2.9)

Moreover, it is known that for each i, j ∈ I we have

di,j(u) = di∗,j∗(u). (2.10)

See [1, Appendix A] for example.

Theorem 2.2.17. Let λ =
∑l

j=1ϖij ,aj ∈ P+ be an ℓ-dominant ℓ-weight.
Then the following three conditions are mutually equivalent:

(1) The tensor product module L(ϖi1,a1) ⊗ L(ϖi2,a2) ⊗ · · · ⊗ L(ϖil,al) is
generated by the tensor product of ℓ-highest weight vectors;

(2) W (λ) ∼= L(ϖi1,a1)⊗ L(ϖi2,a2)⊗ · · · ⊗ L(ϖil,al);

(3) dij ,ik(ak/aj) ̸= 0 for any 1 ≤ j < k ≤ l.

Proof. The equivalence of (1) and (2) was proved by Chari-Moura [7, Theo-
rem 6.4] using the results from geometry due to Nakajima [42]. The equiva-
lence of (1) and (3) was proved by Kashiwara [30, Proposition 9.4].

Definition 2.2.18. Let λ ∈ P+ be an ℓ-dominant ℓ-weight. We define the
dual local Weyl module corresponding to λ by W∨(λ) := W (∗λ)∗.
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Proposition 2.2.19. Let λ =
∑l

j=iϖij ,aj ∈ P+ be an ℓ-dominant ℓ-weight.
Assume W (λ) ∼= L(ϖi1,a1)⊗ L(ϖi2,a2)⊗ · · · ⊗ L(ϖil,al). Then we have

W∨(λ) ∼= L(ϖil,al)⊗ L(ϖil−1,al−1
)⊗ · · · ⊗ L(ϖi1,a1).

Proof. Use the equivalence of (2) and (3) in Theorem 2.2.17 and (2.10).

2.3 Hernandez-Leclerc’s category CQ

In this section, we recall the monoidal subcategory CQ ⊂ Cg associated
with our Dynkin quiver Q. This category CQ was originally introduced by
Hernandez-Leclerc [24]. They proved that it gives a monoidal categorification
of the coordinate ring C[N ] of the maximal uniportent subgroup associated
with g. We also describe a block decomposition of the category CQ which
gives a Q+-grading of the monoidal category CQ corresponging to the weight
decomposition of C[N ].

2.3.1 Definition

In Section 2.1.3, from our fixed Dynkin quiver Q = (I,Ω) and an essentially
unique choice of a height function ξ : I → Z, we have defined the repetition
quiver Q̂ = (Î , Ω̂) with

Î = {(i, p) ∈ I × Z | p− ξi ∈ 2Z}

and a map ϕ : R+ ↪→ Î. Using these data, we define P := ZÎ to be the
free abelian group with its free generating set Î and P0 := Zϕ(R+) to be the

subgroup generated by the subset ϕ(R+) ⊂ Î. Let us regard P as a subgroup
P by the embedding

P ↪→ P ; (i, p) 7→ ϖi,qp .

Thus we have P0 ⊂ P ⊂ P . We also define the following submonoids
consisting of dominant ℓ-weights:

P+
0 := Z≥0ϕ(R

+) ⊂ P+ := Z≥0Î ⊂ P+.

Definition 2.3.1 (Hernandez-Leclerc [23], [24]). We define the category CQ

(resp. CZ) as the smallest Serre subcategory of the category Cg containing
the simple modules L(λ) with λ ∈ P+

0 (resp. λ ∈ P+). In other words,
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a module M ∈ Cg belongs to the category CQ (resp. CZ) if and only if its
composition factors are isomorphic to L(λ) for some λ ∈ P+

0 (resp. λ ∈
P+).

Informally, we can understand the category CZ as the subcategory of
Cg “supported on the Auslander-Reiten quiver Q̂ of Db(RepQ)” and the
category CQ as the subcategory of CZ“supported on the Auslander-Reiten
quiver of the heart RepQ of the natural t-structure of Db(RepQ)”.

Lemma 2.3.2 (cf. [23] Proposition 5.8 and [24] Lemma 5.8). The categories
CZ and CQ are closed under the tensor product. In other words, they are
monoidal subcategories.

Proof. By Proposition 2.2.4 and Proposition 2.2.5, it follows that [L(µ) :
L(λ1) ⊗ L(λ2)] ̸= 0 occurs only if µ ≤ λ1 + λ2. Therefore the assertion for
CZ follows from the following fact, which is easily verified: Assume µ ≤ λ
occurs for λ ∈ P+ and µ ∈ P+. Then we have µ ∈ P+. Similarly, the
assertion for CQ follows from Lemma 2.3.3 below.

We need to introduce another notation. Let

Ĵ : = (I × Z) \ Î
= {(i, p) ∈ I × Z | p− ξi ∈ 2Z+ 1},

Ĵ0 : = {(i, p) ∈ Ĵ | (i, p− 1), (i, p+ 1) ∈ ϕ(R+)}.

For each (i, p) ∈ Ĵ , we write

⟨i, p⟩ := αi,qp = (i, p− 1) + (i, p+ 1)−
∑
j∼i

(j, p)

for simplicity. We define the subgroups

Q0 :=
⊕

(i,p)∈Ĵ0

Z⟨i, p⟩ ⊂ Q :=
⊕

(i,p)∈Ĵ

Z⟨i, p⟩ ⊂ Q.

By definition, we have Q = P ∩ Q ⊂ P . We also write the corresponding
submonoids generated by ⟨i, p⟩’s as Q+

0 := Q0 ∩Q+ ⊂ Q+ := Q ∩Q+.
We get the following simple observation.

Lemma 2.3.3. Under the notation above, we have:
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(1) Q0 = P0 ∩Q.

(2) Assume that λ − ν ∈ P+ occurs for λ ∈ P+
0 and ν ∈ Q. Then we

have ν ∈ Q+
0 and therefore λ− ν ∈P+

0 .

Proof. As mentioned in the last paragraph of Section 2.1.1, the full subquiver
ΓQ with its vertex set ϕ(R+) inside Q̂ is isomorphic to the Auslander-Reiten
quiver of the path algebra CQ. In particular, the following properties are
satisfied:

(1) If both (i, p1) and (i, p2) belong to ϕ(R+) with p1 < p2, then (i, p) also
belongs to ϕ(R+) for any p with p1 < p < p2 and p− ξi ∈ 2Z.

(2) If both (i, p− 1) and (i, p+1) belong to ϕ(R+), then (j, p) also belongs
to ϕ(R+) for any j with i ∼ j.

From these properties, we obtain the assertions.

2.3.2 Basic properties

In this section, we recall some basic properties of the monoidal subcategories
CZ and CQ in order to show that they are natural and important objects.

First, we shall see that the subcategory CZ is an essential part of the
category Cg. For each t ∈ k×, we define the spectral shift automorphism σt
on Uq(Lg) as a k-Hopf algebra automorphism given by

σt(ei,r) = trei,r, σt(fi,r) = trfi,r, σt(q
h) = qh, σt(hi,m) = tmhi,m,

where i ∈ I, r ∈ Z,m ∈ Z \ {0}, h ∈ P∨. The pull-back functor σ∗
t on

the module category preserves the category Cg of finite-dimensional type 1
representations, i.e. it gives an auto-equivalence of Cg. For each simple
module L(λ) with λ ∈ P+, we have σ∗

tL(λ)
∼= L(σ∗

tλ), where we define a

group automorphism σ∗
t : P

∼=−→ P by σ∗
tϖi,a := ϖi,ta for each (i, a) ∈ I × k×.

By definition, we have σ∗
tP = P if and only if t ∈ q2Z, and moreover we

have P =
∑

t∈k×/q2Z σ
∗
tP. Thus any ℓ-dominant weight λ ∈ P+ can be

written in an essentially unique way as a sum λ = σ∗
t1
λ1 + · · · + σ∗

tmλm
with λ1, . . . ,λm ∈ P+ and t1, . . . , tm ∈ k× such that ti/tj ̸∈ q2Z for any
1 ≤ i ̸= j ≤ m. Then we have a factorization of simple module L(λ) (cf. [6])

L(λ) ∼= L(σ∗
t1
λ1)⊗ · · · ⊗ L(σ∗

tmλm).
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In particular, if t1, t2 ∈ k× satisfy t1/t2 ̸∈ q2Z, we have

L(σ∗
t1
λ1)⊗ L(σ∗

t2
λ2) ∼= L(σ∗

t2
λ2)⊗ L(σ∗

t1
λ1)

for any λ1,λ2 ∈P+. In other words, the Grothendieck ring K(Cg) factorizes
as

K(Cg) ∼=
⊗

t∈k×/q2Z
σ∗
tK(CZ)

where the tensor product on the RHS is over Z and we implicitly understand
that only finitely many tensor factors are non-trivial. In this sense, we under-
stand that the subcategory CZ is an essential part of the monoidal category
Cg.

We now turn to the subcategory CQ ⊂ CZ. Let G be a complex affine al-
gebraic group whose Lie algebra is g and N be a maximal unipotent subgroup
of G corresponding to the positive roots R+. Recall that the coordinate ring
C[N ] possesses the dual canonical basis. As a main result of the paper [24],
Hernandez-Leclerc proved that the category CQ gives a monoidal categorifi-
cation of the coordinate algebra C[N ].

Theorem 2.3.4 (Hernandez-Leclerc [24]). There is an isomorphism of C-
algebras

K(CQ)C ∼= C[N ]

which sends the classes of simple modules to the elements of the dual canon-
ical basis bijectively.

Actually, Hernandez-Leclerc established an isomorphism between quan-
tizations, i.e. an isomorphism between the quantum Grothendieck ring of
the category CQ and the quantum coordinate ring of the maximal unipotent
subgroup N .

2.3.3 Block decomposition of the category CQ

In this section, we give a direct sum decomposition of the category CQ.
This decomposition corresponds to the weight space decomposition C[N ] =⊕

β∈Q+ C[N ]β of the uniportent coordinate ring under the isomorphism in
Theorem 2.3.4.

By the injective map

KP(β) ∋ (mα) 7→
∑
α

mαϕ(α) ∈P+
0 ,
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we regard KP(β) as a subset of P+
0 . Then we have a disjoint union decom-

position

P+
0 =

⊔
β∈Q+

KP(β)

satisfying KP(β1) + KP(β2) ⊂ KP(β1 + β2) for any β1, β2 ∈ Q+.

Definition 2.3.5. Associated with an element β ∈ Q+, we define the cate-
gory CQ,β to be the Serre subcategory of CQ full subcategory of CQ containing
the simple modules L(m) for m ∈ KP(β). In other words, the category CQ,β

is the full subcategory of CQ consisting of modules whose composition factors
are isomorphic to L(m) for some m ∈ KP(β).

Proposition 2.3.6. We have a direct sum decomposition of the category:

CQ
∼=
⊕
β∈Q+

CQ,β.

Moreover we have CQ,β1 ⊗ CQ,β2 ⊂ CQ,β1+β2 for β1, β2 ∈ Q+.

Our proof of Proposition 2.3.6 relies on the following result by Chari-
Maura [7]. Recall that for any two simple modules M1,M2 ∈ Cg, we say that
M1 and M2 are linked in Cg if there is no splitting Cg

∼= C1 ⊕ C2 of abelian
category such that M1 ∈ C1 and M2 ∈ C2. The following fact is known.

Theorem 2.3.7 (Chari-Moura [7]). For any ℓ-dominant ℓ-weights λ,µ ∈
P+, the corresponding simple modules L(λ) and L(µ) are linked in Cg if and
only if λ− µ ∈ Q.

Proof of Proposition 2.3.6. Define a group surjection deg : P0 → Q by set-
ting deg ϕ(α) := α for each α ∈ R+. Then we have

KP(β) = {λ ∈P+
0 | deg(λ) = β}

by the definition of our inclusion KP(β) ↪→P+
0 .

Let (i, p) ∈ Ĵ0. Then the indecomposable moduleM(ϕ−1(i, p+1)) is non-
projective and its Auslander-Reiten translation isM(ϕ−1(i, p−1)), where ϕ−1

is the inverse map of the bijection ϕ : R+ → ϕ(R+) (see Remark 2.1.2). By
the Auslander-Reiten theory, there is an almost split sequence:

0→M(ϕ−1(i, p− 1))→
⊕
j∼i

M(ϕ−1(j, p))→M(ϕ−1(i, p+ 1))→ 0.
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Recall that we have dimM(α) = α ∈ Q by definition for each α ∈ R+.
Because the dimension vector function dim(−) is additive, we compute in Q
to get

deg⟨i, p⟩ = ϕ−1(i, p− 1) + ϕ−1(i, p+ 1)−
∑
j∼i

ϕ−1(j, p) = 0

for each (i, p) ∈ Ĵ0. Therefore, for any λ1,λ2 ∈P+
0 with λ1 − λ2 ∈ Q0, we

have degλ1 = degλ2. Combining this observation with Theorem 2.3.7 and
Lemma 2.3.3, we obtain the direct sum decomposition CQ =

⊕
β∈Q+ CQ,β.

The latter assertion CQ,β1⊗CQ,β2 ⊂ CQ,β1+β2 follows from Proposition 2.2.5.

Remark 2.3.8. The decomposition CQ =
⊕

β∈Q+ CQ,β turns out to be
a block decomposition i.e. L(m1) and L(m2) are linked in CQ,β for any
m1,m2 ∈ KP(β). Indeed, the composition multiplicity of the simple module
L(m) in the local Weyl module W (λβ) is non-zero for each m ∈ KP(β).
This follows from the geometric fact M•

0(λβ −m,λβ) ̸= ∅ (see Lemma 3.2.3
below).
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Chapter 3

Quiver varieties and the
category CQ

3.1 Quiver varieties

In this section, we collect definitions and some properties of (graded) quiver
varieties associated to a Dynkin quiver Q. Basic references are [39], [40], [42].
We keep the notation in Section 2.2.

3.1.1 Quiver varieties of Dynkin types

Fix an element ν =
∑

i∈I niαi ∈ Q+ and a dominant weight λ =
∑

i∈I liϖi ∈
P+. Consider I-graded C-vector spaces V ν =

⊕
i∈I V

ν
i ,W

λ =
⊕

i∈IW
λ
i such

that dimV ν
i = ni, dimW λ

i = li for each i ∈ I. We form the following space
of linear maps:

N(V ν ,W λ) :=

( ⊕
i→j∈Ω

Hom(V ν
i , V

ν
j )

)
⊕

(⊕
i∈I

Hom(W λ
i , V

ν
i )

)
,

which is considered as the space of framed representations of the quiver Q
of dimension vector (ν, λ). On the space N(V ν ,W λ), the group G(ν) :=∏

i∈I GL(V
ν
i ) acts by conjugation. Let

M(V ν ,W λ) := T ∗N(V ν ,W λ) = N(V ν ,W λ)⊕N(V ν ,W λ)∗

be the cotangent bundle of the space N(V ν ,W λ), which is naturally regarded
as a symplectic vector space. More explicitly, the space M(V ν ,W λ) is natu-
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rally identified with a direct sum ⊕
(i,j);i∼j

Hom(V ν
j , V

ν
i )

⊕(⊕
i∈I

Hom(W λ
i , V

ν
i )

)
⊕

(⊕
i∈I

Hom(V ν
i ,W

λ
i )

)
.

According to this direct sum expression, we write an element of M(V ν ,W λ)
as a triple (B, a, b) of linear maps B =

⊕
Bij, a =

⊕
ai and b =

⊕
bi. Let

µ =
⊕

i∈I µi : M(V ν ,W λ) →
⊕

i∈I gl(V
ν
i ) be the moment map with respect

to the G(ν)-action. Explicitly, it is given by the formula

µi(B, a, b) = aibi +
∑
j∼i

ε(i, j)BijBji,

where ε(i, j) := 1 (resp. −1) if j → i ∈ Ω (resp. i → j ∈ Ω). A point
(B, a, b) ∈ µ−1(0) is said to be stable if there exists no non-zero I-graded
subspace V ′ ⊂ V ν such that B(V ′) ⊂ V ′ and V ′ ⊂ Ker b. Let µ−1(0)st

be the set of stable points, on which G(ν) acts freely. Then we consider
a set-theoretic quotient M(ν, λ) := µ−1(0)st/G(ν). It is known that this
quotient has a structure of a non-singular quasi-projective variety which is
isomorphic to a quotient in the geometric invariant theory. On the other
hand, we also consider the affine algebro-geometric quotient M0(ν, λ) :=
µ−1(0)//G(ν) = SpecC[µ−1(0)]G(ν), together with the canonical projective
morphism π : M(ν, λ)→M0(ν, λ).We refer to these varietiesM(ν, λ),M0(ν, λ)
as quiver varieties.

Note that, on the linear spaceM(V ν ,W λ), the groupG(λ) :=
∏

i∈I GL(W
λ
i )

acts by conjugation and C× acts as the scalar multiplication. The combined
action of the group G(λ) := G(λ) × C× on M(V ν ,W λ) commutes with the
action of the group G(ν). Thus we have the induced G(λ)-action on the
quotients M(ν, λ),M0(ν, λ) which makes the canonical morphism π into a
G(λ)-equivariant morphism.

For ν, ν ′ ∈ Q+ with ν ≤ ν ′, we fix a direct sum decomposition V ν′ =
V ν ⊕ V ν′−ν . Extending by 0 on V ν′−ν , we have an injective linear map
M(V ν ,W λ) ↪→M(V ν′ ,W λ). This induces a natural closed embeddingM0(ν, λ) ↪→
M0(ν

′, λ), which does not depend on the choice of decomposition V ν′ =
V ν ⊕ V ν′−ν . Via this natural embedding, we regard M0(ν, λ) as a closed
subvariety of M0(ν

′, λ). We consider the union of them and obtain the fol-
lowing combined morphism:

π : M(λ) :=
⊔
ν

M(ν, λ)→M0(λ) :=
∪
ν

M0(ν, λ).
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For each x ∈ M0(λ), let M(λ)x := π−1(x) denote the fiber of x. The fiber
L(λ) := π−1(0) of the origin 0 ∈ M0(λ) is called the central fiber. We also
set M(ν, λ)x := M(λ)x ∩M(ν, λ) and L(ν, λ) := L(λ) ∩M(ν, λ).

Recall that the geometric points of M0(ν, λ) correspond to closed G(ν)-
orbits in µ−1(0). Let Mreg

0 (ν, λ) be the subset of M0(ν, λ) consisting of
closed G(ν)-orbits containing elements x = (B, a, b) ∈ µ−1(0) with trivial
stabilizers (i.e. StabG(ν) x = {1}). This is a (possibly empty) non-singular
open set of M0(ν, λ), on which the morphism π becomes an isomorphism

π−1(Mreg
0 (ν, λ))

∼=−→ Mreg
0 (ν, λ). It is known that Mreg

0 (ν, λ) ̸= ∅ if and only
if λ− ν is a dominant weight appearing in the finite dimensional irreducible
g-module of highest weight λ. They form a stratification:

M0(λ) =
⊔

ν∈Q+;λ−ν∈P+

Mreg
0 (ν, λ). (3.1)

We have Mreg
0 (ν, λ) ⊂Mreg

0 (ν ′, λ) only if ν ≤ ν ′.

3.1.2 Graded quiver varieties

Fix an element ν =
∑

(i,p)∈Ĵ ni,p⟨i, p⟩ ∈ Q+ and an ℓ-dominant ℓ-weight

λ =
∑

(i,p)∈Î li,p(i, p) ∈ P+. Consider a Ĵ-graded C-vector space V ν =⊕
(i,p)∈Ĵ V

ν
i (p) with dimV ν

i (p) = ni,p for (i, p) ∈ Ĵ , and an Î-graded C-
vector space Wλ =

⊕
(i,p)∈ÎW

λ
i (p) with dimWλ

i (p) = li,p for (i, p) ∈ Î. We
form the following space of linear maps:

M•(V ν ,Wλ) :=

 ⊕
(i,p)∈Ĵ ,j∈I;i∼j

Hom(V ν
i (p), V

ν
j (p− 1))


⊕

⊕
(i,p)∈Î

Hom(Wλ
i (p), V

ν
i (p− 1))

⊕
 ⊕

(i,p)∈Ĵ

Hom(V ν
i (p),W

λ
i (p− 1))

 .

According to this direct sum expression, we write an element of M•(V ν ,Wλ)
as a triple (B, a, b) of linear maps B =

⊕
Bji(p), a =

⊕
ai(p) and b =⊕

bi(p). Let µ
• =

⊕
(i,p)∈Ĵ µi,p : M

•(V ν ,Wλ)→
⊕

(i,p)∈Ĵ Hom(V ν
i (p), V

ν
i (p−

2)) be the map defined by the formula

µ•
i,p(B, a, b) = ai(p− 1)bi(p) +

∑
j∼i

ε(i, j)Bij(p− 1)Bji(p),
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where ε(i, j) is the same as in Section 3.1.1. The map µ• is equivariant with
respect to the conjugate action of the group G(ν) :=

∏
(i,p)∈Ĵ GL(V

ν
i (p)).

A point (B, a, b) ∈ µ•−1(0) is said to be stable if there exists no non-zero

Ĵ-graded subspace V ′ ⊂ V ν such that B(V ′) ⊂ V ′ and V ′ ⊂ Ker b. Let
µ•−1(0)st be the set of stable points. Similarly as in Section 3.1.1, we con-
sider two kinds of quotients M•(ν,λ) := µ•−1(0)st/G(ν) and M•

0(ν,λ) :=
µ•−1(0)//G(ν), together with the canonical projective morphism π• : M•(ν,λ)→
M•

0(ν,λ).We refer to these varieties M•(ν,λ),M•
0(ν,λ) as graded quiver va-

rieties.
On the space M•(V ν ,Wλ), we have the conjugation action of the group

G(λ) :=
∏

(i,p)∈Î GL(W
λ
i (p)) and the scalar action of C×. The combined

action of the group G(λ) := G(λ) × C× on M(V ν ,Wλ) induces actions on
the quotients M(ν,λ),M0(ν,λ) which make the canonical morphism π• into
a G(λ)-equivariant morphism. As in Section 3.1.1, we can form the unions:

π• : M•(λ) :=
⊔
ν

M•(ν,λ)→M•
0(λ) :=

∪
ν

M•
0(ν,λ).

Let M•(λ)x := π•−1(x) denote the fiber of a point x ∈ M0(λ). We set
L•(λ) := π•−1(0).

3.1.3 Identification with fixed point subvarieties

Let λ =
∑
li,p(i, p) ∈ P+ be an ℓ-dominant ℓ-weight. In this subsection,

we realize the graded quiver varieties M•(λ),M•
0(λ) as subvarieties of fixed

points for a certain torus action in the usual quiver varieties M(λ),M0(λ)
with λ := cl(λ).

We have λ =
∑

i∈I liϖi with li =
∑

p∈2Z+ξi li,p by the definition of cl. For

each i ∈ I, we choose a direct sum decomposition W λ
i =

⊕
p∈2Z+ξi W

λ
i (p)

such that dimWλ
i (p) = li,p. Note that this choice specifies a group embed-

ding G(λ) ↪→ G(λ). Define a group homomorphism ρi : C× → GL(W λ
i ) by

ρi(t)|Wλ
i (p) := tp · idWλ

i (p) for t ∈ C×. Let

ρλ = (
∏
i∈I

ρi × id) : C× → G(λ)× C× = G(λ)

be a 1-parameter subgroup and put T(λ) := ρλ(C×). Then we consider the
subvarieties M(λ)T(λ),M0(λ)

T(λ) consisting of T(λ)-fixed points and the in-
duced canonical morphism πT(λ) : M(λ)T(λ) →M0(λ)

T(λ). Since the central-
izer of T(λ) in G(λ) is identical to the subgroup G(λ) = G(λ)×C× ⊂ G(λ),
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we have an induced action of G(λ) on the T(λ)-fixed point subvarieties
M(λ)T(λ),M0(λ)

T(λ). The morphism πT(λ) is G(λ)-equivariant.
On the other hand, for each ν =

∑
ni,p⟨i, p⟩ ∈ Q+, we fix a direct

sum decomposition V ν
i =

⊕
p∈2Z+ξi+1 V

ν
i (p) of I-graded vector space V ν

with ν := cl(ν) such that dimVi(p) = ni,p, just as we have done for W λ

in the last paragraph. These direct sum decompositions induce an embed-
ding ιν,λ : M

•(V ν ,Wλ) ↪→M(V ν ,W λ). After taking quotients, this embed-
ding ιν,λ yields the morphisms M•(ν,λ) → M(ν, λ)T(λ) and M•

0(ν,λ) →
M0(ν, λ)

ρλ .

Lemma 3.1.1. The morphisms constructed above induce G(λ)-equivariant

isomorphisms M•(λ)
∼=−→ M(λ)T(λ),M•

0(λ)
∼=−→ M0(λ)

T(λ) which make the
following diagram commute:

M•(λ)
∼= //

π•

��

M(λ)T(λ)

πT(λ)

��
M•

0(λ)
∼= // M0(λ)

T(λ).

In particular, we have a G(λ)-equivariant isomorphism L•(λ) ∼= L(λ)T(λ).

Proof. See [41, Section 4]

Under these isomorphisms, we identify graded quiver varietiesM•
0(λ),M

•(λ)
with T(λ)-fixed point subvarieties M0(λ)

T(λ),M(λ)T(λ). Then we have

M(ν, λ)T(λ) =
⊔

ν∈Q+;cl(ν)=ν

M•(ν,λ), M0(ν, λ)
T(λ) =

⊔
ν∈Q+;cl(ν)=ν

M•
0(ν,λ).

(3.2)
We define M• reg

0 (ν,λ) := M•
0(ν,λ) ∩Mreg

0 (ν, λ). It is known (cf. [41,
Theorem 14.3.2]) that M• reg

0 (ν,λ) ̸= ∅ if and only if λ−ν is an ℓ-dominant
ℓ-weight appearing in the local Weyl module W (λ). By (3.1) and (3.2), we
get a stratification:

M•
0(λ) =

⊔
ν∈Q+;λ−ν∈P+

M• reg
0 (ν,λ). (3.3)

It is known that M• reg
0 (ν1,λ) ⊂M• reg

0 (ν2,λ) only if ν1 ≤ ν2.
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3.1.4 Structure of non-central fibers

In this subsection, we recall the structures of (non-central) fibers of canonical
morphisms π and π•. Our exposition is based on [39, Section 6], [41, Section
3] and [44, Section 2.7] with some more details about group actions.

Let (ν, λ) ∈ Q+ × P+ be a pair. For any triple x = (B, a, b) ∈ µ−1(0) ⊂
M(V ν ,W λ), we consider the following two kinds of complexes of vector
spaces:

Ci(ν, λ)x : V ν
i

σi−→W λ
i ⊕

⊕
j∼i

V ν
j

τi−→ V ν
i for each i ∈ I, (3.4)

where we define σi := bi ⊕
⊕

j Bji and τi := ai +
∑

j ε(i, j)Bij;

C (ν, λ)x :
⊕
i∈I

End(V ν
i )

ι−→M(V ν ,W λ)
dµ−→
⊕
i∈I

End(V ν
i ), (3.5)

where ι is given by ι(ξ) = (Bξ− ξB)⊕ (−ξa)⊕ (bξ) and dµ is the differential
of the moment map µ =

⊕
i µi at the point x = (B, a, b). Note that the mid-

dle cohomology H0(C (ν, λ)x) of the complex (3.5) is identical to the quotient
space (TxG(ν)x)

⊥/TxG(ν)x, where (TxG(ν)x)
⊥ is the symplectic perpendic-

ular of the tangent space TxG(ν)x of the G(ν)-orbit of x. In particular, if
x is stable, then the space H0(C (ν, λ)x) is isomorphic to the tangent space
TxM(ν, λ) of the point x ∈M(ν, λ) corresponding to x.

Let (ν, λ) ∈ Q+ × P+ be a pair such that Mreg
0 (ν, λ) ̸= ∅. Recall that

we have λ − ν ∈ P+ in this case. We fix a point xν ∈Mreg
0 (ν, λ) and its lift

xν ∈ µ−1(0) ⊂M(V ν ,W λ) whose G(ν)-orbit is closed. Then in the complex
Ci(ν, λ)xν , the map σi is injective ([40, Proposition 3.24]) and the map τi
is surjective ([40, Lemma 4.7]). In particular, the dimension of the middle
cohomology H0(Ci(ν, λ)xν ) = Ker τi/ Imσi is equal to (λ− ν)(hi). Therefore
we can identify W λ−ν

i = H0(Ci(ν, λ)xν ).
We pick an arbitrary element ν ′ such that ν ≤ ν ′. In order to construct the

natural embedding M0(ν, λ) ↪→M0(ν
′, λ), we fix a direct sum decomposition

V ν′ = V ν⊕V ν′−ν . Extending by 0 on V ν′−ν , we have an injective linear map
M(V ν ,W λ) ↪→ M(V ν′ ,W λ), by which our fixed element xν = (B, a, b) is
regarded as an element of µ−1(0) ⊂M(V ν′ ,W λ). Then we can calculate as

H0(C (ν ′, λ)xν )
∼= M(V ν′−ν ,W λ−ν)⊕H0(C (ν, λ)xν ), (3.6)
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where we haveW λ−ν
i = H0(Ci(ν, λ)xν ). We also see that the spaceH0(C (ν, λ)xν )

is isomorphic to the tangent space T := TxνM
reg
0 (ν, λ).

The stabilizer StabG(ν′) xν is naturally isomorphic to G(ν ′−ν). Under this
isomorphism, the action of StabG(ν′) xν on the LHS of (3.6) coincides with the
action of G(ν ′−ν) on the RHS of (3.6), which is the direct sum of the natural
action on M(V ν′−ν ,W λ−ν) and the trivial action on T ∼= H0(C (ν, λ)xν ).

An appropriate Hamiltonian reduction with respect to the action of the
group StabG(ν′) xν ∼= G(ν ′ − ν) on the RHS of (3.6) yields the following
canonical map:

π × id : M(ν ′ − ν, λ− ν)× T →M0(ν
′ − ν, λ− ν)× T.

According to the discussion in [41, Section 3], this gives a local description
of π : M(ν ′, λ) → M0(ν

′, λ) around the point xν ∈ Mreg
0 (ν, λ) ⊂ M0(ν

′, λ).
More precisely, we have the following theorem.

Theorem 3.1.2 (Nakajima). Let xν ∈ Mreg
0 (ν, λ) ⊂ M0(ν

′, λ). Then there
exist neighborhoods U,US, UT of xν ∈M0(ν

′, λ), 0 ∈M0(ν
′ − ν, λ− ν), 0 ∈

T := TxνM
reg
0 (ν, λ) respectively and biholomorphic maps U

∼=−→ US×UT ;xν 7→
(0, 0) and π−1(U)

∼=−→ π−1(US) × UT such that the following diagram com-
mutes:

M(ν ′, λ) ⊃ π−1(U)
∼= //

π

��

π−1(US)× UT
π×id

��

⊂ M(ν ′ − ν, λ− ν)× T

M0(ν
′, λ) ⊃ U

∼= // US × UT ⊂M0(ν
′ − ν, λ− ν)× T.

Proof. See [41, Theorem 3.3.2].

Now let us consider the action of the group StabG(λ) xν on the fiber
M(λ)xν . By the definition of Mreg

0 (ν, λ), we have StabG(ν) xν = {1}. There-
fore the second projection G(ν)×G(λ)→ G(λ) restricts to an isomorphism

r : StabG(ν)×G(λ) xν
∼=−→ StabG(λ) xν . Via the fixed direct sum decomposition

V ν′ = V ν ⊕ V ν′−ν , we can regard the group StabG(ν)×G(λ) xν as a subgroup
of StabG(ν′)×G(λ) xν . In fact we have a decomposition

StabG(ν′)×G(λ) xν ∼= StabG(ν)×G(λ) xν ×G(ν ′ − ν). (3.7)

Thus the group StabG(ν)×G(λ) xν acts on the vector space M(ν ′, λ). Note that
the action of the stabilizer StabG(λ) xν on the quiver varieties M(ν ′, λ) and
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M0(ν
′, λ) comes from this action of the group StabG(ν)×G(λ) xν on the vector

space M(ν ′, λ).
On the other hand, via the decomposition (3.7), the group StabG(ν)×G(λ) xν

acts also on the complex C (ν ′, λ)xν and hence on its middle cohomology (3.6).
Note that this induced action preserves each summand of the RHS of (3.6).
In particular, we obtain an action of the group StabG(ν)×G(λ) xν on the vector
space M(V ν′−ν ,W λ−ν). By the construction, we can easily see that this ac-
tion factors through the natural action of G(λ−ν) on M(V ν′−ν ,W λ−ν). The
corresponding group homomorphism StabG(ν)×G(λ) xν → G(λ − ν) = G(λ −
ν)×C× is the direct product of two homomorphisms φ : StabG(ν)×G(λ) xν →
G(λ− ν) and ψ : StabG(ν)×G(λ) xν → C×. The homomorphism φ is given as
the induced action of the group StabG(ν)×G(λ) xν on the middle cohomology
of the complex Ci(ν, λ)xν under the identification W λ−ν

i = H0(Ci(ν, λ)xν )
and G(λ− ν) =

∏
i∈I GL(W

λ−ν
i ). The homomorphism ψ is obtained by the

projection,

ψ : StabG(ν)×G(λ) xν ↪→ G(ν)×G(λ) = G(ν)×G(λ)× C× pr3−−→ C×.

The action of the group StabG(ν)×G(λ) xν on the space M(V ν′−ν ,W λ−ν) com-
mutes with the action of group G(ν ′ − ν). After taking the Hamiltonian
reductions with respect to the action of the group G(ν ′ − ν), we obtain an
action of the group StabG(λ) xν on the central fiber L(ν ′−ν, λ−ν). The above
argument says that this action factors through the group homomorphism

StabG(λ) xν
r−1

−−→∼= StabG(ν)×G(λ) xν
φ×ψ−−→ G(λ− ν). (3.8)

This homomorphism (3.8) does not depend on ν ′.

By Theorem 3.1.2, there is an isomorphism M(ν ′, λ)xν
∼=−→ L(ν ′−ν, λ−ν).

As stated in [41, Remark 3.3.3], this isomorphism can be made equivariant
with respect to the actions of the group StabG(λ) xν . Summing up over ν ′,
we obtain the following.

Lemma 3.1.3. Let (ν, λ) ∈ Q+ × P+ be a pair such that Mreg
0 (ν, λ) ̸= ∅

and π : M(λ) → M0(λ) be the canonical morphism. Then for each point
xν ∈Mreg

0 (ν, λ), there exists a (StabG(λ) xν)-equivariant isomorphism

M(λ)xν
∼= L(λ− ν),

where the group StabG(λ) xν acts on the RHS L(λ− ν) via the group homo-
morphism (φ× ψ) ◦ r−1 in (3.8).
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Next we consider graded versions. Let (ν,λ) ∈ Q+ ×P+ be a pair. For

any triple x = (B, a, b) ∈ µ•−1(0) ⊂ M•(V ν ,Wλ) and (i, p) ∈ Î, we can
consider a complex of vector spaces

Ci,p(ν,λ)x : V ν
i (p+ 1)

σi,p−−→ Wλ
i (p)⊕

⊕
j∼i

V ν
j (p)

τi,p−−→ V ν
i (p− 1),

where we define σi,p := bi(p+1)⊕
⊕

j Bji(p+1) and τi,p := ai(p)+
∑

j ε(i, j)Bij(p).
Now we assume that M• reg(ν,λ) ̸= ∅. In particular, we have λ −

ν ∈ P+. We fix a point xν ∈ M• reg
0 (ν,λ) and its lift xν ∈ µ•−1(0) ⊂

M•(V ν ,Wλ) whose G(ν)-orbit is closed. By the same reason as in the non-
graded case, in the complex Ci,p(ν,λ)xν , the map σi,p is injective and the

map τi,p is surjective. Therefore the dimension vector of the Î-graded vector
space

⊕
(i,p)∈Î H

0(Ci,p(ν,λ)xν ) is equal to λ− ν. This allows us to identify

Wλ−ν
i (p) with H0(Ci,p(ν,λ)xν ) for each (i, p) ∈ Î. Similarly as in (3.8), we

consider the following group homomorphism

StabG(λ) xν
r̂−1

−−→∼= StabG(ν)×G(λ) xν
φ̂×ψ̂−−→ G(λ− ν) (3.9)

where r̂ is the isomorphism obtained as the restriction of the projection
G(ν)×G(λ)→ G(λ), φ̂ is given as the induced action of the group StabG(ν)×G(λ) xν

on Wλ−ν
i (p) = H0(Ci,p(ν,λ)xν ) and ψ̂ is the restriction of the projection

G(ν)×G(λ)× C× → C×.

Lemma 3.1.4. Let (ν,λ) ∈ Q+×P+ be a pair such that M• reg
0 (ν,λ) ̸= ∅

and π• : M•(λ) → M•
0(λ) be the canonical morphism. Then for each point

xν ∈M• reg
0 (ν,λ), there exists a (StabG(λ) xν)-equivariant isomorphism

M•(λ)xν
∼= L(λ− ν),

where the group StabG(λ) xν acts on the RHS L•(λ − ν) via the group ho-

momorphism (φ̂× ψ̂) ◦ r̂−1 in (3.9).

Proof. We put ν := cl(ν), λ := cl(λ). We make identifications of vec-
tor spaces: W λ

i =
⊕

p∈2Z+ξi W
λ
i (p), V

ν
i =

⊕
p∈2Z+ξi+1 V

ν
i (p), which spec-

ifies an embedding ι ≡ ιν,λ : M
•(V ν ,Wλ) ↪→ M(V ν ,W λ). Using these

direct sum decompositions, we define a group homomorphism ρi : C× →∏
pGL(W

λ
i (p)) ↪→ GL(W λ

i ) (resp. ρ′i : C× →
∏

pGL(V
ν
i (p)) ↪→ GL(V ν

i ))
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for each i ∈ I by ρi(t)|Wλ
i (p) := tp · idWλ

i (p) (resp. ρ
′
i(t)|V ν

i (p) := tp · idV ν
i (p)).

Recall we have M•(λ) ∼= M(λ)ρλ and M•
0(λ)

∼= M0(λ)
ρλ by Lemma 3.1.1,

where ρλ := (
∏

i∈I ρi × id) : C× → G(λ) is the 1-parameter subgroup cor-
responding to λ. Under this identification, we also regard xν is a point
of Mreg

0 (ν, λ). We can easily see that the image ι(xν) ∈ µ−1(0) ⊂ M(ν, λ)
has a closed G(ν)-orbit corresponding to the point xν ∈ Mreg

0 (ν, λ) and in
particular StabG(ν) ι(xν) = {1}. Let ρ̃ :=

(∏
i∈I ρ

′
i ×
∏

i∈I ρi × id
)
: C× →

StabG(ν)×G(λ) ι(xν) be a 1-parameter subgroup. By the restriction homo-

morphism r : StabG(ν)×G(λ) ι(xν)
∼=−→ StabG(λ) xν , the torus T̃ := ρ̃(C×) is

isomorphic to T(λ) = ρλ(C×). In fact, we have r ◦ ρ̃ = ρλ.
On the other hand, we have a decomposition Ci(ν, λ)ι(xν) =

⊕
p∈2Z+ξi Ci,p(ν,λ)xν

of complexes and hence H0(Ci(ν, λ)ι(xν)) =
⊕

p∈2Z+ξi H
0(Ci,p(ν,λ)xν ), which

is identified with W λ−ν
i =

⊕
p∈2Z+ξi W

λ−ν
i (p). Then we can easily see that

(φ× ψ) ◦ r−1 ◦ ρλ = (φ× ψ) ◦ ρ̃ = ρλ−ν .

Therefore, under the isomorphism in Lemma 3.1.3, the action of torus T(λ)
on M(λ)xν coincides with the action of the torus T(λ − ν) on L(λ − ν).
Therefore, by Lemma 3.1.1, we have

M•(λ)xν = M(λ)T(λ)xν
∼= L(λ− ν)T(λ−ν) = L•(λ− ν). (3.10)

It remains to show that this isomorphism (3.10) is StabG(λ) xν-equivariant.

Note that the centralizer of torus T(λ) (resp. T̃ , T(λ − ν)) in StabG(λ) xν
(resp. StabG(ν)×G(λ) ι(xν), G(λ−ν)) is the subgroup StabG(λ) xν (resp. StabG(ν)×G(λ) xν ,
G(λ− ν)). We have the following commutative diagram:

StabG(λ) xν StabG(ν)×G(λ) ι(xν)
r
∼=

oo φ×ψ // G(λ− ν)

StabG(λ) xν
?�

OO

StabG(ν)×G(λ) xν
r̂
∼=

oo φ̂×ψ̂ //
?�

OO

G(λ− ν).
?�

OO

Because the isomorphism in Lemma 3.1.3 is (StabG(λ) xν)-equivariant via the
homomorphism (φ × ψ) ◦ r−1, the induced isomorphism (3.10) on the torus
fixed parts is StabG(λ) xν-equivariant via the homomorphism (φ̂ × ψ̂) ◦ r̂−1

from the above commutative diagram.
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3.2 Graded quiver variety associated with (Q, β)

Henceforth, we fix a pair (Q, β) of Dynkin quiver Q = (I,Ω) and a sum β =∑
i∈I diαi ∈ Q+ of simple roots with an essentially unique height ξ = (ξi)i∈I ∈

ZI . In the following Section 3.2.1 we define a graded quiver variety associated
with these data and identify it with the space Eβ of representations of our
quiver Q of dimension vector β. Originally, this identification was established
by Hernandez-Leclerc in order to give a geometric interpretation of their
monoidal categorification theorem (= Theorem 2.3.4). In Section 3.2.2, we
further study the group action on this quiver variety.

3.2.1 Hernandez-Leclerc’s isomorphism

Recall that in Section 2.1.2 we have defined the space

Eβ :=
⊕
h∈Ω

Hom(Dh′ , Dh′′)

of the representation of the Dynkin quiver Q of dimension vector β, where
Di = Cdi for each i ∈ I. It is equipped with the natural action of the
group Gβ =

∏
i∈I GL(Di), yielding the Gβ-orbit stratification (2.1) Eβ =⊔

m∈KP(β) Om.

Associated with our fixed pair (Q, β), we set

λβ :=
∑
i∈I

diϕ(αi) ∈P+
0 ,

where ϕ is the bijection R+ → ϕ(R+) defined in Section 2.1.1. We consider
the corresponding graded quiver variety M•

0(λβ). We identify G(λβ) with

Gβ via an isomorphism Di = Cdi = W
λβ

ji
(pi) for each i ∈ I, where we set

(ji, pi) := ϕ(αi).
We also define a homomorphism fi : C× → GL(Di) for each i ∈ I by

fi(t) := t−pi · idDi
. Then we have a group surjection

m ◦ (id×
∏
i∈I

fi) : G(λβ) = Gβ × C× → Gβ ×Gβ → Gβ

where m is the multiplication in Gβ, via which Eβ is equipped with a G(λβ)-
action.
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In [24], Hernandez-Leclerc constructed a G(λβ)-equivariant isomorphism

M•
0(λβ)

∼=−→ Eβ. We recall their construction. By Lemma 2.3.3 (2), it is
enough to consider the graded quiver varieties M•

0(ν,λβ) with ν ∈ Q+
0 . We

define a C-algebra Λ̃Q given by the following quiver Γ̃Q with relations. The

quiver Γ̃Q consists of two types of vertices {vj(p) | (j, p) ∈ Ĵ0} ∪ {wj(p) |
(j, p) = ϕ(αi) for some i ∈ I} and three types of arrows:

ai(p) : wi(p)→ vi(p− 1), bi(p) : vi(p)→ wi(p− 1),

Bji(p) : vi(p)→ vj(p− 1) for i ∼ j.

The relations are

ai(p− 1)bi(p) +
∑
j∼i

ε(i, j)Bij(p− 1)Bji(p) = 0 for each i ∈ I.

For each i ∈ I, let ϵi ∈ Λ̃Q be the idempotent corresponding to the vertex
wj(p) with (j, p) = ϕ(αi). Then Hernandez-Leclerc [24, Lemma 9.6] proved

that the algebra
⊕

i,j∈I ϵiΛ̃Qϵj is identical to the path algebra CQ. By defi-

nition, each element x = (B, a, b) ∈ µ•−1(0) ⊂ M•(V ν ,Wλβ) gives a repre-

sentation of Λ̃Q. Then restricted to
⊕

i,j∈I ϵiΛ̃Qϵj, it gives a representation
of CQ of dimension vector β. This defines a morphism M•

0(ν,λβ)→ Eβ.

Theorem 3.2.1 (Hernandez-Leclerc [24] Theorem 9.11). The morphism con-
structed above induces a G(λβ)-equivariant isomorphism of varieties

Ψβ : M
•
0(λβ)

∼=−→ Eβ.

Remark 3.2.2. Recall that in Section 2.3.3 we have identified the set KP(β)
of Kostant partitions of β with a subset of P+

0 via the injection KP(β) ∋
(mα) 7→

∑
mαϕ(α) ∈P+

0 . From Lemma 2.3.3, we have

{µ ∈P+ |M• reg
0 (λβ−µ,λβ) ̸= ∅} = {m ∈ KP(β) |M• reg

0 (λβ−m,λβ) ̸= ∅}.

In particular, this is a subset of KP(β).

We give a proof of the following lemma, which is implicit in [24].

Lemma 3.2.3. For the isomorphism Ψβ in Theorem 3.2.1, we have

Ψβ(M
• reg
0 (λβ −m,λβ)) = Om

for each m ∈ KP(β). In particular, we have M•
0(λβ −m,λβ) ̸= ∅ for any

m ∈ KP(β).
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Proof. For any m ∈ KP(β), there is a unique ν ∈ Q+
0 (see Remark 3.2.2

above) such that Ψβ(M
• reg
0 (ν,λβ)) ⊃ Om since each stratum M• reg

0 (ν,λβ)
is stable under the action of G(β). We need to prove that ν = λβ −m.

First we consider the case when β = α ∈ R+ and m is the Kostant
partition mα := (δα,α′)α′∈R+ consisting of the single root α. In this case, the
orbit Omα is the unique open dense orbit of Eα. Recall that M

• reg
0 (ν,λβ) ⊂

M• reg
0 (ν ′,λβ) implies λβ − ν ≥ λβ − ν ′. Since the ℓ-weight mα(= ϖϕ(α)) is

minimal in P+, the corresponding stratum M• reg
0 (να,λα) is maximal, where

we put να := λα −mα. Therefore we have Ψβ(M
• reg
0 (να,λα)) ⊃ Omα .

Next we consider general m = (mα)α∈R+ ∈ KP(β). For each α ∈ R+,
we fix an element yα ∈ µ•−1(0) ⊂M•(V να ,Wλα) such that yα has a closed
G(να)-orbit and StabG(να) yα = {1} holds. By the previous paragraph, the

element yα, which is regarded as a representation of the algebra Λ̃Q, restricts
to give the indecomposable representation M(α) of CQ. We put

xm :=
⊕
α∈R+

y⊕mα
α ∈ µ•−1(0)

⊂M•

(⊕
α∈R+

(V να)⊕mα ,
⊕
α∈R+

(Wλα)⊕mα

)
= M•(V νm ,Wλβ),

where νm :=
∑

α∈R+ mανα = λβ−m. Then xm defines a closed G(νm)-orbit
and has a trivial stabilizer. Hence, the corresponding point xm belongs to
M• reg

0 (νm,λβ). On the other hand, the element xm, which is regarded as a

representation of Λ̃Q, restricts to give a representation
⊕

α∈R+ M(α)⊕mα of
CQ. This means that Ψβ(xm) ∈ Om. Therefore we have Ψβ(M

• reg
0 (νm,λβ)) ⊃

Om.

From the Lemma 3.2.3 above, we conclude that the ℓ-dominance order ≤
on KP(β) coming from the inclusion KP(β) ↪→ P+ refines the opposite of
the orbit closure ordering ⪯ defined in Section 2.1.2.

Example 3.2.4. If our quiver Q is a monotone quiver of type An, i.e. if

Q = (1 → 2 → · · · → n), we can see the isomorphism Ψβ : M
•
0(λβ)

∼=−→
Eβ explicitly. In this case, the coordinate map ϕ : R+ ↪→ Î is given by
ϕ(αi) = (1, n + 1− 2i) as we have seen in Example 2.1.3 (1). Thus we have
λβ := cl(λβ) = dϖ1 with d =

∑n
i=1 di = htβ. By Nakajima [39, Theorem

8.4], the quiver variety M0(λβ) is isomorphic to the nilpotent cone

Nd := {x ∈ End(D) | xd = 0}
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where D := Cd. This isomorphism M•
0(λ)

∼=−→ Nd is induced from a G(ν)-
invariant map

M(V ν ,W λβ)→ End(D); (B, a, b) 7→ b1a1

under an identificationW
λβ
1 = D. The action of the group G(λβ) = GL(D)×

C× =: Gd is given by (g, t) : x 7→ t2Ad(g)x. We fix an I-gradingD =
⊕

i∈I Di

with Di
∼= Cdi . The 1-parameter subgroup ρλβ

: C× → Gd is defined by
ρλβ

= (
∏

i∈I ρi × id) with ρi(t) = tn+1−2i · idDi
∈ GL(Di). Therefore, an

element x ∈ Nd is fixed by the action of the torus Tβ := ρλβ
(C×) if and only

if it satisfies x(Di) ⊂ Di+1 for each i ∈ I, where we set Dn+1 = 0. Thus we
obtain

M•
0(λβ) = N

Tβ

d = Eβ.

3.2.2 Remarks on stabilizers

Keep the notation in the previous section. The following observation is cru-
cially used in Section 3.3.3 below.

Lemma 3.2.5. Fix a Kostant partition m ∈ KP(β) and choose an arbitrary
point xm ∈M• reg

0 (λβ−m,λβ). Then the maximal reductive quotient (= the
quotient by the unipotent radical) of the group StabG(λβ) xm is isomorphic to

G(m). Moreover the group morphism (φ̂× ψ̂) ◦ r̂−1 : StabG(λβ) xm → G(m)
defined in (3.9) is identical to the canonical quotient map.

Proof. Define νm := λβ −m as in the proof of Lemma 3.2.3 to simplify the
notation. By the same Lemma 3.2.3, we know the point Ψβ(xm) corresponds
to a CQ-module M(m) ∼=

⊕
α∈R+ M(α)⊕mα . Then we have StabG(λβ) xm =

StabGβ
Ψβ(xm) = EndCQ(M(m))×. We consider a subgroup

G1 :=
∏
α∈R+

EndCQ(M(α)⊕mα)× ⊂ EndCQ(M(m))×.

Note that we have EndCQ(M(α)) = C for any root α ∈ R+ and hence
G1
∼=
∏

α∈R+ GLmα(C). We see that this subgroup G1 is a Levi subgroup

of EndCQ(M(m))× and therefore G1 × T(λβ)
m
↪→ StabG(λβ) xm is a Levi sub-

group, where m is the multiplication.
Corresponding to the decompositionM(m) ∼=

⊕
α∈R+ M(α)⊕mα , we choose

the element xm =
⊕

α∈R+ y⊕mα
α as a lift of the point xm, where yα’s are the
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same as in the proof of Lemma 3.2.3 above. Then we have StabG(νm)×G(λβ) xm =
EndΛ̃Q

(xm)×. We consider a subgroup

G̃1 :=
∏
α∈R+

GLmα(C · idyα) ⊂
∏
α∈R+

EndΛ̃Q
(y⊕mα

α )× ⊂ EndΛ̃Q
(xm)×.

Note that the homomorphism r̂ gives an isomorphism G̃1

∼=−→ G1. On the other
hand, we can easily see that the homomorphism φ̂ : StabG(νm)×G(λβ) xm →
G(m) induces the isomorphism

G̃1

∼=−→
∏
α∈R+

GL(H0(Cϕ(α)(νm,λβ)xm))
∼= G(m).

As a result, we have the following commutative diagram:

StabG(λβ) xm StabG(νm)×G(λβ) xm
r̂
∼=

oo φ̂×ψ̂ // G(m)

G1 × T(λβ)
?�

m

OO

G̃1 × T̃
∼=oo

∼= //
?�
m

OO

G(m)× T(m)

m∼=

OO
(3.11)

where T̃ is the 1-dimensional torus defined in the proof of Lemma 3.1.4 and
m stands for the multiplication. Furthermore the lower horizontal arrows are
isomorphisms for each factor. This diagram completes a proof.

For a linear algebraic group G, we denote its representation ring by R(G).
For G = C×, we make an identification R(C×) = A := Z[q±1], where q is an
indeterminate.

For any λ ∈P+, the 2nd projection

G(λ) = G(λ)× C× → C×

induces an algebra homomorphism A ↪→ R(G(λ)) via which we regard
R(G(λ)) as an A-algebra. We also have the natural inclusion A ↪→ k = Q(q).
Under this notation, we shall make the standard identification:

R(G(λ))⊗A k = R(λ). (3.12)

Similarly we identify R(G(λ)) ⊗A k = R(λ) for λ ∈ P+. (See Section 2.2.3
for the definition of R(λ) and R(λ).) As special cases of (3.12) when λ = λβ
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or λ = m ∈ KP(β), we have

R(G(λβ))⊗A k =
⊗
i∈I

(
k[z±1

i ]⊗di
)Sdi = R(λβ), (3.13)

R(G(m))⊗A k =
⊗
α∈R+

(
k[z±1

α ]⊗mα
)Smα = R(m). (3.14)

Now we return to the setting of Lemma 3.2.5. We have the following
group homomorphisms:

G(m)
(φ̂×ψ̂)◦r̂−1

←−−−−−− StabG(λβ) xm ↪→ G(λβ),

which induces the following homomorphism:

θm : R(λβ)
(3.13)
= R(G(λβ))k → R(StabG(λβ) xm) ∼= R(G(m))

(3.14)
= R(m).

(3.15)
From the proof of Lemmas 3.1.4 and 3.2.5, we obtain the following.

Corollary 3.2.6. For a positive root α =
∑

i∈I ciαi ∈ R+, we define the
following k-algebra homomorphism:

θα :
⊗
i∈I

k[z±1
i ]⊗ci → k[z±1

α ]; zi 7→ qp(αi)−p(α)zα,

where p := pr2 ◦ ϕ : R+ → I × Z → Z. The homomorphism θm : R(λβ) →
R(m) defined by (3.15) is obtained as the restriction of the homomorphism⊗

α∈R+

θ⊗mα
α :

⊗
i∈I

k[z±1
i ]⊗di →

⊗
α∈R+

k[z±1
α ]⊗mα .

3.3 Analysis of convolution algebra

Our aim is to study the structure of Hernandez-Leclerc’s category CQ us-
ing geometry of graded quiver varieties based on Nakajima’s framework [41].
Thanks to the block decomposition CQ =

⊕
β∈Q+ CQ,β (see Section 2.3.3), we

can concentrate on a direct summand CQ,β. We start with recalling Naka-
jima’s geometric construction of an algebra homomorphism from the quan-
tum loop algebra Uq(Lg) to the convolution algebra of the equivariant K-
group of the Steinberg type quiver variety and its properties in Section 3.3.1.
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By completing this homomorphism along an ideal corresponding to the a
1-dimensional torus, we obtain an algebra homomorphism to a central com-
pletion of the convolution algebra of the equivariantK-group of the Steinberg
type graded quiver variety (Section 3.3.2). Our main interest in Section 3.3.3
is the case when the graded quiver variety is associated with (Q, β). In this
case, we can use Hernandez-Leclerc’s isomorphism in Section 3.2. Our main
theorem (=Theorem 3.3.6) says that the corresponding completed Nakajima
homomorphism induces a fully faithful functor on the category CQ,β. We also
discuss a structure of affine highest weight category in Section 3.3.4 and a
comparison with a geometric extension algebra in Section 3.3.5.

3.3.1 Nakajima’s homomorphism

In this section, we recall Nakajima’s homomorphism based on Nakajima’s
original paper [41]. See Appendix A.1.1 for the notation around the equiv-
arint K-groups.

Fix a dominant weight λ ∈ P+ and consider the corresponding quiver
variety π : M(λ)→M0(λ). We define the Steinberg type variety as

Z(λ) := M(λ)×M0(λ) M(λ) =
⊔

ν1,ν2∈Q+

M(ν1, λ)×M0(λ) M(ν2, λ),

together with the canonical map π : Z(λ) → M0(λ). By the convolution
product (see Appendix A.1.3), the equivariant K-group

KG(λ)(Z(λ)) =
⊕

ν1,ν2∈Q+

KG(λ)(M(ν1, λ)×M0(λ) M(ν2, λ))

becomes an algebra over the commutative algebra R(G(λ)).
For any G(λ)-variety X, we define

KG(λ)(X) := KG(λ)(X)⊗A k, K
G(λ)
i,top(X) := K

G(λ)
i,top (X)⊗A k

for brevity of notation. When X = Z(λ), the K-group KG(λ)(Z(λ)) becomes
an algebra overR(λ) = R(G(λ))⊗Ak with respect to the convolution product.

We consider the following tautological vector bundles on M(ν, λ). The
vector bundle Vνi is defined by Vνi := µ−1(0)st ×G(ν) V

ν
i for each i ∈ I. We

regard Vνi as a G(λ)-equivariant vector bundle with the trivial action. On
the other hand, we consider a trivial vector bundleWλ

i := M(ν, λ)×W λ
i with
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fiber W λ
i for each i ∈ I. We regard Wλ

i as a G(λ)-equivariant vector bundle
with the natural G(λ)-action and the trivial C×-action. Recall the complex
of vector spaces Ci(ν, λ)x for each x ∈ µ−1(0) ⊂M(V ν ,W λ) defined in (3.4).
This complex yields the complex Ci(ν, λ) of G(λ)-equivariant vector bundles
on M(ν, λ):

Ci(ν, λ) : q−2Vνi
σi−→ q−1

(
Wλ

i ⊕
⊕
j∼i

Vνj

)
τi−→ Vνi .

Note that the class of the complex Ci(ν, λ) in KG(λ)(M(ν, λ)) is calculated as

[Ci(ν, λ)] = q−1

(
[Wλ

i ]− (q + q−1)[Vνi ] +
∑
j∼i

[Vνj ]

)
.

Then we have the following fundamental result due to Nakajima [42].

Theorem 3.3.1 (Nakajima [42] Theorem 9.4.1). There is a k-algebra homo-
morphism

Φλ : U̇q(Lg)→ KG(λ)(Z(λ)),

such that

Φλ(aµ) =

{
∆∗[OM(ν,λ)] if ν := λ− µ ∈ Q+;

0 otherwise,

and it sends the series ψ±
i (z)aµ with ν := λ− µ ∈ Q+, i ∈ I to the series

qµ(hi)∆∗

(∧
−1/qz[Ci(ν, λ)]∧
−q/z[Ci(ν, λ)]

)±

,

where ∆: M(ν, λ)→M(ν, λ)×M0(λ) M(ν, λ) is the diagonal embedding and
(−)± denotes the formal expansion at z =∞ and 0 respectively.

We refer to the homomorphism Φλ as Nakajima’s homomorphism.
By construction, the equivariant K-group KG(λ)(L(λ)) of the central fiber

L(λ) = M(λ)×M0(λ) {0} becomes a left module over the convolution algebra
KG(λ)(Z(λ)). Via the Nakajima homomorphism Φλ, we regard KG(λ)(L(λ))
as a (U̇q(Lg), R(λ))-bimodule.

Theorem 3.3.2 (Nakajima). As a (U̇q(Lg), R(λ))-bimodule, the equivariant
K-group KG(λ)(L(λ)) is isomorphic to the global Weyl module W(λ). The
element [OL(0,λ)] ∈ KG(λ)(L(λ)) corresponds to the cyclic vector wλ ∈W(λ).
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Proof. See [43, Theorem 2].

For future references, we collect some important properties of equivariant
K-groups of central fibers.

Theorem 3.3.3 (Nakajima). For any closed reductive subgroup G′ of G(λ),
the following holds true.

(1) We have KG′
1,top(L(λ)) = 0;

(2) KG′
0,top(L(λ)) is a freeR(G

′)-module and the comparison mapKG′
(L(λ))→

KG′
0,top(L(λ)) is an isomorphism;

(3) The natural map KG(λ)(L(λ)) ⊗R(G(λ)) R(G
′) → KG′

(L(λ)) is an iso-
morphism;

(4) The Künneth homomorphisms

KG′
(L(λ))⊗R(G′) K

G′
(L(λ))→ KG′

(L(λ)× L(λ)),

KG′

0,top(L(λ))⊗R(G′) K
G′

i,top(L(λ))→ KG′

i,top(L(λ)× L(λ))

are isomorphisms, where i = 0, 1.

Proof. The properties (1), (2), (3) are the same as the property (TG(λ)) in
[41, Section 7]. The assertion for KG(λ) in (4) follows from [42, Theorem 3.4].

The assertion for K
G(λ)
i,top in (4) follows from the properties (1), (2) and the

property (n3) in [33, Section 1.2].

3.3.2 Central completion

Let λ ∈ P+ be an ℓ-dominant ℓ-weight. We consider the corresponding
graded quiver varieties π• : M•(λ) → M•

0(λ) and form the Steinberg type
variety

Z•(λ) := M•(λ)×M•
0(λ)

M•(λ).

TheG(λ)-equivariantK-groupKG(λ)(Z•(λ)) becomes an algebra overR(G(λ))
by the convolution product.

Set λ := cl(λ) ∈ P+ and consider the corresponding 1-dimensional subtorus
T(λ) ⊂ G(λ) ⊂ G(λ) as in Lemma 3.1.1. Then we have

Z•(λ) ∼= Z(λ)T(λ). (3.16)
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In the sequel, for any G(λ)-variety X, we define

KG(λ)(X) := KG(λ)(X)⊗A k, K
G(λ)
i,top (X) := K

G(λ)
i,top (X)⊗A k,

for brevity of notation. They are R(λ)-modules. We also define

K̂G(λ)(X) := KG(λ)(X)⊗R(λ) R̂(λ), K̂
G(λ)
i,top (X) := K

G(λ)
i,top (X)⊗R(λ) R̂(λ).

WhenX is the Steinberg type variety Z•(λ), the completedK-group K̂G(λ)(Z•(λ))

is an algebra over R̂(λ) with respect to the convolution product.

Definition 3.3.4. We define the completed Nakajima homomorphism Φ̂λ : U̇q(Lg)→
K̂G(λ)(Z•(λ)) as a k-algebra homomorphism given by the following composi-
tion:

U̇q(Lg)
Φλ−→ KG(λ)(Z(λ))

→ KG(λ)(Z(λ)) (restriction to G(λ) ⊂ G(λ))

→ K̂G(λ)(Z(λ)) (rλ-adic completion)

∼= K̂G(λ)(Z•(λ)). (localization theorem and (3.16))

Let ν ∈ Q+ be an element such that M• reg
0 (ν,λ) ̸= ∅. We pick an ar-

bitrary point xν ∈M• reg
0 (ν,λ) and consider the (non-equivariant) K-group

K(M•(λ)xν )k of the fiber M
•(λ)xν . This is a module over the convolution al-

gebra K(Z•(λ))k. We regard K(M•(λ)xν )k as a U̇q-module via the following
composition:

U̇q
Φ̂λ−→ K̂G(λ)(Z•(λ))→ K̂G(λ)(Z•(λ))/rλ → KT(λ)(Z•(λ))⊗A k ∼= K(Z•(λ))k.

Proposition 3.3.5. The U̇q-module K(M•(λ)xν )k is isomorphic to the local
Weyl module W (λ− ν).

Proof. When ν = 0, we have

K(L•(λ))k ∼= KT(λ)(L(λ))⊗A k (localization theorem)

∼=
(
KG(λ)(L(λ))⊗R(G(λ)) R(T(λ))

)
⊗A k (Theorem 3.3.3 (3))

∼= W(λ)/mλ (Theorem 3.3.2)

= W (λ),
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where we should note that the maximal ideal mλ ⊂ R(λ) is identical to the
kernel of the restriction R(λ) = R(G(λ))⊗A k→ R(T(λ))⊗A k = k.

For a general ν, we know that the U̇q-module K(M•(λ)xν )k is a quotient
of W (λ− ν) by [42, Proposition 13.3.1] and by the universality of the local
Weyl module. Since there is an isomorphism M•(λ)xν

∼= L•(λ − ν) by
Lemma 3.1.4, we have dimK(M•(λ)xν )k = dimK(L•(λ−ν))k = dimW (λ−
ν) and hence the isomorphism W (λ− ν)

∼=−→ K(M•(λ)xν )k.

3.3.3 Completion associated with (Q, β)

Associated with our fixed pair (Q, β) of a Dynkin quiver Q and an element
β =

∑
i∈I diαi we define λβ :=

∑
i∈I diϖϕ(αi) ∈ KP(β) ⊂ P+

0 as before
in Section 3.2.1 and set λβ := cl(λβ). Henceforth we identify the graded
quiver variety M•

0(λβ) with the space Eβ via Hernandez-Leclerc’s isomor-
phism Ψβ : M

•
0(λβ)

∼= Eβ (Theorem 3.2.1) and often use the following abbre-
viations:

Gβ := Gβ × C× = G(λβ) ⊂ G(λβ);

Tβ := T(λβ) ⊂ Gβ;

M•
β := M•(λβ) = M(λβ)

Tβ ;

πβ := πTβ : M•
β → Eβ;

Z•
β := M•

β ×Eβ
M•

β = Z•(λβ);

Φ̂β := Φ̂λβ
: U̇q(Lg)→ K̂Gβ(Z•

β);

rβ := rλβ
⊂ R(λβ).

The main theorem of this section is the following.

Theorem 3.3.6. The pull-back along the completed Nakajima homomor-
phism Φ̂β : U̇q(Lg)→ K̂Gβ(Z•

β) induces an equivalence of categories:

Φ̂∗
β : K̂

Gβ(Z•
β)-modfd

≃−→ CQ,β.

A proof of Theorem 3.3.6 is given after Corollary 3.3.15. We need some
preparation.

Fix a Kostant partition m ∈ KP(β). Via the k-algebra homomorphism
θm : R(λβ)→ R(m), we regard R(m) to be an R(λβ)-algebra.
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Lemma 3.3.7. The ideal ⟨θm(rβ)⟩ ⊂ R(m) generated by the image of rβ is a
primary ideal whose associated prime is the maximal ideal rm. In particular,
we have

R(m)⊗R(λβ) R̂(λβ)
∼= R̂(m).

Proof. This is a direct consequence of Corollary 3.2.6.

We set νm := λβ −m ∈ Q+
0 and put

µm := cl(m) ∈ P+, νm := cl(νm) ∈ Q+.

Consider the inverse imageM•
β|Om = M•

β×Eβ
Om of the orbitOm = M• reg

0 (νm,λβ)
along the canonical morphism πβ : M

•
β → Eβ. Its completed equivariant K-

group K̂Gβ(M•
β|Om) is a (U̇q(Lg), R̂(λβ))-bimodule via the completed Naka-

jima homomorphism Φ̂β.

Proposition 3.3.8. Then we have the following isomorphism of (U̇q(Lg), R̂(λβ))-
bimodules:

K̂Gβ(M•
β|Om)

∼= Ŵ (m),

where the action of R̂(λβ) on the RHS is given via the homomorphism θm.

Proof. Pick an arbitrary point x ∈ Om. Since the morphism πβ : M
•
β → Eβ

is Gβ-equivariant, we have an isomorphism M•
β|Om

∼= Gβ ×(StabGβ
x) (M•

β)x.
Then we have

K̂Gβ(M•
β|Om)

∼= K̂Gβ

(
Gβ ×(StabGβ

x) (M•
β)x

)
∼= K(StabGβ

x)((M•
β)x)⊗R(λβ) R̂(λβ)

∼= KG(m)(L•(m))⊗R(m) R̂(m)

∼= KG(µm)(L(µm))⊗R(µm) R̂(m),

where the second isomorphism is by the induction (see [11, 5.2.16]), the
third is due to Lemma 3.1.4, Lemma 3.2.5 and Lemma 3.3.7, the last is
due to the localization and Theorem 3.3.3 (3). Through this isomorphism

K̂Gβ(M•
β|Om)

∼= KG(µm)(L(µm))⊗R(µm) R̂(m), we see that the action of R̂(λβ)

on K̂Gβ(M•
β|Om) extends to an action of R̂(m), which commutes with the

action of U̇q(Lg). By Proposition 3.3.5, the module K̂Gβ(M•
β|Om)/rm

∼=
K(M•(λβ)x)k is isomorphic to the local Weyl module W (m). Therefore,
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by Nakayama’s lemma, we see that the vector in K̂Gβ(M•
β|Om) which corre-

sponds to [OL(0,µm)] in KG(µm)(L(µm)) ⊗R(µm) R̂(m) generates K̂Gβ(M•
β|Om)

as (U̇q(Lg), R̂(m))-bimodule. Moreover, from the construction of isomor-
phism M(λ)x ∼= L(µm) in Lemma 3.1.3, we see that the restriction of the

class [Ci(λ, ν)] in K̂Gβ(M•
β|Om) corresponds to the class [Wλ−ν

i ]|L(0,µm) in

KG(µm)(L(µm)) ⊗R(µm) R̂(m). Therefore, by the universal property of the

global Weyl module, we find a surjection Ŵ (m)→ K̂Gβ(M•
β|Om) of (U̇q(Lg), R̂(m))-

bimodules. Since both are free over R̂(m) of the same rank dimW (m), this

surjection should be an isomorphism Ŵ (m) ∼= K̂Gβ(M•
β|Om).

Lemma 3.3.9. Let us consider the inverse image Z•
β|Om of the orbit Om

along the canonical morphism Z•
β → Eβ and regard its equivariant K-group

K̂Gβ(Z•
β|Oβ

) as a (U̇q, U̇q)-bimodule via the completed Nakajima homomor-

phism Φ̂β. Then the following statements hold.

(1) As a (U̇q, U̇q)-bimodule, we have K̂Gβ(Z•
β|Om)

∼= Ŵ (m)⊗R̂(m) Ŵ (m)♯;

(2) We have K̂
Gβ

1,top(Z
•
β|Om) = 0;

(3) The comparison map gives an isomorphism K̂Gβ(Z•
β|Om)

∼= K̂
Gβ

0,top(Z
•
β|Om).

Proof. Pick an arbitrary point x ∈ Om. Then we have an isomorphism

Z•
β|Om

∼= Gβ ×(StabGβ
xm) ((M•

β)x × (M•
β)x
)
.

A similar computation as in the proof of Lemma 3.3.8 yields:

K̂Gβ(Z•
β|Om)

∼= K̂Gβ

(
Gβ ×(StabGβ

x) ((M•
β)x × (M•

β)x
))

∼= KG(m)(L(µm)× L(µm))⊗R(m) R̂(m)

∼= KG(µm)(L(µm))⊗R(µm) R̂(m)⊗R(µm) K
G(µm)(L(µm)),

where the last isomorphism is due to Theorem 3.3.3 (4). Then Proposi-
tion 3.3.8 proves the assertion (1). Because the same computation is valid
for equivariant K-homologies, we have

K̂
Gβ

i,top(Z
•
β|Om)

∼= K
G(µm)
0,top (L(µm))⊗R(µm) R̂(m)⊗R(µm) K

G(µm)
i,top (L(µm)),

for i = 0, 1. Then Theorem 3.3.3 (1), (2) prove the assertions (2), (3).
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Let λβ := cl(λβ).We fix a numbering {µ1, µ2, . . . , µl} of the set {µ ∈ P+ |
µ ≤ λβ} such that λβ = µl and i < j whenever µi < µj. Let νi := λβ − µi ∈
Q+ and Ni := Mreg

0 (νi, λβ) for i ∈ {1, . . . , l}. Then the stratification (3.1) is
written as:

M0(λβ) = N1 ⊔N2 ⊔ · · · ⊔Nl

with Nl = {0}. For each i ∈ {1, . . . , l}, we set N≤i :=
⊔
j≤iNj ⊂ M0(λβ).

Note that Ni is a closed subvariety of N≤i and its complement is N≤i−1.
We set N•

i := Ni ∩M•
0(λβ)(= Ni ∩ Eβ) and N•

≤i := N≤i ∩M•
0(λβ) for

each i ∈ {1, . . . , l}. We fix a numbering {mi,1,mi,2, . . . ,mi,ki} of the set
cl−1(λi) ∩ KP(β), where we define ki = 0 if cl−1(λi) ∩ KP(β) = ∅. We shall

simplify the notation by setting Ri,s := R(mi,s), R̂i,s := R̂(mi,s), θi,s := θmi,s

for each i ∈ I and s ∈ {1, . . . , ki}. Set νi,s := νmi,s
∈ Q+

0 and Oi,s :=
Omi,s

= M• reg
0 (νi,s,λβ). Note that the orbit Oi,s is a connected component

of N•
i for each s ∈ {1, . . . , ki}. Namely, we get the decomposition

N•
i =

ki⊔
s=1

Oi,s (3.17)

of N•
i into connected components. We define a subvariety Z•

i (resp. Z•
≤i)

of Z•
β to be the inverse image of the subvariety N•

i (resp. N•
≤i) along the

canonical morphism Z•
β → Eβ. From the decomposition (3.17), we have

Z•
i =

ki⊔
s=1

Z•
β|Oi,s

. (3.18)

By construction, Z•
i is a closed subvariety of Z•

≤i and its complement is Z•
≤i−1

for each i ∈ {2, . . . , l}. From (A.1), we have an exact sequence:

K̂Gβ(Z•
i )

ı∗ // K̂Gβ(Z•
≤i)

ȷ∗ // K̂Gβ(Z•
≤i−1) // 0, (3.19)

where ı : Z•
i ↪→ Z•

≤i and ȷ : Z
•
≤i−1 ↪→ Z•

≤i are the inclusions.

Lemma 3.3.10. The map ı∗ in the sequence (3.19) is injective. Therefore
we have the following short exact sequence:

0 // K̂Gβ(Z•
i )

ı∗ // K̂Gβ(Z•
≤i)

ȷ∗ // K̂Gβ(Z•
≤i−1) // 0,

for each i ∈ {2, . . . , l}.
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Proof. We shall prove that K̂
Gβ

1,top(Z
•
≤i) = 0 and the comparison map K̂Gβ(Z•

≤i)→
K̂

Gβ

0,top(Z
•
≤i) is an isomorphism for each i ∈ {1, . . . , l}. If we prove this, the

exact hexagon (A.2) completes a proof. We proceed by induction on i.
When i = 1, from (3.18), we have

K̂
Gβ

j,top(Z
•
≤1) = K̂

Gβ

j,top(Z
•
1) =

k1⊕
s=1

K̂
Gβ

j,top(Z
•
β|Oi,s

),

where j = 0, 1. From Lemma 3.3.9, we know that K̂
Gβ

1,top(Z
•
β|O1,s) = 0 and

K̂Gβ(Z•
β|O1,s)

∼= K̂
Gβ

0,top(Z
•
β|O1,s) for each s ∈ {1, . . . , k1}. Therefore we are

done in this case.
Let i > 1 and assume that we know that K̂

Gβ

1,top(Z
•
≤i−1) = 0 and K̂Gβ(Z•

≤i−1)
∼=

K̂
Gβ

0,top(Z
•
≤i−1). By the same reason for the case i = 1 above, we have K̂

Gβ

1,top(Z
•
i ) =

0 and K̂Gβ(Z•
i )
∼= K̂

Gβ

0,top(Z
•
i ). Then we see that K̂

Gβ

1,top(Z
•
≤i) = 0 from the exact

hexagon (A.2). Moreover we have the following commutative diagram:

K̂Gβ(Z•
i ) //

∼=
��

K̂Gβ(Z•
≤i) //

��

K̂Gβ(Z•
≤i−1) //

∼=
��

0

0 // K̂
Gβ

0,top(Z
•
i ) // K̂

Gβ

0,top(Z
•
≤i) // K̂

Gβ

0,top(Z
•
≤i−1) // 0,

where the upper row is the exact sequence (3.19), the lower row is the ex-
act sequence coming from the exact hexagon (A.2). All vertical arrows are
the comparison maps. Applying the five lemma, we see that the middle

comparison map K̂Gβ(Z•
≤i)→ K̂

Gβ

0,top(Z
•
≤i) is also an isomorphism.

Recall we have defined a quotient algebra U≤λ of the modified quantum
loop algebra U̇q(Lg) for each λ ∈ P+ in Section 2.2.4 by (2.7).

Lemma 3.3.11. The completed Nakajima homomorphism Φ̂β : U̇q(Lg) →
K̂Gβ(Z•

β) factor through the quotient U̇q(Lg)→ U≤λβ .

Proof. Since we have K̂Gβ(Z•
β)
∼= lim←− K̂Gβ(Z•

β)/r
N
β , it is enough to prove that

the composition

U̇q(Lg)
Φ̂β−→ K̂Gβ(Z•

β)→ K̂Gβ(Z•
β)/r

N
β (3.20)
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factors through the quotient U≤λβ for every N ∈ Z>0. We can discuss the

composition factors of K̂Gβ(Z•
β)/r

N
β as left U̇q(Lg)-module because it is finite

dimensional. By Lemma 3.3.9 (1) and the exact sequence (3.19), we see that
every composition factor is a subquotient of the global Weyl modules W(µ)
for some µ ≤ λβ. Therefore the ideal

∩
µ≤λβ AnnU̇q(Lg)

W(µ) is included in

the kernel of the map (3.20).

By Lemma 3.3.11 above, we have the induced homomorphism Φ̂β : U≤λβ →
K̂Gβ(Z•

β), which we denote by the same symbol Φ̂β.

Proposition 3.3.12. For each N ∈ Z>0, the homomorphism Φ̂N
β given by

the composition

Φ̂N
β : U≤λβ

Φ̂β−→ K̂Gβ(Z•
β)→ K̂Gβ(Z•

β)/r
N
β

is surjective. In particular, the forgetful functor from the category of left
K̂Gβ(Z•

β)-modules to the category of (U≤λβ , R̂(λβ))-bimodules is fully faithful.

Proof. Fix N ∈ Z>0. Using the homomorphism Φ̂β, we compare the affine

cellular structure of the algebra U≤λβ with the filtration of the algebra K̂Gβ(Z•
β)

coming from the geometric stratification ofM•
0(λβ) = Eβ as in Lemma 3.3.10.

First, for each i, we observe that there is the following isomorphism of
(U≤λβ , U≤λβ)-bimodules by Lemma 3.3.9 (1):

K̂Gβ(Z•
i )/r

N
β
∼=

ki⊕
s=1

K̂Gβ(Z•
β|Oi,s

)/rNβ

∼=
ki⊕
s=1

Ŵ (mi,s)⊗R̂i,s

(
R̂i,s

⟨θi,s(rβ)N⟩

)
⊗R̂i,s

Ŵ (mi,s)
♯.

∼=
ki⊕
s=1

W(µi)⊗R(µi)

(
R(µi)

R(µi) ∩ ⟨θi,s(rβ)N⟩

)
⊗R(µi) W(µi)

♯

∼= W(µi)⊗R(µi)

(
R(µi)∏ki

s=1R(µi) ∩ ⟨θi,s(rβ)N⟩

)
⊗R(µi) W(µi)

♯,

(3.21)

where we apply the Chinese remainder theorem for the last isomorphism.
This is possible because maximal ideals associated to primary ideals R(µi)∩
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⟨θi,s(rβ)N⟩ are distinct by Lemma 3.3.7. By (3.21), we see that the K-group

K̂Gβ(Z•
i ) is cyclic as (U≤λβ , U≤λβ)-bimodule. By construction, we can eas-

ily see that the class in K̂Gβ(Z•
i ) obtained as the restriction of the class

∆∗[OM(νi,λβ)] corresponds to the cyclic vector wµi ⊗ 1 ⊗ wµi of the RHS of
(3.21).

Recall the ideals Ii of U≤λ defined by (2.8). By downward induction
on i ∈ {1, . . . , l}, we construct algebra homomorphisms fNi : U≤λβ/Ii →
K̂Gβ(Z•

≤i)/r
N
β and (U≤λβ , U≤λβ)-bimodule homomorphisms gNi : Ii−1/Ii → K̂Gβ(Z•

i )/r
N
β ,

which make following diagrams commute:

0 // W(µi)⊗R(µi) W(µi)
♯ ai //

gNi
��

U≤λβ/Ii
bi //

fNi
��

U≤λβ/Ii−1
//

fNi−1
��

0

K̂Gβ(Z•
i )/r

N
β

// K̂Gβ(Z•
≤i)/r

N
β

// K̂Gβ(Z•
≤i−1)/r

N
β

// 0,

(3.22)
where the upper row is the exact sequence coming from the ideal chain and
the lower row is exact sequence coming from (3.19).

We start from i = l. Define fNl to be the homomorphism Φ̂N
β . Recall

that the Nakajima homomorphism Φλβ sends the element aλβ to the class
∆∗[OM(0,λβ)] (see Theorem 3.3.1). Therefore, by our observation in the pre-
vious paragraph, if we define the homomorphism gNl to give the quotient map
from W(λβ)⊗R(λβ) W(λβ)

♯ to the RHS of (3.21) via the isomorphism (3.21),
the left square in (3.22) commutes. Then we have the induced homomor-
phism fNl−1 between the cokernels.

The induction step is similar. Assume that we have defined fNi . By
construction, fNi sends the image of element aµi to the restriction of the
class ∆∗[OM(νi,λβ)]. Then if we define gNi to be the quotient map via the
isomorphism (3.21), the left square in (3.22) commutes. We get fNi−1 as the
induced homomorphism between cokernels.

Note that we have fN1 = gN1 and all the homomorphisms gNi are surjective
by construction. Therefore we can apply the five lemma to diagram (3.22)
inductively, starting from the case i = 2, to prove that every fNi is also

surjective. Eventually we see that the homomorphism fNl = Φ̂N
β is surjective.

Using the notation in the above proof of Proposition 3.3.12, we define
KN

≤i := Ker fNi , K
N
i := Ker gNi for each i ∈ {1, . . . , l} and N ∈ Z>0.
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Proposition 3.3.13. For each i ∈ {1, . . . , l} and for any N1, N2 ∈ Z>0, there
exists a positive integer N > N1 +N2 satisfying:

(1) KN
i ⊂ KN1

i ·K
N2
i ;

(2) KN
≤i ⊂ KN1

≤i ·K
N2
≤i .

Proof. We first prove the assertion (1). Assume that ki = 0. Thus we have
gNi = 0 and hence KN

i = Ii−1/Ii for any N ∈ Z>0. In this case, the assertion
(1) is equivalent to the assertion (Ii−1/Ii)

2 = Ii−1/Ii, which follows from
Theorem 2.2.16. Next we consider the case ki ̸= 0. By (3.21), we have

KN
i = W(µi)⊗R(µi)

(
ki∏
s=1

(
R(µi) ∩ ⟨θi,s(rβ)N⟩

))
⊗R(µi) W(µi)

♯,

for each N ∈ Z>0. By Lemma 3.3.7, the ideal R(µi) ∩ ⟨θi,a(rβ)N⟩ is a
primary ideal whose associated prime is the maximal ideal rµi,λi,a

. Thus
for a sufficiently large N > 0, we have R(µi) ∩ ⟨θi,s(rβ)N⟩ ⊂ (R(µi) ∩
⟨θi,s(rβ)N1⟩)(R(µi) ∩ ⟨θi,s(rβ)N2⟩). Then we obtain the assertion KN

i ⊂ KN1
i ·

KN2
i .
We prove the assertion (2) by induction on i. The case i = 1 follows from

(1) since fN1 = gN1 . We assume that i > 1 and the assertion (2) is true for
i − 1. For given N1, N2 ∈ Z>0, we can find an integer M > N1 + N2 such
that KM

i ⊂ KN1
i ·K

N2
i by (1). Applying Lemma 3.3.14 below to the injection

K̂Gβ(Z•
i ) ↪→ K̂Gβ(Z•

≤i), we find an integer N ′ ∈ Z>0 such that we have

Ker(fN
′

i ◦ ai) ⊂ KM
i ⊂ KN1

i ·K
N2
i , (3.23)

where ai is the inclusion Ii−1/Ii ↪→ U≤λ/Ii as in the diagram (3.22). Applying
the snake lemma to the following diagram:

0 // W(µi)⊗R(µi) W(µi)
♯ ai //

fN
′

i ◦ai
��

U≤λβ/Ii

fN
′

i
��

bi // U≤λβ/Ii−1
//

��

0

0 // Im(fN
′

i ◦ ai) // K̂Gβ(Z•
≤i)/r

N ′

λβ

// K̂Gβ(Z•
≤i−1)/r

N ′

λβ

// 0,

we get an exact sequence:

0 // Ker(fN
′

i ◦ ai) // KN ′
≤i

// KN ′
≤i−1

// 0. (3.24)

62



LetN ′
1, N

′
2 be any two integers larger thanN

′. By induction hypothesis, there

is an integer N > N ′
1 +N ′

2 such that KN
≤i−1 ⊂ K

N ′
1

≤i−1 ·K
N ′

2
≤i−1. We shall prove

that the assertion (2) holds for this N . Let x ∈ KN
≤i be an arbitrary element.

Note that we have bi(x) ∈ KN
≤i−1 ⊂ K

N ′
1

≤i−1 · K
N ′

2
≤i−1. Since the quotient map

bi : U≤λ/Ii → U≤λ/Ii−1 induces the surjection K
N ′

1
≤i ·K

N ′
2

≤i ↠ K
N ′

1
≤i−1 ·K

N ′
2

≤i−1,

we can choose an element y ∈ KN ′
1

≤i ·K
N ′

2
≤i so that bi(x− y) = 0. By the exact

sequence (3.24), there is an element y′ ∈ Ker(fN
′

i ◦ai) such that x = y+ai(y
′).

By (3.23), we see that ai(y
′) ∈ KN1

≤i ·K
N2
≤i . Therefore we have x ∈ K

N1
≤i ·K

N2
≤i

as desired.

Lemma 3.3.14. Let R be a commutative Noetherian complete local algebra
over a field k with the maximal ideal r. Let φ : M1 ↪→ M2 be a injective
homomorphism between finitely generated R-modules M1,M2. Put Mn

i :=
rnMi for i = 1, 2 and for each n ∈ Z>0. We denote the kernel of the induced
map φn : M1/M

n
1 → M2/M

n
2 by Kn. Then for any n ∈ Z>0, there is an

integer n0 > n such that we have KN ⊂Mn
1 /M

N
1 for any N ≥ n0.

Proof. Assume the contrary to deduce a contradiction. Namely we assume
that there is an integer n ∈ Z>0 such thatKN ̸⊂Mn

1 /M
N
1 for any N > n. For

each a, b ∈ Z>0 with a < b, let κa,b : Kb → Ka be the homomorphism induced
from the quotient homomorphismMi/M

b
i →Mi/M

a
i . These homomorphisms

κa,b define a projective system {κa,b : Kb → Ka | a < b}. Note that lim←−K
N =

Kerφ = 0.
By our assumption, we have κn,N ̸= 0 for any N > n. Since κn,N+1 =

κn,N ◦ κN,N+1, we get a decreasing sequence of subspaces:

Kn ⊃ Imκn,n+1 ⊃ Imκn,n+2 ⊃ · · · .

The fact dimKn <∞ ensures that there exists a non-zero subspace Ln ⊂ Kn

which is included in Imκn,N for allN > n. Define LN := (κn,N)−1(Ln) ⊂ KN .
then we get a projective subsystem of {KN}N∈Z>0 :

· · · → LN → · · · → Ln+1 → Ln → 0→ 0→ · · · → 0,

whose limit is non-zero by construction. Thus we have 0 ̸= lim←−L
N ⊂

lim←−K
N = 0, which is a contradiction.

As the special case i = l of Proposition 3.3.13 (2), we obtain the following.
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Corollary 3.3.15. For any N1, N2 ∈ Z>0, there is an positive integer N such
that Ker Φ̂N

β ⊂ (Ker Φ̂N1
β ) · (Ker Φ̂N2

β ).

Proof of Theorem 3.3.6. From Lemmas 3.3.9 and 3.3.10, we see that the pull-

back Φ̂∗
β

(
K̂Gβ(Z•

β)
)
is stratified as a left U̇q(Lg)-module by various deformed

Weyl modules Ŵ (m) with m ∈ KP(β). Therefore the pullback functor

Φ̂∗
β : K̂Gβ(Z•

β)-modfd → Cg lands in the full subcategory CQ,β. Note that we
have

K̂Gβ(Z•
β)-modfd =

∪
N∈Z>0

(
K̂G(β)(Z•

β)/r
N
β

)
-modfd,

where
(
K̂Gβ(Z•

β)/r
N
β

)
-modfd is identical to the full subcategory of K̂

Gβ(Z•
β)-modfd

consisting of modules M satisfying rNλβ
M = 0. Thus, by Proposition 3.3.12,

we see that the pullback functor Φ̂∗
β : K̂Gβ(Z•

β)-modfd → CQ,β is fully faith-
ful. To prove that it is essentially surjective, it is enough to show that for
each module M ∈ CQ,β there is an positive integer N ∈ Z>0 such that

(Ker Φ̂N
β )M = 0. We proceed by induction on the length of M . When

M = L(m) is a simple module of CQ,β with m ∈ KP(β), we see that

(Ker Φ̂1
β)L(m) = 0. For induction step, we write the module M as an ex-

tension of two non-zero modules M1,M2 ∈ CQ,β. By induction hypothesis,

there are integers N1, N2 ∈ Z>0 such that (Ker Φ̂N1
β )M1 = (Ker Φ̂N2

β )M2 = 0.

We can find an integer N ∈ Z>0 such that Ker Φ̂N
β ⊂ (Ker Φ̂N1

β ) · (Ker Φ̂N2
β )

by Corollary 3.3.15. Then we have (Ker Φ̂N
β )M = 0.

Remark 3.3.16. As a generalization of Theorem 3.2.1, Leclerc-Plamondon
[37] established some equivariant isomorphisms between graded quiver vari-
eties M•

0(λ) associated with certain ℓ-dominant weights λ ∈ P+ and the

spaces of representations of the repetitive algebra ĈQ of the quiver Q whose
dimension vector corresponds to λ. For this generalized choice of λ ∈ P+,
the completed convolution algebra K̂G(λ)(Z•(λ)) still becomes affine quasi-
hereditary. In fact, it is isomorphic to the completion of the geometric ex-
tension algebra associated to π : M•(λ) → M•

0(λ) discussed as above, and
we can apply [38, Theorem 4.7]. However, in this generalized setting, Theo-

rem 3.3.6 does not hold. In particular, standard modules of K̂G(λ)(Z•(λ)) are
not always isomorphic to the deformed local Weyl modules in such a general
setting. This happens because an analogue of Lemma 3.2.5 does not hold in
general. In this sense, Theorem 3.3.6 is a special phenomenon for our setting.
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3.3.4 Affine highest weight structure

Thanks to Theorem 3.3.6, we can regard the category

ĈQ,β := K̂Gβ(Z•
β)-modfg

as a “completion” of the category CQ,β
∼= K̂Gβ(Z•

β)-modfd so that we have
enough projective modules (and hence the notation above). In this section,

we see that the category ĈQ,β has a structure of affine highest weight category,

or equivalently, the algebra K̂Gβ(Z•
β) is an affine quasi-hereditary algebra.

For the notion of affine highest weight category and affine quasi-hereditary
algebra in general, see Appendix A.2. Recall that we defined a partial order
⪯ on the set KP(β) to be the opposite of the orbit closure inclusion.

Theorem 3.3.17. The algebra K̂Gβ(Z•
β) is affine quasi-hereditary for the

poset (KP(β),⪯). Via the completed Nakajima homomorphism Φ̂β : U̇q(Lg)→
K̂Gβ(Z•

β), the standard (resp. proper standard, proper costandard) module as-
sociated with m ∈ KP(β) is identified with the deformed local Weyl module

Ŵ (m) (resp. local Weyl module W (m), dual local Weyl module W∨(m)).

Proof. We construct an affine quasi-heredity chain of the algebra K̂Gβ(Z•
β).

Let {m1, . . . ,mr} be a total ordering of the set KP(β) refining the partial
order ⪯, i.e. it satisfies j ≤ k whenever mj ⪯ mk. Then we have mr =
λβ. We set Oi := Omi

, O≥i :=
⊔
j≥iOj, O≤i :=

⊔
j≤iOj. We denote the

inverse image of Oi (resp. O≥i,O≤i) along the canonical morphism Z•
β →

Eβ by Z•
β|Oi

(resp. Z•
β|O≥i

, Z•
β|O≤i

). By construction, Z•
β|O≥i+1

(resp. Z•
β|Oi

)
is a closed subvariety of Z•

β|O≥i
(resp. Z•

β|O≤i
) and its complement is Z•

β|Oi

(resp. Z•
β|O≤i−1

). Also Z•
β|O≥i

is a closed subvariety of Z•
β whose complement

is Z•
β|O≤i−1

. Then we consider the following commutative diagram arising
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from (A.1):

0

��

0

��

K̂Gβ(Z•
β|O≥i+1

)

��

K̂Gβ(Z•
β|O≥i+1

)

��

0 // K̂Gβ(Z•
β|O≥i

) //

��

K̂Gβ(Z•
β)

//

��

K̂Gβ(Z•
β|O≤i−1

) // 0

0 // K̂Gβ(Z•
β|Oi

) //

��

K̂Gβ(Z•
β|O≤i

) //

��

K̂Gβ(Z•
β|O≤i−1

) // 0

0 0
(3.25)

Arguing as in Lemma 3.3.10, we see that the left column and the lower row
in (3.25) are exact. By downward induction on i and diagram chases, we see
that the middle row (and hence the middle column) in the diagram (3.25) is
also exact.

Therefore we can regard Ii := K̂Gβ(Z•
β|O≥i+1

) for each i ∈ {0, . . . , r} as a
two-sided ideal of the algebra K̂Gβ(Z•

β). What we have to do is to prove that
the chain of ideals

0 = Ir ⊊ Ir−1 ⊊ · · · ⊊ I1 ⊊ I0 = K̂Gβ(Z•
β) (3.26)

gives an affine quasi-heredity chain. Observe that

Ii−1/Ii ∼= K̂Gβ(Z•
β|Oi

) ∼= Ŵ (mi)⊗R̂(mi)
Ŵ (mi)

♯ ∼= Ŵ (mi)
⊕si

as a left K̂Gβ(Z•
β)-module, where si := dimW (mi). By Theorem 3.3.6, the

category of finite-dimensional modules over K̂Gβ(Z•
β)/Ii is identified with

the full subcategory of CQ,β consisting of modules M whose ℓ-weights be-
long to the set

∪
j≤i{µ ∈ P | µ ≤ mj}. For such a module M , we

have HomU̇q(Lg)
(Ŵ (mi),M) ∼= Mmi

by the universal property of the de-
formed local Weyl module (Proposition 2.2.15 (1)). In particular, the func-

tor HomU̇q(Lg)
(Ŵ (mi),−) is exact on the category (K̂Gβ(Z•

β)/Ii)-modfd. Since

any module M ∈ (K̂Gβ(Z•
β)/Ii)-modfg can be written as a projective limit
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of finite-dimensional modules (i.e. M ∼= lim←−M/rNλ ), we see that the de-

formed local Weyl module Ŵ (mi) is a projective module in the category

(K̂Gβ(Zβ)/Ii)-modfg with its simple head L(mi). Moreover, we have

Hom
K̂
Gβ (Z•

β)
(Ii−1/Ii, K̂

Gβ(Z•
β)/Ii−1) = 0.

From these observations and Proposition 2.2.15, we conclude that the chain
(3.26) is an affine quasi-heredity chain.

By Remark A.2.5, the algebra K̂Gβ(Z•
β) is affine quasi-hereditary for the

poset (KP(β),⪯), whose standard module (resp. proper standard module) as-

sociated with m ∈ KP(β) (as a (U̇q(Lg), R̂(λβ)-bimodule) is the deformed lo-

cal Weyl module Ŵ (m) (resp. local Weyl moduleW (m)). To prove the asser-
tion for proper costandard modules, we have to show the Ext-orthogonality
as in Theorem A.2.6. This is done in Proposition 3.3.18 below.

To show the Ext-orthogonality between deformed local Weyl modules
and dual local Weyl modules, we need to prepare some notation. Note that
the dual local Weyl module W∨(m) corresponding to m ∈ KP(β) actually
belongs to CQ,β by Proposition 2.2.19 and Theorem 3.3.6.

We need to prepare some duality functors. We temporarily use the am-
bient category B of all (U̇q(Lg), R̂(λ))-bimodules. Note that each M ∈ B
has the weight space decomposition M =

⊕
µ∈PMµ, where Mµ = aµM and

each weight space Mµ is preserved by the action of R̂(λβ). We define the
full dual and the topological dual of M ∈ B by M∗ := Homk(M, k) and
D(M) :=

∪
N Homk(M/rNβ , k) respectively. We define a left U̇q(Lg)-module

structure on M∗ (resp. on D(M)) by twisting the natural right U̇q(Lg)-
module structure by the antipode S (resp. S−1). Thus we obtain an exact
contravariant endofunctor (−)∗ : B → B and a right exact contravariant

endofunctor D : B → B. If M ∈ B is finitely generated over R̂(λβ), we

have (D(M))∗ ∼= M . If M ∈ Cg (with trivial R̂(λβ)-action), the dual M∗

(resp. D(M)) coincides with the left dual M∗ (resp. the right dual ∗M) of
M .

Proposition 3.3.18. Let m1,m2 ∈ KP(β). Then we have:

Exti
ĈQ,β

(Ŵ (m1),W
∨(m2)) =

{
k i = 0,m1 = m2;

0 otherwise.
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Proof. The case i = 0 follows from the fact that the module W∨(m2) has
a simple socle L(m2) with dimW∨(m2)m2 = 1 and the universality of the
deformed Weyl module (Proposition 2.2.15 (1)).

For i = 1, we consider an extension in ĈQ,β:

0→ W∨(m2)→ E → Ŵ (m1)→ 0. (3.27)

Put µj := cl(mj) for j = 1, 2. If µ1 ̸< µ2, then the ℓ-weight m1 is maximal in
E/rNβ for any N ∈ Z>0. By the universal property of the deformed local Weyl

module Ŵ (m1), we see that the sequence (3.27) must be split. If µ1 < µ2,
we apply the topological duality functor D to the sequence (3.27) to get the
following exact sequence:

0→ D(Ŵ (m1))→ D(E)→ W (∗m2). (3.28)

Since µ1 < µ2, we have

dimD(E)−w0µ2 = dimEw0µ2 = dimEµ2 = 1 = dimW (∗m2)−w0µ2 ,

where the second equality is due to Weyl group symmetry coming from inte-
grability. In particular, the image of the weight space D(E)−w0µ2 coincides
withW (∗m2)−w0µ2 , which generatesW (∗m2). Therefore the rightmost arrow
in the sequence (3.28) is surjective. Moreover, by the universal property of
the local Weyl module W (∗m2), we see that the sequence (3.28) is split. By
applying the full duality functor (−)∗, we find that the sequence (3.27) is

also split. Therefore we have Ext1
ĈQ,β

(Ŵ (m1),W
∨(m2)) = 0.

The cases i > 1 follow from the case i = 1 by a standard argument in
(affine) highest weight categories.

3.3.5 Comparison with a geometric extension algebra

Since the group Gβ(= G(λβ)) is the centralizer of the torus Tβ(= T(λβ))
inside G(λβ) (where λβ := cl(λβ) as before), the multiplication map induces
an isomorphism

Gβ × Tβ
∼=−→ Gβ (3.29)

of algebraic groups. Note that this decomposition yields an isomorphism

KGβ(X)⊗A k ∼= KGβ(X)k
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for any Gβ-varietyX with a trivial Tβ-action. As a special case whenX = pt,
we have an isomorphism

R(λβ)
(3.12)
= R(G(λβ))⊗A k ∼= R(Gβ)k

of k-algebras, via which the maximal ideal rβ ⊂ R(λβ) defined in Section 2.2.3
corresponds to the augmentation ideal I ⊂ R(Gβ)k. Therefore we have an
isomorphism [

KGβ(X)⊗A k
]∧
rβ
∼= K̂Gβ(X)k, (3.30)

where [−]∧rβ denotes the rβ-adic completion. See Appendix A.1.2 for the RHS.
For X = Z•

β, we get an isomorphism

K̂Gβ(Z•
β) =

[
KGβ(Z•

β)⊗A k
]∧
rβ
∼= K̂Gβ(Z•

β)k

of convolution algebras. Here the first equality follows because we know that
KGβ(Z•

β) is a finitely generated R(λβ)-module thanks to the discussions in
the previous section (see Lemmas 3.3.7, 3.3.9 and 3.3.10).

Proposition 3.3.19. The Riemann-Roch homomorphism gives an isomor-
phism of R̂(Gβ)k-algebras:

RRGβ : K̂Gβ(Z•
β)k

∼=−→ H
Gβ
∗ (Z•

β,k)∧.

Proof. By Proposition A.1.3, the map RRGβ : K̂Gβ(Zβ)k → H
Gβ
∗ (Zβ,k)∧ is

an algebra homomorphism. To prove that the map RRGβ : K̂Gβ(Z•
β)k →

H
Gβ
∗ (Z•

β, k)∧ is an isomorphism, it suffices to check that the equivariant

Chern character map (chGβ)
M•

β×M•
β

Z•
β

: K̂Gβ(Z•
β)k → H

Gβ
∗ (Z•

β,k)∧ gives an iso-

morphism of R̂(Gβ)k-modules since RRGβ is obtained from (chGβ)
M•

β×M•
β

Zβ
by

multiplying the Gβ-equivariant Todd class p∗1Td
Gβ

Fβ
, which is an invertible

element.
Likewise as in the proof of Theorem 3.3.17, we fix a total ordering KP(β) =

{m1,m2, . . . ,ms} refining the partial order ⪯, and set Oi := Omi
, O≥i :=⊔

j≥iOj, O≤i :=
⊔
j≤iOj. By Lemma 3.1.4, Lemma 3.2.5 and the reduction,

we have

KGβ(Z•
β|Ok

) ∼= KG(mk)(L•(mk)× L•(mk)),

H
Gβ
∗ (Z•

β|Ok
,k) ∼= HG(mk)

∗ (L•(mk)× L•(mk),k)
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for each k. Then, using [42, Theorem 7.4.1], we can prove that the equiv-

ariant Chern character map gives an isomorphism chGβ : K̂Gβ(Z•
β|Ok

)k
∼=−→

H
Gβ
∗ (Z•

β|Ok
,k)∧ for each k. Moreover, we obtain the following commutative

diagram with exact rows for each k:

0 // K̂Gβ(Z•
β|O≤k−1

)k //

ch
Gβ

��

K̂Gβ(Z•
β|O≤k

)k //

ch
Gβ

��

K̂Gβ(Z•
β|Ok

)k //

ch
Gβ

��

0

0 // H
Gβ
∗ (Z•

β|O≤k−1
,k)∧ // H

Gβ
∗ (Z•

β|O≤k
,k)∧ // H

Gβ
∗ (Z•

β|Ok
,k)∧ // 0.

By induction on k, the equivariant Chern character map gives an isomor-

phism chGβ : K̂Gβ(Z•
β|O≤k

)k
∼=−→ H

Gβ
∗ (Z•

β|O≤k
,k)∧ for all k.

We consider the proper push-forward

L•
β := (πβ)∗k

of the trivial local system k on M•
β. By the decomposition theorem, we have

L•
β
∼=

⊕
m∈KP(β)

L•
m ⊗k ICm =

⊕
m∈KP(β)

⊕
k∈Z

L•
m,k ⊗k ICm[k],

where ICm denotes the intersection cohomology complex associated with
the trivial local system on the orbit Om and L•

m =
⊕

k L
•
m,k is a finite-

dimensional graded k-vector space, which is known to be non-zero for each
m (see [42, Theorem 14.3.2]). We consider the Yoneda algebra

Ext∗Gβ
(L•

β,L•
β) =

⊕
k∈Z

ExtkGβ
(L•

β,L•
β)

in the derived category of Gβ-equivariant constructible complexes on Eβ.
This is a Z-graded k-algebra whose grading is bounded from below.

By a standard argument (see [11, Section 8.6]), we have an isomorphism
of k-algebras

Ext∗Gβ
(L•

β,L•
β)
∼= H

Gβ
∗ (Z•

β,k).
Note that this is not compatible with the Z-grading. This isomorphism
induces an isomorphism between the completions:

Ext∗Gβ
(L•

β,L•
β)

∧ ∼= H
Gβ
∗ (Z•

β,k)∧. (3.31)

As a conclusion, we obtain the following.
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Corollary 3.3.20. We have the following isomorphisms of k-algebras:

Ext∗Gβ
(L•

β,L•
β)

∧ ∼= H
Gβ
∗ (Z•

β,k)∧ ∼= K̂Gβ(Z•
β)k.

Remark 3.3.21. By a general theory by Kato [32], or also by McNamara [38],
the Yoneda algebra Ext∗Gβ

(L•
β,L•

β) is a Z-graded affine quasi-hereditary alge-

bra. Therefore its completion Ext∗Gβ
(L•

β,L•
β)

∧ ∼= K̂Gβ(Z•
β)k inherits a struc-

ture of affine quasi-hereditary algebra (see [19, Section 4] for the completion).
This gives an alternative proof of the first statement of Theorem 3.3.17.
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Chapter 4

Dynkin quiver type quantum
affine Schur-Weyl duality

4.1 Quiver Hecke algebras

In this section, we explain the basics of the quiver Hecke algebras, also known
as Khovanov-Lauda-Rouquier algebras, of finite ADE types (Section 4.1.1)
and their geometric realization due to Varagnolo-Vasserot [49] (Section 4.1.2).
We remark that Rouquier [48] also considered a similar geometric interpre-
tation of the quiver Hecke algebras independently.

Let k be a field of characteristic zero in this section. Later we will set
k = Q(q).

4.1.1 Definition and properties

Fix an element β =
∑

i∈I diαi ∈ Q+ and put d :=
∑

i∈I di = ht β. Let

Iβ := {i = (i1, . . . , id) ∈ Id | αi1 + · · ·+ αid = β}.

The symmetric group Sd of degree d acts on the set Iβ from the right by
(i1, . . . , id) · σ := (iσ(1), . . . , iσ(d)). Let sk ∈ Sd denote the transposition of k
and k + 1 for 1 ≤ k < d.

Definition 4.1.1 (Khovanov-Lauda [34], Rouquier [47]). The quiver Hecke
algebra HQ(β) is defined to be a k-algebra with the generating set

{1i | i ∈ Iβ} ∪ {x1, . . . , xd} ∪ {τ1, . . . , τd−1},
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satisfying the following relations:

1i1i′ = δi,i′1i,
∑
i∈Iβ

1i = 1, xkxl = xlxk, xk1i = 1ixk,

τk1i = 1i·skτk, τkτl = τlτk if |k − l| > 1,

τ 2k1i =


(xk − xk+1)1i, if ik ← ik+1,

(xk+1 − xk)1i, if ik → ik+1,

1i if aik,ik+1
= 0,

0 if ik = ik+1,

(τkxl − xsk(l)τk)1i =


−1i if l = k, ik = ik+1,

1i if l = k + 1, ik = ik+1,

0 otherwise,

(τk+1τkτk+1 − τkτk+1τk)1i =


1i if ik = ik+2, ik ← ik+1,

−1i if ik = ik+2, ik → ik+1,

0 otherwise.

We set
Pβ :=

⊕
i∈Iβ

k[x1, . . . , xd]1i

with a commutative k[x1, . . . , xd]-algebra structure 1i · 1i′ = δii′1i. By the
defining relations, there is a k-algebra homomorphism Pβ → HQ(β) sending
the generators 1i, xk ∈ Pβ to 1i, xk ∈ HQ(β) respectively. For each σ ∈ Sd,
we fix a reduced expression σ = sk1 · · · skp . Then we define τσ := τk1 · · · τkp ∈
HQ(β). Note that this element τσ depends on the choice of a reduced expres-
sion of σ in general because we do not have the braid relation for τk’s. Then
the following fact is known.

Proposition 4.1.2 (Khovanov-Lauda [34]). The quiver Hecke algebraHQ(β)
is a left (or right) free module over the commutative algebra Pβ with a free
basis {τσ | σ ∈ Sd}.

Proof. See [34, Proposition 2.7].
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The quiver Hecke algebra HQ(β) is equipped with a Z-grading given by

deg 1i = 0, deg xk = 2, deg τk1i = −aik,ik+1
.

Since the grading is bounded from below by Proposition 4.1.2, the completion
ĤQ(β) := HQ(β)

∧ inherits a natural structure of k-algebra. Explicitly, we
have

ĤQ(β) =
⊕
σ∈Sd

P̂βτσ =
⊕
σ∈Sd

τσP̂β,

where P̂β :=
⊕

i k[[x1, . . . , xd]]1i.
For β, β′ ∈ Q+ with htβ = d, ht β′ = d′, we have an embedding

HQ(β)⊗HQ(β
′) ↪→ HQ(β + β′)

given by 1i ⊗ 1i′ 7→ 1i◦i′ , xk ⊗ 1 7→ xk, τk ⊗ 1 7→ τk, 1 ⊗ xk 7→ xd+k, 1 ⊗
τk 7→ τd+k, where we set i ◦ i′ := (i1, . . . , id, i

′
1, . . . , i

′
d′) ∈ Iβ+β

′
. Using this

embedding, we define the convolution productM ◦M ′ of a left HQ(β)-module
M and a left HQ(β

′)-module M ′ by

M ◦M ′ := HQ(β + β′)⊗HQ(β)⊠Hβ(β′) (M ⊠M ′) ,

which is a left HQ(β + β′)-module.
The quiver Hecke algebras categorify the quantum group in the following

sense. Let HQ(β)-proj be the additive category of finitely generated graded
projective leftHQ-modules andHQ(β)-gmod be the abelian category of finite-
dimensional graded left HQ(β)-modules. We equip the direct sum categories

HQ-proj :=
⊕
β∈Q+

HQ(β)-proj, HQ-gmod :=
⊕
β∈Q+

HQ(β)-gmod

with structures of monoidal category using the convolution product. Since
the convolution product is a bi-exact functor, the Grothendieck groupsK(HQ-proj)
and K(HQ-gmod) become Q+-graded Z[v, v−1]-algebras, where the multipli-
cation with v±1 is given by the grading shifts. The following fundamen-
tal result is a consequence of Khovanov-Lauda [34], Rouquier [47, 48] and
Varagnolo-Vasserot [49].

Theorem 4.1.3 (Categorification Theorem). Let U+
v (g)Z be the Z[v, v−1]-

form of the positive part of the quantized enveloping algebra Uv(g) (gener-
ated by the divided powers of the Chevalley generators) and U+

v (g)
∨
Z be its

(graded) dual. Then there is a Q+-graded Z[v, v−1]-algebra isomorphism

K(HQ-proj) ∼= U+
v (g)Z, (resp. K(HQ-gmod) ∼= U+

v (g)
∨
Z)
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under which the classes of self-dual indecomposable projective modules (resp. self-
dual simple modules) correspond to the canonical basis elements (resp. the
dual canonical basis elements) bijectively.

For each β ∈ Q+, let us consider the category

MQ,β := ĤQ(β)-modfd

of finite-dimensional ĤQ(β)-modules. By Proposition 4.1.2, we see that this
category is identical to the category of finite-dimensional HQ(β)-modules on
which the elements xk act nilpotently. Note that here we do not consider the
gradings of HQ(β) modules. By forgetting the gradings, we have an exact
functor

HQ(β)-gmod→MQ,β.

Again by Proposition 4.1.2, we can prove that every simple module in MQ,β

is gradable. Therefore the above functor induces an isomorphism

K(HQ(β)-gmod)|v=1
∼= K(MQ,β)

of the Grothendieck groups. The convolution product equips the direct sum

MQ :=
⊕
β∈Q+

MQ,β

with a structure of monoidal category. By forgetting the gradings, we obtain
an isomorphism

K(HQ-gmod)|v=1
∼= K(MQ)

of the Grothendieck rings.
Let G be a complex affine algebraic group whose Lie algebra is g and

N be a maximal unipotent subgroup of G corresponding to the positive
roots R+. It is well-known that the coordinate ring C[N ] is isomorphic to the
(graded) dual of the positive part of the enveloping algebra U(g). Combining
the observation above with the categorification theorem (Theorem 4.1.3) we
obtain the following:

Corollary 4.1.4. There is an isomorphism of C-algebras

K(MQ)C ∼= C[N ]

which sends the classes of simple modules to the elements of the dual canon-
ical basis bijectively.
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Finally we recall the faithful polynomial right representation of HQ(β)
from [34, Section 2.3]. We define fw(x1, . . . , xd) := f(xw(1), . . . , xw(d)) for
f ∈ k[x1, . . . , xd] and w ∈ Sd.

Theorem 4.1.5 ([34] Proposition 2.3). The following formulas give a faithful
right HQ(β)-module structure on the k-vector space Pβ:

a · 1i = a1i,

a · xk = axk,

(f1i) · τk =


f sk − f
xk − xk+1

1i if ik = ik+1,

(xk+1 − xk)f sk1i·sk if ik ← ik+1,

f sk1i·sk otherwise,

where a ∈ Pβ and f1i ∈ k[x1, . . . , xd]1i.

Replacing the polynomial ring k[x1, . . . , xd] with the ring k[[x1, . . . , xd]] of
formal power series, we get the completion of the representation Pβ:

P̂β =
⊕
i∈Iβ

k[[x1, . . . , xd]]1i = Pβ ⊗HQ(β) ĤQ(β). (4.1)

4.1.2 Varagnolo-Vasserot’s realization

Fix an I-graded C-vector space D =
⊕

i∈I Di with dimD = β, i.e. dimDi =
di as in Section 2.1.2. We consider the following two non-singular Gβ-
varieties:

Bβ = {F • = (D = F 0 ⊋ F 1 ⊋ · · · ⊋ F d = 0) | F k is an I-graded subspace of D},
Fβ = {(F •, x) ∈ Bβ × Eβ | x(F k) ⊂ F k for any 1 ≤ k ≤ d}.

The Gβ-action on Fβ is defined so that the projections pr1 : Fβ → Bβ and
µβ := pr2 : Fβ → Eβ are Gβ-equivariant. They decompose into connected
components as

Bβ =
⊔
i∈Iβ
Bi, Fβ =

⊔
i∈Iβ
Fi,

where we put

Bi := {F • ∈ Bβ | dimF k−1 = dimF k + αik , ∀k}, Fi := (pr1)
−1(Bi)

76



for i = (i1, . . . , id) ∈ Iβ.
We fix a basis {vk}1≤k≤d of the vector space D so that the set {vi,j}1≤j≤di

forms a basis of the vector space Di for each i ∈ I, where we put vi,j :=
vd1+···+di−1+j. LetHi ⊂ GL(Di) be the maximal torus fixing the lines {Cvi,j}1≤j≤di
for each i ∈ I. We set Hβ :=

∏
i∈I Hi ⊂ Gβ.

Let F •
0 ∈ Bβ be the flag defined by F k

0 :=
⊕

l>k Cvl, which belongs to
the component Bi0 with i0 := (1d1 , 2d2 , . . . , ndn) ∈ Iβ. For each i ∈ Iβ,
we fix an element wi ∈ Sd such that i = i0 · wi. The set {wi}i∈Iβ forms
a complete system of coset representatives for the quotient Sβ\Sd, where
Sβ := StabSd

(i0) = Sd1×· · ·×Sdn . For each w ∈ Sd, we define the flag F
•
w by

F k
w :=

⊕
l>k Cvw(l) which belongs to the component Bi0·w. Let F •

i := F •
wi
∈ Bi

for i ∈ Iβ. Then we have Bi ∼= Gβ/Bi with Bi := StabGβ
(F •

i ) ⊂ Gβ being
the Borel subgroup fixing the flag F •

i , which contains the maximal torus Hβ.
Then we have

H
Gβ
∗ (Bi,k) ∼= HBi

∗ (pt,k) ∼= H∗
Hβ

(pt, k) ∼= k[x1, . . . , xd]1i, (4.2)

where the last isomorphism sends the 1st Hβ-equivariant Chern class of the
line Cvwi(k) to the element xk1i. Thus we get an isomorphism

H
Gβ
∗ (Bβ,k) =

⊕
i∈Iβ

H
Gβ
∗ (Bi, k) ∼=

⊕
i∈Iβ

k[x1, . . . , xd]1i = Pβ. (4.3)

We consider the Steinberg type variety Zβ := Fβ ×Eβ
Fβ associated

with the morphism µβ : Fβ → Eβ. Its Gβ-equivariant Borel-Moore homol-

ogy group H
Gβ
∗ (Zβ,k) becomes a k-algebra with respect to the convolution

product relative to Fβ ×Fβ ×Fβ. We identify the variety Bβ with the fiber
product {0}×Eβ

Fβ. Then the convolution product relative to {0}×Fβ×Fβ
makes the space H

Gβ
∗ (Bβ,k) into a right H

Gβ
∗ (Zβ,k)-module.

Let µi denote the restriction of the proper morphism µβ : Fβ → Eβ to the
component Fi for i ∈ Iβ. We put

Lβ :=
⊕
i∈Iβ

(µi)∗k[dimFi],

where k[dimFi] is the trivial local system (i.e. the constant k-sheaf of rank
1) on Fi homologically shifted by dimFi. By the decomposition theorem, we
have

Lβ ∼=
⊕

m∈KP(β)

Lm ⊗k ICm =
⊕

m∈KP(β)

⊕
k∈Z

Lm,k ⊗k ICm[k],
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where ICm denotes the intersection cohomology complex associated with the
trivial local system on the orbit Om and Lm =

⊕
k∈Z Lm,k[k] is a self-dual

finite-dimensional graded k-vector space for each m ∈ KP(β). The vector
space Lm is known to be non-zero for all m ∈ KP(β) (see [31, Corollary 2.8]).

Similarly to Section 3.3.5, we have a standard isomorphism of k-algebras

Ext∗Gβ
(Lβ,Lβ) ∼= H

Gβ
∗ (Zβ,k). (4.4)

Let Li(k) be the Gβ-equivariant line bundle on Fi whose fiber at the point
(F •, x) ∈ Fi is F

k−1/F k for i ∈ Iβ and 1 ≤ k ≤ d.

Theorem 4.1.6 (Varagnolo-Vasserot [49]). There is a unique isomorphism
of Z-graded k-algebras

HQ(β)
∼=−→ Ext∗Gβ

(Lβ,Lβ) (4.5)

which satisfies the following properties:

(1) The composition HQ(β)
∼=−→ HGβ(Zβ, k) of the isomorphisms (4.5) and

(4.4) sends the element 1i (resp. xk1i) to the push-forward of the fun-
damental class [Fi] (resp. the 1st Gβ-equivariant Chern class of the line
bundle Li(k)) with respect to the diagonal embedding Fi → Fi×Eβ

Fi;

(2) We have the following commutative diagram:

HQ(β)
∼= //

��

H
Gβ
∗ (Zβ,k)

��

End (Pβ)
op ∼= // End

(
H
Gβ
∗ (Bβ,k)

)op
,

where the lower horizontal arrow denotes the isomorphism induced from
(4.3) and the vertical arrows denote the right module structures.

Remark 4.1.7. Because our convention of the flag variety Bβ differs from
Varagnolo-Vasserot’s [49], we need a modification. Actually, our isomorphism
(4.5) is obtained by twisting the original isomorphismHQ(β) ∼= Ext∗Gβ

(Lβ,Lβ)
in [49] by a k-algebra involution on HQ(β) given by

1i 7→ 1iop , xk 7→ xd−k+1, τk1i 7→

{
−τd−k1iop if ik = ik+1;

τd−k1iop if ik ̸= ik+1,

where iop := (id, . . . , i2, i1) for i = (i1, i2, . . . , id) ∈ Iβ.
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Similarly to the case of the Gβ-equivariant Borel-Moore homologies, the
K-group KGβ(Zβ)k becomes an R(Gβ)k-algebra and the K-group KGβ(Bβ)k
becomes a right KGβ(Zβ)k-module with respect to the convolution products.

For each i ∈ Iβ, we have

KGβ(Bi)k ∼= KBi(pt)k ∼= KHβ(pt)k = R(Hβ)k ∼= k[y±1
1 , . . . , y±1

d ]1i

where the last isomorphism sends the class [Cvwi(k)] of the 1-dimensional
Hβ-module Cvwi(k) to the element yk1i. The Gβ-equivariant Chern character

map (chGβ)Bi
Bi

gives an isomorphism of k-algebras

K̂Gβ(Bi)k ∼= k[[y1 − 1, . . . , yd − 1]]1i
∼=−→ k[[x1, . . . , xd]]1i ∼= H

Gβ
∗ (Bi,k)∧,

where the middle arrow sends the element yk1i to the exponential exk1i
for 1 ≤ k ≤ d. Applying the equivariant Riemann-Roch theorem (=The-
orem A.1.1) to the inclusion Bi ↪→ Fi, we have

(chGβ)Fi
Bi

= Ci · (chGβ)Bi
Bi
, Ci := (Td

Gβ

Fi
)−1Td

Gβ

Bi
· 1i ∈ k[[x1, . . . , xd]]1i (4.6)

and hence the map (chGβ)Fi
Bi

is an isomorphism of R̂(Gβ)k-modules. Summing

up over i ∈ Iβ, we obtain an isomorphism of R̂(Gβ)k-modules

(chGβ)
Fβ

Bβ
: K̂Gβ(Bβ)k

∼=−→ H
Gβ
∗ (Bβ,k)∧. (4.7)

Proposition 4.1.8. The Riemann-Roch homomorphism gives an isomor-
phism of R̂(Gβ)k-algebras:

RRGβ : K̂Gβ(Zβ)k
∼=−→ H

Gβ
∗ (Zβ,k)∧,

which makes the following diagram commute:

K̂Gβ(Zβ)k
∼= //

��

H
Gβ
∗ (Zβ,k)∧

��

End
(
K̂Gβ(Bβ)k

)op ∼= // End
(
H
Gβ
∗ (Bβ,k)∧

)op
,

(4.8)

where the lower horizontal arrow denotes the isomorphism induced from (4.7)
and the vertical arrows denote the right module structures.
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Proof. As in the proof of Proposition 3.3.19, it suffices to prove that the

equivariant Chern character map (chGβ)
Fβ×Fβ

Zβ
: K̂Gβ(Zβ)k → H

Gβ
∗ (Zβ,k)∧ is

an isomorphism.
Because we have the connected component decomposition

Zβ =
⊔

i,i′∈Iβ
Zi,i′ , Zi,i′ := Fi ×Eβ

Fi′ ,

we focus on a connected component

Zi,i′ = {(F •, F ′•, x) ∈ Bi × Bi′ × Eβ | x(F k) ⊂ F k, x(F ′k) ⊂ F ′k, ∀k}.

For each w ∈ Sβwi′ , we define a locally closed Gβ-subvariety

Zwi,i′ = Gβ ×Bi {(F •
i , F

′•, x) ∈ Zi,i′ | F ′• ∈ BiF
•
w}

which is a Gβ-equivariant affine bundle over Bi. They give a Gβ-stable strati-
fication Zi,i′ :=

⊔
w∈Sβwi′

Zw
i,i′ . Fix a total ordering Sβwi′ = {w1, w2, . . . , wm}

such that we have wkw
−1
i < wlw

−1
i in the Bruhat ordering only if k < l. We

simply write Zki,i′ := Z
wk

i,i′ and set Z≤k
i,i′ :=

⊔
j≤k Z

j
i,i′ . Then for each k, the

variety Z≤k−1
i,i′ is closed in Z≤k

i,i′ and its complement is Zki,i′ . Since Zki,i′ is a
Gβ-equivariant affine bundle over Bi, its homology of odd degree vanishes:

H
Gβ

odd(Zki,i′ ,k) = 0. Therefore an inductive argument with respect to k yields

H
Gβ

odd(Z
≤k
i,i′ ,k) = 0. Using the cellular fibration lemma [11, 5.5.1] for equivari-

ant K-groups and Proposition A.1.2, we obtain the following commutative
diagram with exact rows for each k:

0 // K̂Gβ(Z≤k−1
i,i′ )k //

ch
Gβ

��

K̂Gβ(Z≤k
i,i′ )k

//

ch
Gβ

��

K̂Gβ(Zki,i′)k //

ch
Gβ

��

0

0 // H
Gβ
∗ (Z≤k−1

i,i′ ,k)∧ // H
Gβ
∗ (Z≤k

i,i′ ,k)∧ // H
Gβ
∗ (Zki,i′ , k)∧ // 0.

Note that the map chGβ : K̂Gβ(Zki,i′)k → H
Gβ
∗ (Zki,i′ ,k)∧ is an isomorphism for

any k since again the variety Zk
i,i′ is an affine bundle over Bi. Hence, by

induction on k, we conclude that chGβ : K̂Gβ(Z≤k
i,i′ )k → H

Gβ
∗ (Z≤k

i,i′ ,k)∧ is an
isomorphism for all k.
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Note that the isomorphism (4.4) induces an isomorphism between the
completions:

Ext∗Gβ
(Lβ,Lβ)∧ ∼= H

Gβ
∗ (Zβ,k)∧.

As a summary of this subsection, we have the following.

Corollary 4.1.9. We have the following isomorphisms of k-algebras:

ĤQ(β) ∼= Ext∗Gβ
(Lβ,Lβ)∧ ∼= H

Gβ
∗ (Zβ, k)∧ ∼= K̂Gβ(Zβ)k.

4.2 Algebraic construction

In this section and the next section, we study the Dynkin quiver type quan-
tum affine Schur-Weyl duality. In the present section, we give a concise
explanation of the original algebraic construction due to Kang-Kashiwara-
Kim [25, 26]. We remark that actually their construction is a special (but
quite interesting) case of more general framework of their generalized quan-
tum affine Schur-Weyl duality developed further in their joint works [27, 28]
with Se-jin Oh.

In this section, we take the field k to be Q(q) as before.

4.2.1 Kang-Kashiwara-Kim’s bimodule

Recall that for each i ∈ I, the global Weyl module W(ϖi) of highest weight
ϖi is a (Uq(Lg), R(ϖi))-bimodule (see Theorem 2.2.10), where we can write

R(ϖi) = k[z±1
ϖi
]. We set λi := ϖj and ai := qp if ϕ(αi) = (j, p) ∈ Î. Then the

deformed local Weyl module

V̂i := Ŵ (ϕ(αi))

is a (Uq(Lg), R̂(ϕ(αi)))-bimodule, where we can write R̂(ϕ(αi)) = k[[zλi−ai]].
For each i = (i1, i2, . . . , id) ∈ Iβ, we consider a left Uq(Lg)-module

V̂ ⊗i := V̂i1⊗̂V̂i2⊗̂ · · · ⊗̂V̂id .

We define Xk := zλik , which is the equivariant parameter acting on the k-

th tensor factor V̂ik of V̂ ⊗i for each 1 ≤ k ≤ d. Under this notation, we
have a commuting action of the algebra k[[X1 − ai1 , . . . , Xd − aid ]] on the

Uq(Lg)-module V̂ ⊗i.
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We want to construct on the left Uq(Lg)-module

V̂ ⊗β :=
⊕
i∈Iβ

V̂ ⊗i

a commuting right action of the quiver Hecke algebra HQ(β) using the nor-
malized R-matrices in Section 2.2.5. In order to do this, we need the following
technical assumption. Recall that the normalized R-matrix is a homomor-
phism of (Uq(Lg),k[z±1

ϖi
, z±1
ϖj
])-bimodules,

Rnorm
i,j : W(ϖi)⊗W(ϖj)→ k(zϖj

/zϖi
)⊗k[(zϖj /zϖi )

±1] (W(ϖj)⊗W(ϖi)) ,

whose denominator is denoted by di,j(zϖj
/zϖi

).

Assumption 4.2.1. For any i1, i2 ∈ I, the order of zero of the denominator
dj1,j2(u) at the point u = qp2−p1(= ai2/ai1) is at most one, where ϕ(αi1) =
(j1, p1), ϕ(αi2) = (j2, p2).

Theorem 4.2.2 (Kang-Kashiwara-Kim [26]). Under Assumption 4.2.1, the
following formulas define a commuting right action of the completed quiver
Hecke algebra ĤQ(β) on the left Uq(Lg)-module V̂ ⊗β:

v · 1i′ = δi,i′v, (4.9)

v · xk = (a−1
ik
Xk − 1)v, (4.10)

v · τk =


(a−1
ik
Xk − a−1

ik+1
Xk+1)

−1(Ri
k(v)− v) if ik = ik+1,

(a−1
ik
Xk+1 − a−1

ik+1
Xk)R

i
k(v) if ik ← ik+1,

Ri
k(v) otherwise,

(4.11)

for v ∈ V̂ ⊗i with i = (i1, . . . , id) ∈ Iβ. Here the operator Ri
k : V̂

i → V̂ i·sk is
induced from the normalized R-matrix from W(λik) ⊗W(λik+1

) to a local-
ization of W(λik+1

)⊗W(λik). In particular, this operator Ri
k is well-defined

under Assumption 4.2.1.

Conjecture 4.2.3 (Kang-Kashiwara-Kim [26] Conjecture 4.3.2). Assump-
tion 4.2.1 is true for any Dynkin quiver Q.

This conjecture is now a theorem, i.e. Assumption 4.2.1 has been verified
by some explicit computations of the denominators of the normalized R-
matrices. For type AD this is checked by [26]. For type E, a recent preprint
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[46] by Oh-Scrimshaw has verified the assumption by explicit computations
with a computer.

Later in Corollary 4.3.7, we give a uniform proof of Conjecture 4.2.3 for
any Dynkin quiver of type ADE via our geometric realization of the bimodule
V̂ ⊗β.

Remark 4.2.4. When our quiver is of type An with a monotone orientation
Q = (1 → 2 → · · · → n), the corresponding complete quiver Hecke alge-

bra ĤQ(β) is known to be isomorphic to a certain central completion of the
affine Hecke algebra Haf

d (q−2) with d = htβ by Brundan-Kleshchev [4] and
by Rouquier [47]. Under this isomorphism, we can obtain Kang-Kashiwara-

Kim’s bimodule V̂ ⊗β for this case as the corresponding completion of the
bimodule V⊗d in the usual quantum affine Schur-Weyl duality. For a ge-
ometric interpretation of this fact, see Example 3.2.4 above together with
Remark 4.3.10 below.

4.2.2 Properties of the induced functor

For each β ∈ Q+, we define the functor

FQ,β : MQ,β → Cg; M 7→ V̂ ⊗β ⊗ĤQ(β) M

induced from the bimodule V̂ ⊗β between finite-dimensional modules. We
also consider their direct sum over β ∈ Q+, i.e. we define the functor

FQ :=
⊕
β∈Q+

FQ,β : MQ =
⊕
β∈Q+

MQ,β → Cg

between monoidal categories. In the paper [26], Kang-Kashiwara-Kim stud-
ied some properties of this functor, which are summarized as follows.

Theorem 4.2.5 (Kang-Kashiwara-Kim [26]). The functor FQ is exact and
monoidal, i.e. there is a natural isomorphism

FQ,β+β′(M ◦M ′) ∼= FQ,β(M)⊗FQ,β′(M ′)

for any β, β′ ∈ Q+ and M ∈MQ,β,M
′ ∈MQ,β′ . Moreover, the functor lands

into the monoidal full subcategory CQ ⊂ Cg and induces an isomorphism
between Grothendieck rings

[FQ] : K(MQ)
∼=−→ K(CQ)
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which is compatible with the isomorphisms in Theorem 2.3.4 and Corol-
lary 4.1.4. In other words, the functor FQ,β sends simple modules in MQ,β

to the simple modules in CQ,β bijectively for each β ∈ Q+.

Conjecture 4.2.6 (Kang-Kashiwara-Kim-Oh [28]). The functor FQ gives
an equivalence

FQ : MQ
≃−→ CQ

of monoidal categories.

We give a proof of Conjecture 4.2.6 in the next section via our geometric
realization of the bimodule V̂ ⊗β.

Remark 4.2.7. Actually, Conjecture 4.2.6 is only a half of Kang-Kashiwara-
Kim-Oh’s [28, Conjecture 5.7]. For the other half, they consider Dynkin
quiver type Schur-Weyl duality for twisted quantum loop algebras and con-
jecture that it is also an equivalence of monoidal categories. For the twisted
cases, we do not have any geometric technique at the moment. This should
be an interesting subject of a future research.

4.3 Geometric realization

In this section, we identify the convolution bimodule of the completed K-
group of the fiber product M•

β×Eβ
Fβ with Kang-Kashiwara-Kim’s bimodule

V̂ ⊗β. After all, we give proofs of Conjecture 4.2.3 and Conjecture 4.2.6.
We keep the notation so far. In particular, k = Q(q).

4.3.1 Intermediary fiber product

We fix an element β =
∑

i∈I diαi ∈ Q+ and put λβ := cl(λβ) ∈ P+. From the
two Gβ-equivariant proper morphisms πβ : M

•
β → Eβ and µβ : Fβ → Eβ, we

form the fiber product M•
β ×Eβ

Fβ. The convolution products make its com-

pletedGβ-equivariantK-group K̂Gβ(M•
β×Eβ

Fβ)k into a (K̂Gβ(Z•
β)k, K̂

Gβ(Zβ)k)-
bimodule. More precisely, the convolution products give k-algebra homomor-
phisms

K̂Gβ(Z•
β)k → End

(
K̂Gβ(M•

β ×Eβ
Fβ)k

)
← K̂Gβ(Zβ)opk ,

84



whose images commute with each other. In the rest of this subsection, we
prove that this bimodule induces a Morita equivalence.

For a moment, we focus on a component M•
β ×Eβ

Fi for a fixed i ∈ Iβ.
Using the isomorphism Bi ∼= Gβ/Bi with Bi = StabGβ

(F •
i ), we have

M•
β ×Eβ

Fi
∼= M•

β ×Eβ

(
Gβ ×Bi pr−1

1 (F •
i )
)

∼= Gβ ×Bi
(
M•

β ×Eβ
pr−1

1 (F •
i )
)
, (4.12)

where pr1 is the projection Fi ∋ (F •, x) 7→ F • ∈ Bi. We define a 1-parameter
subgroup ρi : C× → Hβ by ρi(t)vwi(k) := tkvwi(k) for t ∈ C×. Note that this
depends on the choice of wi ∈ Sd fixed in Section 4.1.2. We observe that

pr−1
1 (F •

i )
∼= {x ∈ Eβ | x(F k

i ) ⊂ F k
i , ∀k} =

{
x ∈ Eβ

∣∣∣ lim
t→0

ρi(t)x = 0
}
.

Therefore we get

M•
β ×Eβ

pr−1
1 (F •

i )
∼=
{
x ∈M•

β

∣∣∣ lim
t→0

ρi(t)πβ(x) = 0
}
.

Since the morphism πβ : M
•
β → Eβ is the Tβ-fixed part of π : M(λβ) →

M0(λβ), it is natural to consider the following subvariety of M(λβ):

Z̃(λβ;wi) :=
{
x ∈M(λβ)

∣∣∣ lim
t→0

ρi(t)π(x) = 0 ∈M0(λβ)
}
,

which turns out to be the tensor product variety introduced by Nakajima
[42]. Since the subgroups Tβ and ρi(C×) commute with each other, we have

M•
β ×Eβ

pr−1
1 (F •

i )
∼= Z̃(λβ;wi)

Tβ . (4.13)

Using (4.12), (4.13) and the reduction, we obtain

KGβ(M•
β ×Eβ

Fi) ∼= KHβ(Z̃(λβ;wi)
Tβ), (4.14)

H
Gβ
∗ (M•

β ×Eβ
Fi, k) ∼= H

Hβ
∗ (Z̃(λβ;wi)

Tβ ,k). (4.15)

Proposition 4.3.1. The Gβ-equivariant Chern character map gives an iso-
morphism:

chGβ : K̂Gβ(M•
β ×Eβ

Fi)k
∼=−→ H

Gβ
∗ (M•

β ×Eβ
Fi,k)∧.
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Proof. Thanks to (4.14) and (4.15), it is enough to show that the Hβ-
equivariant Chern character map

chHβ : K̂Hβ(Z̃(λβ;wi)
Tβ)k → H

Hβ
∗ (Z̃(λβ, wi)

Tβ ,k)∧

is an isomorphism. This latter assertion follows from a Tβ-fixed part analogue
of [42, Theorem 3.10. (1)].

The Gβ-equivariant Borel-Moore homology H
Gβ
∗ (M•

β ×Eβ
Fβ,k) becomes

a (H
Gβ
∗ (Z•

β,k), H
Gβ
∗ (Zβ,k))-bimodule by the convolution products, similarly

to the case of K-groups. On the other hand, the Ext-group Ext∗Gβ
(L•

β,Lβ)
becomes a (Ext∗Gβ

(L•
β,L•

β),Ext
∗
Gβ

(Lβ,Lβ))-bimodule by the Yoneda prod-

ucts. This bimodule Ext∗Gβ
(L•

β,Lβ) gives a Morita equivalence between

Ext∗Gβ
(L•

β,L•
β) and Ext∗Gβ

(Lβ,Lβ) because ICm appears as a non-zero di-

rect summand of both Lβ and L•
β for each m ∈ KP(β). Moreover, we have

a standard isomorphism

H
Gβ
∗ (M•

β ×Eβ
Fβ,k) ∼= Ext∗Gβ

(L•
β,Lβ) (4.16)

Theorem 4.3.2. We have the following commutative diagram:

K̂Gβ(Z•
β)k

//

∼=RR
Gβ

��

End
(
K̂Gβ(M•

β ×Eβ
Fβ)k

)
∼=RR

Gβ

��

K̂Gβ(Zβ)opkoo

∼=RR
Gβ

��

H
Gβ
∗ (Z•

β,k)∧ //

∼=(3.31)

��

End
(
H
Gβ
∗ (M•

β ×Eβ
Fβ, k)∧

)
∼=(4.16)

��

H
Gβ
∗ (Zβ,k)∧op

∼=(4.4)

��

oo

Ext∗Gβ
(L•

β,L•
β)

∧ // End
(
Ext∗Gβ

(L•
β,Lβ)∧

)
Ext∗Gβ

(Lβ,Lβ)∧op,oo

where each row denotes the bimodule structure defined above. In particular,
the bimodule K̂Gβ(M•

β ×Eβ
Fβ)k gives a Morita equivalence between two

convolution algebras K̂Gβ(Z•
β)k and K̂Gβ(Zβ)k.

Proof. The commutativity of the upper half (resp. lower half) of the dia-
gram follows from Proposition A.1.3 (resp. an equivariant version of [11,
Theorem 8.6.7]).
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4.3.2 The left action of Uq(Lg)

In this subsection, we fix i = (i1, . . . , id) ∈ Iβ and investigate the Uq(Lg)-

module structure of the pull-back Φ̂∗
β(K̂

Gβ(M•
β ×Eβ

Fi)k).
We recall the notation introduced in Section 4.2.1. For each i ∈ I, we

define λi := cl(ϕ(αi)) = ϖj and ai := qp if ϕ(αi) = (j, p) ∈ Î. We identify

EndUq(W(λi)) ∼= R(G(λi))⊗A k = R(G(λi))k ∼= k[z±1
λi
], (4.17)

where zλi is identified with the class of the 1-dimensional representation of
G(λi) = C× of weight 1.

We recall some properties of the tensor product variety Z̃(λβ;wi). Let

Hβ := Hβ × C× ⊂ Gβ × C× = Gβ ⊂ G(λβ)

be a maximal torus. By construction, the subvariety Z̃(λβ;wi) ⊂ M(λβ)
is stable under the action of Hβ. The convolution product makes the Hβ-

equivariant K-group KHβ(Z̃(λβ;wi)) into a left KHβ(Z(λβ))-module. Via the
composition of the homomorphisms

Uq(Lg)
Φλβ−−→ KG(λβ)(Z(λβ))⊗A k→ KHβ(Z(λβ))⊗A k,

where the latter one is the restriction to Hβ ⊂ G(λβ), we regard the Hβ-

equivariant K-group KHβ(Z̃(λβ;wi))⊗A k as a Uq(Lg)-module.

Theorem 4.3.3 (Nakajima [42]). There is a Uq(Lg)-module isomorphism

KHβ(Z̃(λβ;wi))⊗A k ∼= V⊗i := W(λi1)⊗ · · · ⊗W(λid),

where the action of R(Hβ)⊗A k on the LHS is translated into the action on
the RHS via the isomorphism

R(Hβ)⊗A k
∼=−→ Oi := k[X±1

1 , . . . , X±1
d ] ⊂ EndUq(V⊗i); (4.18)

[Cvwi(k)] 7→ Xk,

where we set Xk := zλik using the notation in (4.17).

The decomposition (3.29) Gβ
∼= Gβ×Tβ induces the decomposition Hβ

∼=
Hβ × Tβ of the maximal torus Hβ. Similarly to the case of Gβ-equivariant
K-groups in Section 3.3.1, this decomposition yields a natural isomorphism

KHβ(X)⊗A k ∼= KHβ(X)k
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for any Hβ-variety X with a trivial Tβ-action. When X = pt, we have the
following commutative diagram:

R(Hβ)⊗A k
∼= //

∼=(4.18)
��

R(Hβ)k

∼=
��

Oi = k[X±1
1 , . . . , X±1

d ]
∼= // k[y±1

1 , . . . , y±1
d ]1i,

(4.19)

where the bottom horizontal arrow sends the element a−1
ik
Xk to yk1i for 1 ≤

k ≤ d. Under this isomorphism, the maximal ideal r′β ⊂ R(Hβ)⊗A k defined
as the kernel of the restriction R(Hβ)⊗Ak→ R(Tβ)⊗Ak = k corresponds to
the augmentation ideal of R(Hβ)k. Therefore we have a natural isomorphism[

KHβ(X)⊗A k
]∧
r′β

∼= K̂Hβ(X)k, (4.20)

where [−]∧r′β denotes the r′β-adic completion. In particular, completing the

diagram (4.19), we get

[R(Hβ)⊗A k]∧r′β
∼= //

∼=
��

R̂(Hβ)k

∼=
��

Ôi := k[[X1 − ai1 , . . . , Xd − aid ]]
∼= // k[[y1 − 1, . . . , yd − 1]]1i.

Theorem 4.3.4. We have the following isomorphism of Uq(Lg)-modules:

Φ̂∗
β

(
K̂Gβ(M•

β ×Eβ
Fi)k

)
∼= V⊗i ⊗Oi

Ôi = V̂ ⊗i.

Proof. Actually, there is the following isomorphism:

V̂ ⊗i ∼=
[
KHβ(Z̃(λ;wi))⊗A k

]∧
r′β

(Theorem 4.3.3)

∼=
[
KHβ(Z̃(λ;wi)

Tβ)⊗A k
]∧
r′β

(localization theorem)

∼= K̂Hβ(Z̃(λ;wi)
Tβ)k (isomorphism (4.20))

∼= K̂Gβ(M•
β ×Eβ

Fi)k. (isomorphism (4.14))
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We need to show that this is a Uq(Lg)-homomorphism. By construction, the
following diagram of k-algebras commutes:

KG(λβ)(Z(λβ))⊗A k //

��

[
KGβ(Z•

β)⊗A k
]∧
rβ

∼=
(3.30)

//

��

K̂Gβ(Z•
β)k

��

KHβ(Z(λβ))⊗A k //
[
KHβ(Z•

β)⊗A k
]∧
r′β

∼=
(4.20)

// K̂Hβ(Z•
β)k,

where the vertical arrows denote the restrictions to the maximal tori. More-
over, by using an Hβ-equivariant version of [41, Proposition 8.2.3], we can
see that the following diagram also commutes:

KGβ(Z•
β)k ⊗KGβ(M•

β ×Eβ
Fi)k

∗ //

(restriction to Hβ)⊗(4.14)
��

KGβ(M•
β ×Eβ

Fi)k

∼=(4.14)
��

KHβ(Z•
β)k ⊗KHβ(Z̃(λβ;wi)

Tβ)k
∗ // KHβ(Z̃(λβ;wi)

Tβ)k,

where the horizontal arrows denote the convolution products. From these
commutative diagrams, combined with the definition of Φ̂β and Theorem 4.3.3,
we obtain the conclusion.

4.3.3 The right action of ĤQ(β)

Summarizing the discussion so far, we have obtained a (Uq(Lg), ĤQ(β))-
bimodule structure on the left Uq(Lg)-module

V̂ ⊗β =
⊕
i∈Iβ

V̂ ⊗i

such that the following diagram commutes:

Uq(Lg) //

Φ̂β

��

End(V̂ ⊗β)

∼=
��

ĤQ(β)
op∃ψoo

∼=
� �

K̂Gβ(Z•
β)k

// End
(
K̂Gβ(M•

β ×Eβ
Fβ)k

)
K̂Gβ(Zβ)opk .oo

In this subsection, we describe the right action ψ : ĤQ(β) → EndUq(V̂
⊗β)op

of the quiver Hecke algebra ĤQ(β) on the space V̂ ⊗β.
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For each i = (i1, . . . , id) ∈ Iβ, we set

vi := (wλi1 ⊗ · · · ⊗ wλid )⊗ 1 ∈ V̂ ⊗i = (W(λi1)⊗ · · · ⊗W(λid))⊗Oi
Ôi.

Proposition 4.3.5. The highest weight space
⊕

i∈Iβ Ôivi ⊂ V̂ ⊗β of weight

λ is stable under the right action of ĤQ(β). Moreover it is isomorphic to the

completed polynomial representation P̂β defined in (4.1).

Proof. Note that the connected component of the graded quiver varietyM•
β =

M(λβ)
Tβ corresponding to the highest weight space is M(0, λβ)

Tβ = pt and
hence M(0, λβ)

Tβ ×Eβ
Fβ = Bβ. Therefore we have⊕

i∈Iβ
Ôivi ∼= K̂Gβ(M(0, λβ)

Tβ ×Eβ
Fβ)k ∼= K̂Gβ(Bβ)k ∼= P̂β

as ĤQ(β)-module, where the last isomorphism comes from (4.3) and (4.7).

Henceforth, we normalize the isomorphism K̂Gβ(M•
β ×Eβ

Fi)k ∼= V̂ ⊗i of

Uq(Lg)-modules in Theorem 4.3.4 by multiplying the element of Ôi corre-
sponding to the ratio C−1

i of Todd classes defined in (4.6) for each i ∈ Iβ so
that the isomorphism⊕

i∈Iβ
Ôivi =

⊕
i∈Iβ

k[[X1 − ai1 , . . . , Xd − aid ]]vi
∼=−→ P̂β =

⊕
i∈Iβ

k[[x1, . . . , xd]]1i

in Proposition 4.3.5 above sends the element vi to 1i.
Let Ki be the fraction field of the ring Ôi for each i ∈ Iβ. It is known

that the Uq(Lg)⊗Ki-module

V̂ ⊗i
K := V⊗i ⊗Oi

Ki = V̂ ⊗i ⊗Ôi
Ki

is irreducible (see e.g. [30, Proposition 9.5]). For each w ∈ Sd, the k-algebra
isomorphism

φw : Ôi

∼=−→ Ôi·w; f(X1, . . . , Xd) 7→ fw(X1, . . . , Xd) := f(Xw(1), . . . , Xw(d))

induces an isomorphism Ki

∼=−→ Ki·w of the fraction fields, which we denote by
the same symbol φw. The pull-back φ∗

wV̂
⊗i·w
K is an irreducible Uq(Lg)⊗Ki-

module.
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For each i ∈ Iβ and 1 ≤ k < d, we define the following non-zero Uq(Lg)⊗
Ki-homomorphism

Ri
k :=

(
1⊗(k−1) ⊗Rnorm ⊗ 1⊗(d−k−1)

)
⊗ φsk : V̂ ⊗i

K → φ∗
sk
V̂ ⊗i·sk
K ,

where Rnorm is the normalized R-matrix from W(λik)⊗W(λik+1
) to a local-

ization of W(λik+1
) ⊗W(λik). By the irreducibility, this is an isomorphism

and we have
HomUq(Lg)⊗Ki

(
V̂ ⊗i
K , φ∗

sk
V̂ ⊗i·sk
K

)
= Ki ·Ri

k. (4.21)

Let V̂ ⊗β
K :=

⊕
i∈Iβ V̂

⊗i
K . We regard V̂ ⊗β ⊂ V̂ ⊗β

K naturally.

Theorem 4.3.6. The right action of the quiver Hecke algebra ĤQ(β) on the

space V̂ ⊗β is given by the following formulas:

v · 1i′ = δi,i′v (4.22)

v · xk = log(a−1
ik
Xk)v (4.23)

v · τk =


(log(a−1

ik
Xk)− log(a−1

ik+1
Xk+1))

−1(Ri
k(v)− v) if ik = ik+1,

(log(a−1
ik
Xk+1)− log(a−1

ik+1
Xk))R

i
k(v) if ik ← ik+1,

Ri
k(v) otherwise,

(4.24)

where v ∈ V̂ ⊗i with i = (i1, . . . , id) ∈ Iβ and

log(X) :=
∞∑
m=1

(−1)m+1 (X − 1)m

m
.

Proof. The first formula (4.22) is clear from Theorem 4.1.6 (1) and the con-
struction.

To prove the second formula (4.23), we assume that the vector v ∈ V̂ ⊗i

corresponds to an element ζ ∈ K̂Gβ(M•
β ×Eβ

Fi)k under the isomorphism in

Theorem 4.3.4. By Theorem 4.1.6 (1), the right action of exk ∈ ĤQ(β) on V̂
⊗i

corresponds to the convolution with the class ∆∗[Li(k)] ∈ K̂Gβ(Fi ×Eβ
Fi)k

from the right, where Li(k) is the line bundle on Fi defined in Section 4.1.2
and ∆: Fi → Fi×Eβ

Fi is the diagonal embedding. By [41, Lemma 8.1.1], we
have ζ ∗ (∆∗[Li(k)]) = ζ⊗p∗2[Li(k)], where p2 : M

•
β×Eβ

Fi → Fi is the second
projection. The isomorphism (4.14) translates the operation − ⊗ p∗2[Li(k)]
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on KGβ(M•
β ×Eβ

Fi) into the multiplication of the element yk1i ∈ R(Hβ) on

KHβ(Z̃(λ;wi)
Tβ). Thus we have v · exk = (a−1

ik
Xk)v (see (4.19)).

Let us verify the third formula (4.24). Let ψ : ĤQ(β)→ EndUq(Lg)(V̂
⊗β)op

be the structure morphism. First, we consider the case ik = ik+1. From the
commutation relation between 1iτk and xl in HQ(β), and the formula (4.23)
for ψ(xl) which we have proved in the previous paragraph, we see that

(Dψ(1iτk) + 1)f = f sk(Dψ(1iτk) + 1)

holds in EndUq(Lg)(V̂
⊗i) for any f ∈ Ôi, where we put D := log(a−1

ik
Xk) −

log(a−1
ik+1

Xk+1). In other words, the operator Dψ(1iτk) + 1 belongs to the

space HomUq(Lg)⊗Ôi
(V̂ ⊗i, φ∗

sk
V̂ ⊗i). Therefore it extends to an operator on the

localizations. Namely, we can regard

Dψ(1iτk) + 1 ∈ HomUq(Lg)⊗Ki

(
V̂ ⊗i
K , φ∗

sk
V̂ ⊗i
K

)
∼= Ki ·Ri

k,

where the last isomorphism is (4.21). By Proposition 4.3.5 and the formulas
in Theorem 4.1.5, we see that (Dψ(1iτk) + 1)vi = vi = Ri

k(vi). Therefore we

obtain Dψ(1iτk) + 1 = Ri
k as an operator on V̂ ⊗i.

The case ik ̸= ik+1 is easier. In this case, the commutation relation
in HQ(β) and the formula (4.23) for ψ(xl) show that the operator ψ(1iτk)

already belongs to EndUq(Lg)⊗Ôi
(V̂ ⊗i, φ∗

sk
V̂ ⊗i). Therefore it extends to an ele-

ment in HomUq(Lg)⊗Ki
(V̂ ⊗i

K , φ∗
sk
V̂ ⊗i
K ). Then we proceed just as in the previous

paragraph to obtain the desired formula (4.24), taking Proposition 4.3.5, the
formulas in Theorem 4.1.5 and (4.21) into consideration.

Corollary 4.3.7. Conjecture 4.2.3 is true. Namely, for any i1, i2 ∈ I, the
order of zero of the denominator dj1,j2(u) at the point u = ai2/ai1 is at most
one, where ϕ(αi1) = (j1, p1), ϕ(αi2) = (j2, p2) and ai1 = qp1 , ai2 = qp2 .

Proof. Since we know (2.9), we may assume that i1 ̸= i2. We consider a
sequence i = (i1, i2) ∈ Iβ with β = αi1 + αi2 . When i1 ← i2, the for-
mula (4.24) tells us that the operator (log(a−1

i1
z1)− log(a−1

i2
z2))R

i
1 belongs to

HomUq(Lg)(V̂
⊗i, V̂ ⊗i·s1), where we put zk = zλik for k = 1, 2 as before. Notice

that
log(a−1

i1
z1)− log(a−1

i2
z2) ∈ (z2/z1 − ai2/ai1) · Ô×

i .

Therefore we find that the order of zero of dj1,j2(u) at u = ai2/ai1 is at most
one. For the other case ik ̸← ik+1, by the formula (4.24), the operator Ri

1
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already belongs to HomUq(Lg)(V̂
⊗i, V̂ ⊗i·s1). Therefore the order of zero of

dj1,j2(u) at u = ai2/ai1 is zero.

Remark 4.3.8. For each i ∈ Iβ, we define a topological k-algebra automor-
phism σi of Ôi by setting

σi(log(a
−1
ik
Xk)) := a−1

ik
Xk − 1

for all k. This induces a Uq(Lg)-module automorphism σ :=
⊕

i∈Iβ(1⊗σi) on
the module V̂ ⊗β. If we twist our right ĤQ(β)-action by this automorphism
σ (i.e. we replace the structure map ψ with σψ(−)σ−1), we get a new right

ĤQ(β)-action This new action is same as Kang-Kashiwara-Kim’s action given
by the formulas (4.9), (4.10) and (4.11) in Section 4.2.

Theorem 4.3.9. The formulas (4.22), (4.23) and (4.24) (or the formulas

(4.9), (4.10) and (4.11)) define a structure of a (Uq(Lg), ĤQ(β))-bimodule on

the left Uq(Lg)-module V̂ ⊗β. The functor gives an equivalence of categories:

FQ,β : MQ,β
≃−→ CQ,β.

Therefore, summing up over β ∈ Q+, we obtain the equivalence of monoidal
categories:

FQ : MQ
≃−→ CQ.

Hence Conjecture 4.2.6 is true.

Proof. This follows from the discussions in this section, Theorem 3.3.6 and
Theorem 4.3.2.

Remark 4.3.10. Let us consider the case when our quiver Q is of type
An with a monotone orientation Q = (1 → 2 → · · · → n). We shall
remark that our geometric realization in this case can be obtained from
Ginzburg-Reshetikhin-Vasserot’s geometric realization of the usual quantum
affine Schur-Weyl duality in Section 1.1.2. We freely use the notation in Sec-
tion 1.1.2. As we have seen in Example 3.2.4, we have λβ = dϖ1 in this case.
The corresponding G(λβ)-equivariant morphism M(λβ) → M0(λβ) between
the quiver varieties is nothing but the Gd-equivariant morphism Md → Nd.
Recall that we have N Tβ

d = Eβ in Example 3.2.4. Taking Tβ-fixed parts,
we get the Gβ-equivariant morphism πβ : M

•
β → Eβ for this case. On the

other hand, the Gβ-equivariant morphism Fβ → Eβ is also obtained as the
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Tβ-fixed part of the Springer resolution Fd → Nd for GLd(C). Completing
the Ginzburg-Reshetikhin-Vasserot’s diagram (1.1) with respect to the ideal
mλβ
⊂ R(λβ) = R(Gd)⊗A k, we obtain our diagram in Theorem 1.2.1 by the

localization theorem.
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Appendix A

Preliminaries

A.1 Equivariant K-theory

In this section, we collect some well-known facts around the equivariant K-
theory in order to fix the notation. For the materials in this section, we refer
to [11, Chapter 5], [14] and [41, Section 6].

A.1.1 Notation

Let G be a complex linear algebraic group. A G-variety X is a quasi-
projective complex algebraic variety equipped with an algebraic action of
the group G. We set pt := SpecC with the trivial G-action. The equivariant
K-group KG(X) is defined to be the Grothendieck group of the abelian cat-
egory of G-equivariant coherent sheaves on X. For a G-equivariant coherent
sheaf F on X, we denote by [F ] the corresponding element in KG(X). We
denote the structure sheaf of X by OX . For a G-equivariant vector bundle
E on X, the map KG(X) ∋ [F ] 7→ [E ] · [F ] := [E ⊗OX

F ] ∈ KG(X) is well-
defined. Thus the equivariant K-group KG(X) becomes a module over the
representation ring R(G) = KG(pt) = K(RepG) of the group G.

For a G-equivariant vector bundle E on X, we also define
∧
u[E ] :=∑rank E

i=0 ui[
∧i E ] ∈ [OX ] + uKG(X)[u]. If 0 → E1 → E → E2 → 0 is an

exact sequence of G-equivariant vector bundles on X, we have
∧
u[E ] =∧

u[E1] ·
∧
u[E2]. Therefore we set

∧
u([E1] + [E2]) :=

∧
u[E1] ·

∧
u[E2] and∧

u(−[E ]) := (
∧
u[E ])−1 ∈ [OX ] + uKG(X)[[u]].

We also use the equivariant topologicalK-homologies denoted byKG
i,top(X)
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(i = 0, 1). There is a canonical comparison map KG(X) → KG
0,top(X)

(see [11, Section 5.5.5]).
Let Y be a G-invariant closed subvariety of X and U = X \ Y be the

complement of Y . Then the inclusions Y
i−→ X

j←− U induce the followings:

(1) an exact sequence:

KG(Y )
i∗ // KG(X)

j∗ // KG(U) // 0, (A.1)

(2) an exact hexagon:

KG
0,top(Y )

i∗ // KG
0,top(X)

j∗ // KG
0,top(U)

��
KG

1,top(U)

OO

KG
1,top(X)

j∗oo KG
1,top(Y ).

i∗oo

(A.2)

A.1.2 Completion and equivariant Chern character

Let k be a field of characteristic zero. We put

KG(X)k := KG(X)⊗Z k, R(G)k := R(G)⊗Z k.

Let I ⊂ R(G)k be the augmentation ideal, i.e. the ideal generated by virtual
representations of dimension 0. We define the I-adic completions by

K̂G(X)k := lim←−
k

KG(X)k/I
kKG(X)k, R̂(G)k := lim←−

k

R(G)k/I
k.

The completed K-group K̂G(X)k is a module over the algebra R̂(G)k.
Likewise, the G-equivariant Borel-Moore homology with k-coefficients

HG
∗ (X, k) =

⊕
k∈Z

HG
k (X, k),

is a module over the G-equivariant cohomology ring H∗
G(pt,k) of pt (with the

cup product). Let us define the completion of a Z-graded k-vector space V =⊕
k∈Z Vk by V

∧ :=
∏

k∈Z Vk. The completion H∗
G(pt,k)∧ naturally becomes a

k-algebra and the completion HG
∗ (X, k)∧ becomes a module over H∗

G(pt, k)∧.

96



Assume that our G-variety X is a G-stable closed subvariety of a non-
singular ambient G-variety M . Then we have the G-equivariant local Chern
character map

(chG)MX : K̂G(X)k → HG
∗ (X, k)∧.

relative to M . We simply write chG instead of (chG)MX if the pair (M,X)
is obvious from the context. When X = M = pt, the corresponding Chern
character map induces an isomorphism of k-algebras

R̂(G)k = K̂G(pt)k ∼= HG
∗ (pt,k)∧ = H∗

G(pt,k)∧.

We identify HG
∗ (pt,k)∧ with R̂(G)k via this isomorphism. Then (chG)MX is

regarded as an R̂(G)k-homomorphism.
For a G-equivariant vector bundle E on a non-singular M , let TdG(E) ∈

H∗
G(M, k)∧ be the G-equivariant Todd class. This is an invertible element

with respect to the cup product. For the tangent bundle TM of M , we put
TdGM := TdG(TM).

Theorem A.1.1 (Equivariant Riemann-Roch [14]). For i = 1, 2, let Xi be
a G-variety which is a G-stable closed subvariety of a non-singular ambient
G-varietyMi. Assume that a G-equivariant morphism f̃ : M1 →M2 restricts
to a proper morphism f : X1 → X2. Then we have

f∗
(
TdGM1

· (chG)M1
X1

(ζ)
)
= TdGM2

· (chG)M2
X2

(f∗ζ), ζ ∈ K̂G(X1)k.

The following proposition is standard.

Proposition A.1.2. Let M be a non-singular G-variety. Let Y ⊂ X ⊂ M
be G-stable closed subvarieties, and i : Y ↪→ X, j : X \Y ↪→ X be inclusions.
Then we have the following commutative diagram:

K̂G(Y )k
i∗ //

(chG)MY
��

K̂G(X)k
j∗ //

(chG)MX
��

K̂G(X \ Y )k

(chG)
M\Y
X\Y

��
HG

∗ (Y, k)∧
i∗ // HG

∗ (X, k)∧
j∗ // HG

∗ (X \ Y, k)∧.

A.1.3 Convolution product

Next we consider the convolution products. Let Mi be non-singular G-
varieties for i = 1, 2, 3. We denote by pij : M1×M2×M3 →Mi×Mj the pro-
jection to the (i, j)-factors for (i, j) = (1, 2), (2, 3), (1, 3). Let Z12 ⊂M1×M2
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and Z23 ⊂M2 ×M3 be G-stable closed subvarieties such that the morphism

p13 : p
−1
12 (Z12) ∩ p−1

23 (Z23)→ Z13 := p13(p
−1
12 (Z12) ∩ p−1

23 (Z23))

is proper. Then we define the convolution product ∗ : KG(Z12)⊗R(G)K
G(Z23)→

KG(Z13) relative to M1 ×M2 ×M3 by

ζ ∗ η := p13∗(p
∗
12ζ ⊗L

M1×M2×M3
p∗23η), ζ ∈ KG(Z12), η ∈ KG(Z23).

This naturally induces the convolution product on the completedG-equivariant
K-groups K̂G(Z12)k ⊗R̂(G)k

K̂G(Z23)k → K̂G(Z13)k.
Similarly, we have the convolution product on the G-equivariant Borel-

Moore homologies ∗ : HG
∗ (Z12,k)⊗H∗

G(pt,k) H
G
∗ (Z23,k)→ HG

∗ (Z13, k) relative
toM1×M2×M3 and its completed versionHG

∗ (Z12,k)∧⊗R̂(G)k
HG

∗ (Z23, k)∧ →
HG

∗ (Z13,k)∧.
Under the situation in the previous paragraphs, for each (i, j) = (1, 2), (2, 3), (1, 3),

we also define theG-equivariant Riemann-Roch homomorphism RRG : K̂G(Zij)k →
HG

∗ (Zij,k)∧ relative to Mi ×Mj by

RRG(ζ) := (p∗iTd
G
Mi
) · (chG)Mi×Mj

Zij
(ζ), ζ ∈ K̂G(Zij)k,

where pi : Mi×Mj →Mi is the projection. By a completely similar discussion
as in [11, 5.11.11], we can prove the following.

Proposition A.1.3. The G-equivariant Riemann-Roch homomorphisms are
compatible with the convolution product, i.e. we have

RRG(ζ ∗ η) = RRG(ζ) ∗ RRG(η), ζ ∈ K̂G(Z12)k, η ∈ K̂G(Z23)k.

A.2 Affine highest weight categories

In this section, we recall the definitions and some properties of (topolog-
ically complete) affine quasi-hereditary algebras and affine highest weight
categories.

Let A be a left Noetherian algebra over an algebraically closed field k and
J ⊂ A be the Jacobson radical of A. Throughout this section, we assume
that dim(A/J) <∞ and A is complete with respect to the J-adic topology,
i.e. lim←−A/J

n ∼= A. Let C := A-modfg be the k-linear abelian category of
all finitely generated left A-modules. Our assumption guarantees that any
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simple module of C is finite-dimensional and the number of isomorphism
classes of simple modules in C is finite. We parametrize the set IrrC of simple
isomorphism classes in C by a finite set Π as IrrC = {L(π) ∈ C | π ∈ Π}.
For each π ∈ Π, we fix a projective cover P (π) of the simple module L(π).

Definition A.2.1. A two-sided ideal I ⊂ A is called affine heredity if the
following three conditions are satisfied:

(1) We have HomC (I, A/I) = 0;

(2) As a left A-module, we have I ∼= P (π)⊕m for some π ∈ Π and m ∈ Z>0;

(3) The endomorphism k-algebra EndA(P (π)) is isomorphic to a ring of
formal power series k[[z1, . . . , zn]] for some n ∈ Z≥0, and P (π) is free of
finite rank over EndA(P (π)).

Definition A.2.2. We say that the algebra A is affine quasi-hereditary if
there is a chain of ideals:

0 = Il ⊊ Il−1 ⊊ · · · ⊊ I1 ⊊ I0 = A (A.3)

such that, for each i ∈ {1, 2, . . . , l}, the ideal Ii−1/Ii is an affine heredity
ideal of the algebra A/Ii. We refer to such a chain (A.3) as an affine heredity
chain.

Let ≤ be a partial order of Π.

Definition A.2.3. The category C = A-modfg is called an affine high-
est weight category for the poset (Π,≤) if, for each π ∈ Π, there exists
an indecomposable module ∆(π) which is a nonzero quotient of P (π) (i.e.
P (π) ↠ ∆(π) ↠ L(π)) satisfying the following three conditions:

(1) The endomorphism k-algebra Bπ := EndC (∆(π)) is isomorphic to a
ring of formal power series k[[z1, . . . , znπ ]] for some nπ ∈ Z≥0, and ∆(π)
is free of finite rank over Bπ;

(2) Define ∆̄(π) := ∆(π)/ radBπ, where radBπ denotes the maximal ideal
of Bπ. Then each composition factor of the kernel of the natural quo-
tient map ∆̄(π) ↠ L(π) is isomorphic to L(σ) for some σ < π;

(3) The kernel of natural quotient map P (π) ↠ ∆(π) is filtered by various
∆(σ)’s with σ > π.
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We refer to the module ∆(π) (resp. ∆̄(π)) as the standard module (resp. proper
standard module) corresponding to the parameter π ∈ Π.

Theorem A.2.4 (Cline-Parshall-Scott [12], Kleshchev [35]). The category
A-modfg is an affine highest weight category if and only if the algebra A is
an affine quasi-hereditary algebra.

Proof. See [35, Theorem 6.7].

Remark A.2.5. Let A be an affine quasi-hereditary algebra with IrrC =
{L(π) ∈ π ∈ Π}. Then standard modules of the affine highest weight category
C are obtained as indecomposable direct summands of subquotients Ii−1/Ii
of an affine heredity chain (A.3). More precisely, an affine heredity chain
(A.3) gives a total order {π1, π2, . . . , πl} of the parameter set Π by Ii−1/Ii ∼=
∆(πi)

⊕mi . Using this notation, we define a partial order ≤ on the set Π by
the following condition:

(∗) For σ, τ ∈ Π, we have σ < τ if and only if for any affine heredity chain
we have σ = πi, τ = πj for some i, j such that 1 ≤ i < j ≤ l.

Then we can prove that the category C is an affine highest weight category
for this partial order ≤ on Π.

The following theorem is the Ext-version of BGG type reciprocity.

Theorem A.2.6 (Kleshchev [35]). Let C be an affine highest weight category
for a poset (Π,≤). Then, for each π ∈ Π, there is an indecomposable module
∇̄(π) ∈ C characterized by the following Ext-orthogonality:

ExtiC (∆(σ), ∇̄(π)) =

{
k i = 0, σ = π;

0 else.

Proof. See [35, Lemma 7.2 and 7.4].

We refer to the module ∇̄(π) as the proper costandard module correspond-
ing to the parameter π ∈ Π. The following criterion is proved by using a
theory of tilting modules in affine highest weight categories.

Theorem A.2.7 ([17] Theorem 3.9). For i = 1, 2, let Ci = Ai-modfg be an
affine highest weight category for a poset (Πi,≤i). Assume that we have an
exact functor F : C1 → C2 and the following conditions are satisfied:
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(1) The algebra Ai is a finitely generated module over its center (i = 1, 2);

(2) There exists a bijection f : Π1

∼=−→ Π2 preserving partial orders and we
have the following isomorphisms for each π ∈ Π1:

F (∆(π)) ∼= ∆(f(π)), F (∇̄(π)) ∼= ∇̄(f(π)).

Then the functor F gives an equivalence of categories F : C1
≃−→ C2.
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