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Analysis and Synthesis of
Interconnected Positive Systems

Yoshio Ebihara, Dimitri Peaucelle, and Denis Arzelier

Abstract—This paper is concerned with the analysis and syn-
thesis of interconnected systems constructed from heterogeneous
positive subsystems and a nonnegative interconnection matrix.
We first show that admissibility, to be defined in this paper,
is an essential requirement in constructing such interconnected
systems. Then, we clarify that the interconnected system is
admissible and stable if and only if a Metzler matrix, which
is built from the coefficient matrices of positive subsystems and
the nonnegative interconnection matrix, is Hurwitz stable. By
means of this key result, we further provide several resultsthat
characterize the admissibility and stability of the interconnected
system in terms of the Frobenius eigenvalue of the interconnection
matrix and the weightedL1-induced norm of the positive subsys-
tems again to be defined in this paper. Moreover, in the case where
every subsystem is SISO, we provide explicit conditions under
which the interconnected system has the property of persistence,
i.e., its state converges to a unique strictly positive vector (that is
known in advance up to a strictly positive constant multiplicative
factor) for any nonnegative and nonzero initial state. As an
important consequence of this property, we show that the output
of the interconnected system converges to a scalar multipleof
the right eigenvector of a nonnegative matrix associated with its
Frobenius eigenvalue, where the nonnegative matrix is nothing
but the interconnection matrix scaled by the steady-stage gains
of the positive subsystems. This result is then naturally and
effectively applied to formation control of multi-agent systems
with positive dynamics. This result can be seen as a generalization
of a well-known consensus algorithm that has been basically
applied to interconnected systems constructed from integrators.

Index Terms—positive systems, interconnection, admissibility,
stability, multi-agent systems, formation control.

I. I NTRODUCTION

Recently, systems of interest in the field of engineering, bi-
ology, economics, etc., have become more complex and larger-
scaled, and as such intensive research effort has been made for
developing dedicated analysis and synthesis tools. The issue
is how to derive sharpened analysis and synthesis conditions
exploiting the properties of subsystems and interconnection
structure [18], [28], [27], [13]. In this paper, we are particularly
interested in the case where the subsystems are positive. A
dynamical system is said to be (internally) positive if its
state and output are nonnegative for any nonnegative initial
state and nonnegative input [12], [21]. This property arises
naturally in biology, network communications, economics,and
probabilistic systems. Moreover, simple dynamical systems
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such as integrators and first-order lags and their series/parallel
connections are all positive, and these are often employed as
typical models of moving objects. Even though their dynamics
are very simple, the behavior of interconnected systems con-
structed from them is complicated and deserves investigation
especially in the study area of multi-agent systems [14], [28],
[27], [38], [39]. This fact naturally leads us to focus on
interconnected systems constructed from positive subsystems.

The interconnected system of interest in this paper is
constructed from heterogeneous positive subsystems and a
nonnegative interconnection matrix. In the past, intercon-
nected systems with nonnegative interconnection matrices(or
more precisely, interconnection matrices with nonnegative off-
diagonal elements) are studied extensively, see, ex., [41], [42].
A typical example is the case where the interconnection matrix
is given based on the graph-Laplacian. In addition, subsystems
of interest are often linear and positive as in the case where
they are simple integrators [28], [27]. Nowadays positive sys-
tem theory is fully matured and remarkable results have been
obtained by making full use of the positivity [3], [35], [16],
[1], [31], [32], [37], [25], [5], [40]. However, the positivity of
subsystems and the nonnegativity of interconnection matrices
have never been used actively to obtain sharpened analysis and
synthesis results under the interconnected systems settings.
Our goal in this paper is then to provide such sharpened
results and build a solid theoretical basis for the treatment of
interconnected systems constructed from positive subsystems
and a nonnegative interconnection matrix.

As the first and an important contribution, we show that
admissibility, to be defined in this paper, is an essential
requirement in constructing interconnected systems of interest.
The admissibility is seemingly a sufficient condition for the
well-posedness and the positivity of the interconnected system.
However, it has deeper implication, and we clarify that the
interconnected system without admissibility is of no use in
practice since it is fragile against communication delays.On
the basis of this preliminary result, we next clarify that the
interconnected system is admissible and stable if and only if
a Metzler matrix, which is built from the coefficient matrices
of the positive subsystems and the interconnection matrix,is
Hurwitz stable. By means of this key result, we further provide
several results that characterize the admissibility and stability
of the interconnected systems in terms of the Frobenius
eigenvalue of the interconnection matrix and the weightedL1-
induced norm of positive subsystems again to be defined in this
paper. Moreover, in the case where every subsystem is SISO,
we provide explicit conditions under which the interconnected
system has the property of persistence, i.e., its state converges
to a unique strictly positive vector (that is known in advance
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up to a strictly positive constant multiplicative factor) for
any nonnegative and nonzero initial state. As an important
consequence of this property, we show that the output of
the interconnected system converges to a scalar multiple of
the right eigenvector of a nonnegative matrix associated with
its Frobenius eigenvalue, where the nonnegative matrix is
nothing but the interconnection matrix scaled by the steady-
stage gains of subsystems. This result is then naturally and
effectively applied to formation control of multi-agent systems
[14], [28], [27], [38], [39]. For multiple agents that move
over a plane, the goal is to design a communication scheme
over the agents with respect to each agent’s position so
that prescribed formation can be achieved. We show that
such communication scheme synthesis is possible even if the
agents have different dynamics (and hence heterogeneous) as
long as they are positive and stable. Moreover, the synthesis
condition is given by linear equation that depends only on the
steady-state gains of subsystems. We derive this sharpened
result by making full use of the positivity. The literature
on formation control is quite extensive, and we have not
attempted a thorough review of the control scheme proposed
here. However, as illustrated later, the current result canbe
seen as a generalization of a well-known consensus algorithm
that has been basically applied to interconnected systems
constructed from integrators [27]. In addition, we emphasize
that our results essentially concern consensus-basedoutput
control of interconnectedheterogeneouspositive systems, and
this is in stark contrast with recent results [40] onstate
consensusof interconnectedhomogeneouspositive systems
where homogeneousness drastically facilitates the treatment.

We finally note that this paper gathers the results in [8], [10],
[9] with explicit proofs for technical lemmas and theorems.
Moreover, we extend the persistence related results in [10],
[9] to the case where the steady-state gains of subsystems are
not uniform, and to the case where the interconnection matrix
is not irreducible (i.e., reducible), and also apply these latest
results to an energy management problem in DC-grids.

We use the following notations. For given two matricesA
andB of the same size, we writeA > B (A ≥ B) if Aij >
Bij (Aij ≥ Bij) holds for all(i, j), whereAij stands for the
(i, j)-entry of A. In relation to this notation, we also define
Rn

++ := {x ∈ Rn : x > 0} and Rn
+ := {x ∈ Rn : x ≥ 0}.

We also defineRn×m
++ andRn×m

+ with obvious modifications.
In addition, we denote byDn×n

++ the set of diagonal matrices
of size n with all diagonal elements being strictly positive.
For A ∈ R

n×n, we denote byσ(A) and ρ(A) the set of the
eigenvalues ofA and the spectral radius ofA, respectively.
For A ∈ R

n×n
+ , Theorem 8.3.1 in [19] states that there is an

eigenvalue equal toρ(A). This eigenvalue is often called the
Frobenius eigenvalue and denoted byλF(A) in this paper. For
a given vectorx ∈ Rn, we define its 1-norm by‖x‖1 :=∑n

i=1 |xi|. In addition, for s(t) : R+ → Rn, we define its
L1-norm by ‖s‖1 :=

∫∞

0
‖s(t)‖1dt. Finally, we define the

families of functionsLn
1 , Ln

1+ as follows:

Ln
1 := {s| s(t) : R+ → R

n, ‖s‖1 < ∞},
Ln
1+ := {s| s(t) : R+ → R

n
+, ‖s‖1 < ∞}.

II. PRELIMINARIES

In this section, we gather basic definitions and fundamental
results for positive systems.
Definition 1 (Metzler Matrix): [12] A matrix A ∈ Rn×n is
said to beMetzlerif its off-diagonal entries are all nonnegative,
i.e., Aij ≥ 0 (i 6= j).

In the following, we denote byMn×n (Hn×n) the set of
the Metzler (Hurwitz stable) matrices of sizen. Under these
notations, the next lemmas hold.
Lemma 1: [12], [21], [26] For a givenA ∈ Mn×n, the
following conditions are equivalent.

(i) The matrixA is Hurwitz stable, i.e.,A ∈ H
n×n.

(ii) The matrixA is nonsingular andA−1 ≤ 0.
(iii) There existsh ∈ R

n
++ such thathTA < 0.

(iv) For any g ∈ R
n
+ \ {0}, the vectorAg has at least one

strictly negative entry.

Lemma 2: For given P ∈ Mn1×n1 , Q ∈ R
n1×n2

+ , R ∈
R

n2×n1

+ , and S ∈ Mn2×n2 , the following conditions are
equivalent.

(i) Π :=

[
P Q
R S

]
∈ H(n1+n2)×(n1+n2).

(ii) P ∈ Hn1×n1 , S −RP−1Q ∈ Hn2×n2 .

(iii) S ∈ Hn2×n2 , P −QS−1R ∈ Hn1×n1 .

The proof of Lemma 2 is given in the appendix section,
Subsection IX-A.

To move on to the definition of positive systems, consider
the linear systemG described by

G :

{
ẋ = Ax + Bw,
z = Cx + Dw

(1)

where A ∈ Rn×n, B ∈ Rn×nw , C ∈ Rnz×n, and D ∈
Rnz×nw . The definition of positive systems and a related basic
result are given in the following.
Definition 2 (Positive Linear System): [12] The linear sys-
tem (1) is said to bepositive if its state and output are both
nonnegative for any nonnegative initial state and nonnegative
input.
Remark 1: In the literature, a system satisfying the condition
in Definition 2 is often calledinternally positive, to make a
clear distinction fromexternally positive systems. Since we
only deal with internally positive systems in this paper, we
simply denote it by positive as in Definition 2.
Proposition 1: [12] The system (1) is positive if and only if
A ∈ Mn×n, B ∈ R

n×nw

+ , C ∈ R
nz×n
+ , andD ∈ R

nz×nw

+ .
We next introduce the weightedL1-induced norm of posi-

tive systems. It turns out in the next section that the weighted
L1-induced norm plays an important role in characterizing the
stability of interconnected positive systems.
Definition 3: SupposeG given by (1) is positive andx(0) =
0. Then, its weightedL1-induced norm associated with weight-
ing vectorsqz ∈ R

nz

++ andqw ∈ R
nw

++ is defined by
‖Gqz,qw‖1+ := sup

‖qTww‖1=1, w∈L
nw
1+

‖qTz z‖1. (2)

Remark 2: The standardL1-induced norm ofG given by (1)
is defined as follows [15]:
‖G‖1 := sup

‖w‖1=1, w∈L
nw
1

‖z‖1. (3)
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From the positivity ofG, we can easily confirm that the
two L1-induced norms given above can be linked by

‖Gqz,qw‖1+ = ‖QzGQ−1
w 1nz ,1nw ‖1+ = ‖QzGQ−1

w ‖1, (4)

where Qz := diag(qz,1, · · · , qz,nz
), Qw :=

diag(qw,1, · · · , qw,nw
) and 1

nz stands for the all-ones
vector of sizenz. The state space matrices ofQzGQ−1

w

are given by (A,BQ−1
w , QzC,QzDQ−1

w ). Namely, as
the denomination “weighted”L1-induced norm stands,
‖Gqz,qw‖1+ coincides with the standardL1-induced norm
with weightings (or scalings) on the input and output signals.
The vector representation of weightings as inqz andqw rather
than the matrix representation as inQz andQw is useful in
characterizing the weightedL1-induced norm and the stability
of interconnected positive systems by linear inequalities. This
is illustrated in the next theorem.
Theorem 1: SupposeG given by (1) is positive. Then, for
given qz ∈ R

nz

++, qw ∈ R
nw

++, and γ > 0, the following
conditions are equivalent.

(i) The matrix A ∈ Mn×n is Hurwitz stable and
‖Gqz,qw‖1+ < γ.

(ii) There existsh ∈ Rn
++ such that[

hTA+ qTz C hTB + qTz D − γqTw
]
< 0. (5)

(iii) The matrix A ∈ Mn×n is Hurwitz stable and the
following inequality holds:
qTz G(0) < γqTw. (6)

Here,G(s) is the transfer matrix of the systemG defined
by G(s) := C(sI −A)−1B +D.

The inequality (5) in (ii) is linear with respect to the decision
variableh ∈ R

n
++. From this linear inequality, we see that the

weightedL1-induced norm‖Gqz,qw‖1+ can be computed by
solving a linear programming problem (LP) given as follows:
infγ,h∈R

n
++

γ subject to (5). The condition (6) in (iii)
is more compact and characterizes the weightedL1-induced
norm in a closed form (see Corollary 1 below as well).

If we let qz = 1
nz and qw = 1

nw , the definition (2)
essentially reduces to the standardL1-induced norm as we
noted in (4). This standardL1-induced norm is employed as
a performance index in recent studies on switched positive
systems [43], [44]. Moreover, this standardL1-induced norm
is used in [5] as a useful tool for robust stability analysis of
uncertain positive systems.

Even though related discussions on the proof of Theorem 1
can be found, for example, in [31], [5], we give a detailed
proof of Theorem 1 in the appendix section, Subsection IX-B,
for completeness. The next corollary directly follows from(iii)
in Theorem 1.
Corollary 1: SupposeG given by (1) is positive and stable.
Then, for givenqz ∈ R

nz

++, qw ∈ R
nw

++, the weightedL1-
induced norm‖Gqz,qw‖1+ is given by
‖Gqz,qw‖1+ = min γ subject toqTz G(0) ≤ γqTw (7)

or equivalently,

‖Gqz,qw‖1+ = max
i

(qTz G(0))i
qw,i

. (8)

This corollary implies that, ifG given by (1) is stable and
SISO, we have‖G1,1‖1+ = G(0). Namely, the unweighted
L1-induced norm coincides with the steady-state gain.

III. STABILITY ANALYSIS OF

INTERCONNECTEDPOSITIVE SYSTEMS

A. Interconnected Positive Systems and Admissibility

Let us consider the positive subsystemGi (i = 1, · · · , N)
represented by

Gi :

{
ẋi = Aixi + Biwi,
zi = Cixi + Diwi,

Ai ∈ {Mni×ni ∩H
ni×ni}, Bi ∈ R

ni×nwi

+ ,

Ci ∈ R
nzi

×ni

+ , Di ∈ R
nzi

×nwi

+ .

(9)

As clearly shown in (9), we have assumed thatGi (i =
1, · · · , N) are all stable.

With these positive and stable subsystems, let us define a
positive and stable systemG by G := diag(G1, · · · , GN ). The
state space realization ofG is given by

G :

{
˙̂x = Ax̂ + Bŵ,
ẑ = Cx̂ + Dŵ

(10)

where

A := diag(A1, · · · , AN ), B := diag(B1, · · · , BN ),
C := diag(C1, · · · , CN ), D := diag(D1, · · · ,DN ),

(11)

x̂ :=



x1

...
xN


∈R

nx̂ , ŵ :=



w1

...
wN


∈R

nŵ , ẑ :=



z1
...
zN


∈R

nẑ ,

nx̂ :=

N∑

i=1

ni, nŵ :=

N∑

i=1

nwi
, nẑ :=

N∑

i=1

nzi .

(12)

For a given interconnection matrixΩ ∈ R
nŵ×nẑ

+ , we
are interested in the stability and the performance of the
interconnected systemG ⋆ Ω defined by (10) and̂w = Ωẑ.
In relation to the well-posedness of this interconnection,we
make the next definition.
Definition 4: The interconnected systemG ⋆ Ω is said to be
admissibleif the Metzler matrixDΩ− I is Hurwitz stable.

In the following, we require the admissibility of the in-
terconnected systemG ⋆ Ω whenever we analyze its stability
and performance. The meaning of this presupposition, and its
rationality as well, can be explained as follows.
(i) If det(DΩ−I) 6= 0, then the interconnection is well-posed,
and the state-space description of the interconnected system is
represented by

˙̂x = Aclx̂, Acl := A+ BΩ(I −DΩ)−1C. (13)

(ii) The Metzler matrix DΩ − I is Hurwitz and hence
(I − DΩ)−1 ≥ 0 holds from (ii) of Lemma 1. Therefore the
matrix Acl given above is Metzler. It follows that the positive
nature of the subsystemsGi (i = 1, · · · , N) is inherited to
the interconnected system, i.e., the nonnegativity of the states
xi (i = 1, · · · , N) for any nonnegative initial states is still
preserved under the interconnection.
(iii) More strongly, we can say that the admissibility for the
interconnected positive systemG ⋆ Ω is mandatory from a
control engineering point of view. This is becauseG ⋆ Ω that
does not satisfy the admissibility is of no use in practice since
it is fragile against communication delays. To be more precise,
let us consider the case whereG⋆Ω is perturbed asG⋆(Ωe−sh),
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where h > 0 is a uniform delay on communication over
subsystems. Then, ifG ⋆ Ω does not satisfy the admissibility,
we see thatG ⋆ (Ωe−sh) is unstable for anyh > 0. Indeed, if
G ⋆Ω is not admissible, then the matrixDΩ−I is not Hurwitz
stable by definition and henceρ(DΩ) ≥ 1 holds. From this
fact and [23], we see that the spectral radius of a monodromy
operator associated withG ⋆ (Ωe−sh) is not less than one and
henceG ⋆ (Ωe−sh) is unstable for anyh > 0. Therefore, even
if we build theoretical results for interconnected systemsthat
do not satisfy the admissibility, such results are of no use
since communication delays are unavoidable in practice (even
if they are very small).

We also note that the admissibility is no more an issue if
D = 0, since in this case we haveAcl = A+BΩC ∈ M

nx̂×nx̂

and henceG⋆Ω is always well-posed, positive, and its stability
is preserved against arbitrary (time-invariant) communication
delays [17].

For the admissibility and stability of the interconnected
systemG ⋆ Ω, we can obtain the next lemma that plays an
important role in this paper.
Lemma 3: The interconnected systemG⋆Ω is admissible and
stable if and only if the Metzler matrix

Π :=

[
A BΩ
C DΩ− I

]
(14)

is Hurwitz stable.
Proof of Lemma 3: From Definition 4, the interconnected
systemG ⋆ Ω is admissible and stable if and only if the
Metzler matricesDΩ−I andAcl = A+BΩ(I−DΩ)−1C are
both Hurwitz stable. Thus the assertion readily follows from
Lemma 2.

From this key lemma, we can obtain various conditions for
the admissibility and stability of the interconnected system ac-
cording to the properties of the subsystemsGi (i = 1, · · · , N)
and the interconnection matrixΩ. Typical examples are given
in the following two subsections.

B. Stability for General Interconnection Structure

The first result concerns the interconnected system shown
in Fig. 1 for the caseN = 3. The interconnection shown
in Fig. 1 is general, in the sense that (i) every subsystem
provides different output signals to the rest of the subsystems,
(ii) every subsystem receives input signals from the rest of
the subsystems independently, and (iii) there is no restriction
on the size of input/output signals. For the admissibility
and stability of the interconnected system, we can obtain
the next theorem. Note that this theorem also includes the
state-space description of subsystems allowing the assumed
interconnection structure.
Theorem 2: Let us consider the case where thei-th stable
subsystemGi represented by (9) has the following specific
structure:

Gi :





ẋi = Aixi +

N∑

k=1,k 6=i

Bikwik,

zji = Cjixi +

N∑

k=1,k 6=i

Djikwik (j 6= i),

(15)

Ai ∈ {Mni×ni ∩H
ni×ni}, Bik ∈ R

ni×nwik

+ ,

-w12

G1

z21

-w13 z31

-w21

G2

z12

-w23 z32

-w31

G3

z13

-w32 z23

Fig. 1. Interconnected positive system (N = 3).

- Q−1
12

-w12

G1

-z21 Q21

- Q−1
13

-w13 -z31 Q31

- Q−1
21

-w21

G2

-z12 Q12

- Q−1
23

-w23 -z32 Q32

- Q−1
31

-w31

G3

-z13 Q13

- Q−1
32

-w32 -z23 Q23

Fig. 2. Weightings on input and output signals.

Cji ∈ R
nzji

×ni

+ , Djik ∈ R
nzji

×nwik

+ .

We assume that the size ofwij and zij are identical, andN
subsystems are interconnected by

wij = zij (i, j = 1, · · · , N, i 6= j). (16)

Then, the interconnected system is admissible and stable if
and only if there exist weighting vectorsqij ∈ R

nwij

++ (i, j =
1, · · · , N, i 6= j) such that
‖Gi,qz,i,qw,i

‖1+ < 1,

qz,i =
[
qT1,i · · · qTi−1,i qTi+1,i · · · qTN,i

]T
,

qw,i =
[
qTi,1 · · · qTi,i−1 qTi,i+1 · · · qTi,N

]T

(i = 1, · · · , N).

(17)

Remark 3: From (5) of Theorem 1, we see that the inequality
condition (17) in Theorem 2 is linear with respect to the
weighting vectorsqij ∈ R

nwij

++ (i, j = 1, · · · , N, i 6= j) and
hence easily verifiable.

As noted, the interconnection structure assumed in Theo-
rem 2 is illustrated in Fig. 1 for the caseN = 3. The subscripts
(i, j) of wij andzij indicate that these are the signals that flow
from the subsystemj to the subsystemi. By defining
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zi =
[
zT1,i · · · zTi−1,i zTi+1,i · · · zTN,i

]T
,

wi =
[
wT

i,1 · · · wT
i,i−1 wT

i,i+1 · · · wT
i,N

]T

(i = 1, · · · , N)

(18)

and by representing the interconnection (16) byŵ = Ωẑ, we
can see that the interconnected system can be represented by
G ⋆ Ω. For N = 3, the interconnection matrix is given by

Ω =




0 0 Inw12
0 0 0

0 0 0 0 Inw13
0

Inw21
0 0 0 0 0

0 0 0 0 0 Inw23

0 Inw31
0 0 0 0

0 0 0 Inw32
0 0



. (19)

By applying Lemma 3 to the resulting interconnected system
G ⋆ Ω, we obtain Theorem 2. The complete proof is given in
the appendix section, Subsection IX-C.

The implication of the theorem is that the interconnected
systemG ⋆ Ω is admissible and stable if and only if there
exists a set of weighting vectors that renders the weighted
L1-induced norm of each positive subsystem less than unity.
Namely, the condition for the admissibility and stability is
separated into theL1-induced norm conditions of subsystems.
In this sense, the weighting vectors work asseparatorsthat
have played important roles for stability analysis of general
linear systems [20], [34], [29]. Another interpretation isthat,
as we usually do for separators as well, the weighting vectors
serve as scalings for input and output signals. Indeed, from
the link (4), we see thatG ⋆Ω is admissible and stable if and
only if the standardL1-induced norms of scaled systems (i.e.,
the systems encircled by dashed lines in Fig. 2) are less than
unity, whereQij = diag(qij). What is interesting here is that
such scaling-based stability condition is necessary and suffi-
cient, which is hardly achievable for interconnected systems
constructed from general (non-positive) linear systems.

C. Stability for Interconnection with SISO Positive Subsystems

The results in Theorem 2 are valid for MIMO positive sub-
systems. On the other hand, in the case where every subsystem
is SISO, conditions for the admissibility and stability forthe
interconnected systemG ⋆ Ω can be drastically simplified as
we see in the next two theorems.
Theorem 3: Let us consider the case where the stable sub-
systemsGi (i = 1, · · · , N) represented by (9) are all SISO.
Then, for a givenΩ ∈ R

N×N
+ , the interconnected system

G ⋆ Ω is admissible and stable if and only ifλF(ΨΩ) < 1
where Ψ ∈ R

N×N
+ is constructed from the unweighted

L1-induced norm (i.e., the steady-state gain) of each sub-
system as inΨ := diag(‖G1,1,1‖1+, · · · , ‖GN,1,1‖1+) =
diag(G1(0), · · · , GN (0)).
Proof of Theorem 3: From Lemma 3, the interconnected
systemG⋆Ω is admissible and stable if and only if the Metzler
matrix Π defined by (14) is Hurwitz stable. From Lemma 2
and the fact that‖Gi,1,1‖1+ = Gi(0) = −CiA

−1
i Bi+Di (i =

1, · · · , N), this condition holds if and only if both the Metzler
matricesA andDΩ − I − CA−1BΩ = ΨΩ − I are Hurwitz
stable. Thus the assertion readily follows sinceA is Hurwitz
stable from the assumptionAi ∈ {Mni×ni ∩H

ni×ni}.

Theorem 4: Let us consider the case where the stable sub-
systemsGi (i = 1, · · · , N) represented by (9) are all SISO
and share identical steady-state gainγ > 0, i.e., G1(0) =
· · · = GN (0) = γ. Then, for a givenΩ ∈ R

N×N
+ , the

interconnected systemG ⋆ Ω is admissible and stable if and
only if γλF(Ω) < 1.
Proof of Theorem 4: Obvious from Theorem 3.

These three theorems clearly show that the admissibility
and stability of interconnected positive systems can be fully
characterized in terms of weightedL1-induced norms of sub-
systems and the Frobenius eigenvalue of the interconnection
matrix Ω scaled byΨ. In particular, if all subsystems are
SISO, we see from Theorems 3 and 4 that the interconnected
systemG ⋆Ω is on the stability boundary ifλF(ΨΩ) = 1. This
simple condition leads us to the persistence analysis ofG ⋆Ω
as detailed in the next section.
Remark 4: In [33], [30], stability of interconnected nonlinear
systems is investigated. In particular, in [33], each nonlinear
subsystem is assumed to satisfy a dissipative integral input-
to-state stability estimate. Through a comparison principle,
stability of the original interconnected nonlinear systemcan be
analyzed by a comparison system, which is an interconnected
positive system since its state is composed of the value of
Lyapunov function for each subsystem. Once the positive com-
parison system is obtained which is still nonlinear, the main
focus there is to extend linear case stability results such as the
condition (iv) of Lemma 1 to nonlinear positive systems. Even
though we deal with interconnected LTI positive systems only
in this paper, we have shown that sharp stability conditions
are obtained withL1-induced norms of subsystems and the
Frobenius eigenvalue of the interconnection matrix by making
full use of the linearity. On the other hand, the paper [33]
implies that the stability conditions in this paper can be applied
to interconnected nonlinear systems as long as its comparison
system is linear. It is true that this assumption is stringent
and holds only for a limited class of interconnected nonlinear
systems. Still, constructing a linear comparison system paves
the way for applying current results to stability analysis of
interconnected nonlinear systems.

IV. PERSISTENCEANALYSIS OF

INTERCONNECTEDPOSITIVE SYSTEMS

In this section, we are interested in thepersistenceof the
interconnected systemG ⋆Ω. After giving our main results on
the persistence ofG ⋆Ω, we show that the persistence results
can be applied to formation control of multi-agent systems
with positive dynamics.

A. Persistence Analysis

We first give the precise definition of what we call persis-
tence.
Definition 5: For given positive and stable subsystems
Gi (i = 1, · · · , N) represented by (9) and interconnection
matrixΩ ∈ R

nŵ×nẑ

+ , consider the interconnected systemG⋆Ω.
Then, the interconnected systemG ⋆ Ω is said to have the
property of persistenceif it is admissible and if there exist
ξ0, ξ∞ ∈ R

nx̂

++ such that
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lim
t→∞

x̂(t) = (ξT0 x̂(0))ξ∞ (20)

for any initial statex̂(0) ∈ R
nx̂ .

This definition requires that the statêx of G ⋆Ω converges
to a strictly positive scalar multiple of a strictly positive
vector as long aŝx(0) ∈ R

nx̂

+ \ {0}. Namely, all the states
x̂i (i = 1, · · · , nx̂) become strictly positive and hence “ex-
cited” eventually. This is the reason why we call the property
persistence. It is also clear that persistence requires that the
interconnected systemG ⋆ Ω is on the stability boundary.

To state our main results on the persistence ofG ⋆ Ω, i.e.,
Theorems 5 and 6 given later, we first need to review the
definition and related results onirreduciblematrices. Similarly
to [40], it turns out that the irreducibility of the interconnection
matrix plays a crucial role in achieving persistence.
Definition 6: [Reducible Matrix [19] (p. 360)] A matrixM ∈
Rn×n is said to bereducible if either

(a) n = 1 andM = 0 or
(b) n ≥ 2 and there exist a permutation matrixP ∈ R

n×n

andr with 1 ≤ r ≤ n− 1 such that

PTMP =

[
Q R

0n−r,r S

]
, Q ∈ R

r×r, S ∈ R
(n−r)×(n−r).

Definition 7: [Irreducible Matrix [19] (p. 361)] A matrix
M ∈ R

n×n is said to beirreducible if it is not reducible.

Definition 8: [Directed Graph of Matrices [19] (p. 357)] The
directed graph ofM ∈ Rn×n, denoted byΓ(M), is the
directed graph onn nodesP1, P2, · · · , Pn such that there is
a directed arc inΓ(M) from Pi to Pj if and only if Mij 6= 0
or equivalently,In(M)ij 6= 0. Here, In(M) stands for the
indicator matrix ofM .
Definition 9: [Strongly Connected Graph [19] (p. 358)] A
directed graphΓ is said to bestrongly connectedif between
every pair of distinct nodesPi, Pj in Γ there is a directed path
of finite length that begins atPi and ends atPj .

Under these definitions, the next results hold.
Proposition 2: [19] (p. 362) For a givenM ∈ Rn×n, the
following conditions are equivalent.

(a) M is irreducible.
(b) (In + In(M))n−1 > 0.
(c) Γ(M) is strongly connected.

Proposition 3: [19] (p. 508) SupposeM ∈ R
n×n
+ is irre-

ducible. Then the following conditions hold.

(i) ρ(M) > 0 andρ(M) is an eigenvalue ofM .
(ii) There is a vectorv∈Rn

++ such thatMv = ρ(M)v.
(iii) ρ(M) is an algebraically (and hence geometrically) sim-

ple eigenvalue ofM .

The next corollary directly follows from Proposition 3,
where (iii) is particularly important.
Corollary 2: SupposeM ∈ Mn×n is irreducible. Then the
following conditions hold whereα := maxλ∈σ(M) Re(λ).

(i) α ∈ R is an algebraically (and hence geometrically)
simple eigenvalue ofM .

(ii) There is a vectorv ∈ Rn
++ such thatMv = αv.

(iii) Re(λ) < α (∀λ ∈ σ(M) \ {α}).
We are now ready to state our main result on the persistence

of G ⋆ Ω and give its proof.

Theorem 5: Let us consider the case where every stable
subsystemGi represented by (9) is SISO. SupposeGi (i =
1, · · · , N) and a given interconnection matrixΩ ∈ R

N×N
+

satisfy the following conditions.

(i) (Ai, Bi) is controllable and(Ai, Ci) is observable for all
i = 1, · · · , N .

(ii) The interconnection matrixΩ ∈ R
N×N
+ is irreducible,

i.e., the directed graphΓ(Ω) is strongly connected.
(iii) λF(ΨΩ) = 1 holds.

Then, for the interconnected systemG ⋆ Ω, the next results
hold.

(I) The interconnected systemG ⋆ Ω is admissible, i.e., the
Metzler matrixDΩ− I is Hurwitz stable.

(II) The matrixAcl given by (13) satisfiesσ(Acl) ⊂ C−, i.e.,
Re(λ) ≤ 0 (∀λ ∈ σ(Acl)).

(III) If we denote the right and left eigenvectors of
ΨΩ ∈ R

N×N
+ associated with its Frobenius eigenvalue

λF(ΨΩ) = 1 by vR ∈ RN
++ andvL ∈ RN

++, respectively,
we haveAclξR = 0 and ξTLAcl = 0 where
ξR = −A−1BΨ−1vR ∈ R

nx̂

++,

ξL = −A−TCT vL ∈ R
nx̂

++,

ξTL ξR = 1.

(21)

Here the eigenvectorsvR, vL ∈ R
N
++ are appropriately

scaled so thatξTL ξR = 1 is satisfied.
(IV) The matrix Acl has eigenvalue0 that is algebraically

(and hence geometrically) simple. Moreover, we have
Re(λ) < 0 (∀λ ∈ σ(Acl) \ {0}).

(V) We have
lim
t→∞

x̂(t) = f(x̂(0))ξR, f(x̂(0)) = ξTL x̂(0) (22)

for any initial statex̂(0) ∈ Rnx̂ .

The results (I), (III) and (V) of Theorem 5 clearly show
that, under the conditions (i)-(iii), the interconnected system
G ⋆Ω has the property of persistence, and (20) in Definition 5
is satisfied withξ0 = ξL ∈ R

nx̂

++ and ξ∞ = ξR ∈ R
nx̂

++.
We need the following lemma for the proof of Theorem 5.

The proof of this lemma is given in the appendix section,
Subsection IX-D.
Lemma 4: For givenA ∈ {Mn×n ∩H

n×n}, B ∈ R
n×1
+ , and

C ∈ R
1×n
+ , we haveA−1B < 0 if (A,B) is controllable.

Similarly, we haveCA−1 < 0 if (A,C) is observable.
Proof of Theorem 5:
Proof of (I): From (i) and Lemma 4, it is clear that
−CiA

−1
i Bi > 0 (i = 1, · · · , N). If we define S :=

diag(−C1A
−1
1 B1, · · · ,−CNA−1

N BN ) ∈ D
N×N
++ , we have

D = Ψ − S. On the other hand, from (ii), (iii), and
Proposition 3, we see that there existsvR ∈ RN

++ such that
ΨΩvR = vR. Note thatΨΩ is irreducible if and only ifΩ
is sinceΨ ∈ D

N×N
++ . Therefore we have(DΩ − I)vR =

((Ψ− S)Ω− I) vR = −SΩvR = −SΨ−1vR < 0. It follows
from (the dual version of) (iii) of Lemma 1 thatDΩ − I is
Hurwitz stable.
Proof of (II): From Theorem 3, we see thatσ(Acl) ⊂ C− if
and only ifλF(ΨΩ) < 1. Since at presentλF(ΨΩ) = 1 holds
from (iii), we see thatσ(Acl) ⊂ C− holds from the continuity
of the eigenvalue ofAcl with respect to perturbations on it.
Proof of (III): By definingΩD := Ω(I − DΩ)−1, we readily
see
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AclξR = − (A+ BΩDC)A−1BΨ−1vR
= −BΨ−1vR − BΩDCA−1BΨ−1vR
= −BΨ−1vR − BΩD(D −Ψ)Ψ−1vR
= −B

(
I +Ω(I −DΩ)−1(D −Ψ)

)
Ψ−1vR

= −B
(
I + (I − ΩD)−1Ω(D −Ψ)

)
Ψ−1vR

= −B(I − ΩD)−1 (I − ΩΨ)Ψ−1vR
= −B(I − ΩD)−1Ψ−1 (I −ΨΩ) vR
= 0.

The equality ξTLAcl = 0 follows similarly. On the other
hand, since(Ai, Bi) is controllable and(Ai, Ci) is observable,
we see−A−1

i Bi > 0 and −CiA
−1
i > 0 (i = 1, · · · , N)

from Lemma 4. Moreover, sinceΨΩ is irreducible, we have
vR > 0 and vL > 0 from Proposition 3. Therefore we have
ξR = −A−1BΨ−1vR ∈ R

nx̂

++ andξL = −A−T CT vL ∈ R
nx̂

++.
Proof of (IV): We can prove thatAcl is irreducible and hence
the assertion readily follows from (II), (III) and Corollary 2.
The proof for the irreducibility ofAcl, which is indeed the core
of the proof of Theorem 5, is given in the appendix section,
Subsection IX-E.
Proof of (V): Since (IV) holds and sinceξR ∈ R

nx̂

++ is the
right eigenvector ofAcl corresponding to the eigenvalue0, it
is an elementary fact that the statêx of the interconnected
systemG ⋆Ω converges tof(x̂(0))ξR for some linear function
f : R

nx̂ → R. Furthermore, for the dynamics of the inter-
connected system represented by˙̂x = Aclx̂, we can readily
see thatξTL

˙̂x = 0. Therefore we haveξTL x̂(0) = f(x̂(0))ξTL ξR.
SinceξTL ξR = 1 from (III), we havef(x̂(0)) = ξTL x̂(0). This
completes the proof.

In Theorem 5, the controllability and observability condition
(i) is a natural requirement in system realization, and the irre-
ducibility (i.e., the strong connectivity) of the interconnection
matrix in condition (ii) is frequently assumed in the study of
dynamical systems connected by network. Theorem 5 shows
that, under these natural conditions as well as the stability
boundary condition (iii), the interconnected positive system
G ⋆ Ω naturally has the property of persistence.

B. Analysis of Steady-State Output

The next result concerns the steady state output ofG ⋆ Ω.
This is a direct consequence of Theorem 5 and illustrates its
usefulness in the application to formation control of multi-
agent systems with positive dynamics.
Theorem 6: Consider the case where every stable subsystem
Gi represented by (9) is SISO and satisfies the condition (i) in
Theorem 5. Moreover, for givenvobj ∈ R

N
++, assume that the

interconnection matrixΩ ∈ R
N×N
+ has the following property

in addition to (ii) of Theorem 5:

(iii’) ΨΩvobj = vobj holds.

Then, the output of the interconnected systemG ⋆ Ω satisfies
lim
t→∞

ẑ(t) = f(x̂(0))vobj(= (ξTL x̂(0))vobj). (23)

Here,ξL ∈ R
nx̂

++ is given by (21) withvL ∈ R
N
++ that satisfies

vLΨΩ = vL andξTL ξR = 1 for ξR = −A−1BΨ−1vobj ∈ R
nx̂

++.

This theorem implies that, for a givenvobj ∈ RN
++ that

represents the output position of each agent in a “desired
formation,” we can achieve the convergence (23) as long as we

design the interconnection matrixΩ satisfying (ii) and (iii’).
We emphasize that such synthesis ofΩ can be done by solving
linear equations (see Subsection IV-E for details). This isthe
basic idea to use the results in Theorems 5 and 6 for the
formation control of multi-agent systems.

A brief sketch of the proof of Theorem 6 is as follows. Since
ΨΩ ∈ R

N×N
+ satisfiesΨΩvobj = vobj for vobj ∈ R

N
++, we can

see from Corollary 8.1.30 of [19] thatλF(ΨΩ) = 1. Namely, a
matrix Ω satisfying the condition (iii’) satisfies the condition
(iii) in Theorem 5 as well. It follows from Theorem 5 that
x̂∞ = −f(x̂(0))A−1BΨ−1vobj where x̂∞ := limt→∞ x̂(t).
Therefore, forẑ∞ := limt→∞ ẑ(t), we obtain

ẑ∞ = (I −DΩ)−1Cx̂∞

= −f(x̂(0))(I −DΩ)−1CA−1BΨ−1vobj
= −f(x̂(0))(I −DΩ)−1(D −Ψ)Ψ−1vobj
= −f(x̂(0))(I −DΩ)−1(DΩ− I)vobj
= f(x̂(0))vobj.

This validates the assertion in Theorem 6.

C. Extensions to Reducible Interconnection Matrices

In this subsection, we extend the results in Theorems 5 and
6 to the case where the interconnection matrixΩ is reducible.
To this end, supposeΩ ∈ R

N×N
+ is of the form

Ω =

[
Ωu Ωul

0 Ωl

]
, Ωu ∈ R

Nu×Nu

+ , Ωl ∈ R
Nl×Nl

+ (24)

whereNu+Nl = N andΩl is scalar0 or irreducible. Note that,
from Definition 6, any reducible matrixΩ ∈ R

N×N
+ can be

reduced into this form by a transformation with a permutation
matrix. According to the partition (24), we let

G = diag(Gu,Gl), Ψ = diag(Ψu,Ψl),
A = diag(Au,Al), B = diag(Bu,Bl),
C = diag(Cu, Cl), D = diag(Du,Dl),

(25)

x̂ =
[
x̂T
u x̂T

l

]T ∈ R
nx̂ ,

x̂u ∈ R
nx̂u , x̂l ∈ R

nx̂l , nx̂u
:=

Nu∑

i=1

ni, nx̂l
:=

N∑

i=Nu+1

ni,

ẑ =
[
ẑTu ẑTl

]T ∈ R
N , ẑu ∈ R

Nu , ẑl ∈ R
Nl .

Then, we can readily obtain the following corollary from
Theorems 5 and 6.
Corollary 3: Consider the case where every stable subsystem
Gi represented by (9) is SISO and satisfies the condition (i) in
Theorem 5. Moreover, assume that the interconnection matrix
Ω ∈ R

N×N
+ is given of the form (24) and

(ii-a) Ωl ∈ R
Nl×Nl

+ is irreducible,
(ii-b) (ΨuΩu + I)Nu−1Ωul ∈ R

Nu×Nl

++ holds, and
(iii’) ΨΩvobj = vobj holds for givenvobj ∈ RN

++ with vobj =

[ vTobj,u vTobj,l ]
T (vobj,u ∈ R

Nu

++, vobj,l ∈ R
Nl

++).

Then, the output of the interconnected systemG ⋆ Ω satisfies
lim
t→∞

ẑ(t) = fl(x̂l(0))vobj(= (ξTL,lx̂l(0))vobj). (26)

Here,ξL,l ∈ R
nx̂l

++ is given byξL,l = −A−T
l CT

l vL,l with vL,l ∈
R

Nl

++ that satisfiesvL,lΨlΩl = vL,l andξTL,lξR,l = 1 for ξR,l =

−A−1
l BlΨ

−1
l vobj,l ∈ R

nx̂l

++.
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Proof of Corollary 3: Note that, under the partition (24) and
(25), the interconnected systemG ⋆ Ω can be represented by
Fig. 3. With this in mind, let us rewrite the condition (iii’)as
[
Ψu 0
0 Ψl

] [
Ωu Ωul

0 Ωl

] [
vobj,u
vobj,l

]
=

[
vobj,u
vobj,l

]
. (27)

This specifically shows thatΨlΩlvobj,l = vobj,l holds. Since
Ωl is assumed to be irreducible as in (ii-a), we see from
Theorem 6 thatlimt→∞ ẑl(t) = fl(x̂l(0))vobj,l(=: ẑl,∞). On
the other hand, (27) shows(ΨuΩu − I)vobj,u = −Ωulvobj,l.
Here, if we defineg := (ΨuΩu + I)Nu−1vobj,u, we see from
(ii-b) and vobj,u ∈ R

Nu

++ that g ∈ R
Nu

++. Moreover,

(ΨuΩu − I)g = (ΨuΩu − I)(ΨuΩu + I)Nu−1vobj,u
= (ΨuΩu + I)Nu−1(ΨuΩu − I)vobj,u
= −(ΨuΩu + I)Nu−1Ωulvobj,l
< 0

where we again use (ii-b) to ensure the last strict inequality.
It follows from (the dual version of) (iii) of Lemma 1 that
ΨuΩu−I is Hurwitz stable. Therefore, we see from Theorem 3
that the interconnected systemGu⋆Ωu is admissible and stable.
To summarize, in Fig. 3, the stable interconnected system
(Gu ⋆ Ωu)Ωul receives the input signal̂zl,∞ at the steady
state. Thus the proof is completed if we show that, under
(27), the output of(Gu ⋆Ωu)Ωul with respect to the step input
ẑl,∞ = fl(x̂l(0))vobj,l satisfies

lim
t→∞

ẑu(t) = fl(x̂l(0))vobj,u. (28)

The proof of this part is elementary and given in the appendix
section, Subsection IX-F.
Remark 5: The condition (ii-b) in Corollary 3 is not strin-
gent. From Proposition 2, we see that this condition holds
at least ifΩu ∈ R

Nu×Nu

+ is irreducible and each column of
Ωul ∈ R

Nu×Nl

+ is non-zero.
Remark 6: Let us consider the case whereNl = 1,
(Al,Bl, Cl,Dl) = (−1, 1, 1, 0), Ωl = 1 and x̂l(0) = vobj,l ∈
R++ (this essentially coincides with the case whereGl ⋆Ωl is
an integrator˙̂xl = 0 with the initial conditionx̂l(0) = vobj,l).
Then, sinceΨl = 1, it is clear that the second row of
(27) is satisfied, and furthermore, we seeẑl(t) ≡ vobj,l and
fl(x̂l(0)) = 1. In this case, Corollary 3 implies that, if a step
input vobj,l ∈ R++ is applied to(Gu ⋆ Ωu)Ωul, we can letẑu
track a givenvobj,u ∈ R

Nu

++ precisely if (ii-b) holds and

Ψu

[
Ωu Ωul

] [ vobj,u
vobj,l

]
= vobj,u. (29)

Note that this simple equality condition and the condition (ii-b)
ensure the admissibility and stability ofGu ⋆Ωu as well as the
satisfaction of the tracking requirement. We apply this result
to an energy management problem in DC-grids in Section VI.

�Gl

ẑl
q

- Ωl

�Ωul
�g
+

�Gu

ẑu

- Ωu

6+

Fig. 3. Interconnected SystemG ⋆ Ω with partition (24) and (25).

D. Relationship with thef -Consensus Protocol [27], [14]

Theorems 5 and 6 are closely related to (and meaningful
extensions of) the results already obtained in the study area of
multi-agent systems [14], [27], [38], [39]. In this section, we
show that thef -consensus protocol shown in [27], [14] can
readily be obtained along with Theorem 5.

The communication over multi-agents in [27], [14] is de-
termined by the directed graphG(I, E) with the set of nodes
I := {1, · · · , N} and edgesE ⊆ I × I. The dynamics of the
agents are assumed to be identical integrators as in

Pi : ẋi(t) = wi(t), xi(t) ∈ R. (30)

The goal is to determine the inputwi (i = 1, · · · , N) by the
communication with other agents over network so that we can
achieve

lim
t→∞

x̂(t) = f(x̂(0))1N , x̂ := [x1, · · · , xN ]T ∈ R
N . (31)

If (31) is achieved for somef : RN → R, we say thatf -
consensus is achieved. In order to achieve anf -consensus,
the following protocol is presented in [27], [14]:

wi(t) =
∑

j∈Ni

(xj(t)− xi(t)). (32)

Here,Ni is the set of neighbors of the nodei defined byNi :=
{j ∈ I : (j, i) ∈ E}. The interconnected system constructed
from (30) and (32) can be represented by

˙̂x(t) = −Lx̂(t), (33)

whereL ∈ R
N×N is the graph Laplacian ofG defined by

L := D − A, D := diag(d1, · · · , dN ), di = |Ni|,
A := [Ai,j ], Ai,j = 1 (j ∈ Ni), Ai,j = 0 (j /∈ Ni).

(34)

It is easy to see thatL1N = 0 holds (i.e.,1N ∈ RN
++ is

the right-eigenvector ofL with respect to the eigenvalue0).
It is shown in [27], [14] that, if the graphG(I, E) is strongly
connected, anf -consensus is achieved by (32) as in

lim
t→∞

x̂(t) = f(x̂(0))1N , f(x̂(0)) = ξT0 x̂(0). (35)

Here,ξ0 ∈ R
N is the left-eigenvector ofL with respect to the

eigenvalue0 satisfyingξT0 1
N = 1.

In the following, we will show that (35) follows directly
from Theorem 5. To this end, we first note that (33) is a
positive system since−L ∈ MN×N . Moreover, (33) can be
rewritten as

˙̂x(t) = −Dx̂(t) + ŵ(t), ẑ(t) = x̂(t), ŵ(t) = Aẑ(t). (36)

From this expression, we can regard (33) as an interconnected
system constructed fromN positive, SISO and stable subsys-
temsGi (i = 1, · · · , N) given by

Gi :

{
ẋi(t) = −dixi(t) + wi(t),
zi(t) = xi(t)

(37)

and the interconnection matrix

Ω = A ∈ R
N×N
+ . (38)

It is clear that Gi (i = 1, · · · , N) in the form of (37)
satisfies the condition (i) of Theorem 5. On the other hand, the
interconnection matrixΩ ∈ R

N×N
+ given in (38) is irreducible
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if and only if the graphG(I, E) is strongly connected. The
Frobenius eigenvalue ofΨΩ = D−1A is 1 with the right-
eigenvector vR = 1

N ∈ RN
++ and the left-eigenvector

vL = Dξ0. ThereforeΩ ∈ R
N×N
+ satisfies the condition (ii)

and (iii) of Theorem 5. Moreover, it is easy to see from (21)
that ξR = 1

N andξL = ξ0 in this case. It follows that (22) in
Theorem 5 coincides with (35).

To summarize, Theorem 5 turns out to be an intriguing
extension off -consensus protocols shown in [27], [14]. The-
orems 5 and 6 show that, under certain conditions, we can
achievef -consensus (with respect to the output of each sub-
system) even if we generalize the dynamics of each agent from
integrators to positive systems, and interconnection matrix
from graph-Laplacian matrices to nonnegative matrices.

E. Parametrization of Interconnection Matrices

For the preparation of formation control of multi-agent
systems based on Theorems 5 and 6, it is meaningful to show
a concrete way to construct a desiredΩ ∈ R

N×N
+ that satisfies

ΨΩvobj = vobj andΓ(Ω) = Γ for prescribedvobj ∈ RN
++ and

graph structureΓ. For illustration, consider the cases whereΓ
is shown in Figs. 4 and 5 forN = 3.

For graph structureΓA, any interconnection matrixΩ ∈
R

N×N
+ satisfying ΨΩvobj = vobj and Γ(Ω) = ΓA can be

parametrized by

Ω = Ψ−1Ω(vobj, p) ∈ R
N×N
++ (39)

where

Ω(vobj, p)i,j =



(1− p1)
vobj,1
vobj,N

(i, j) = (1, N),

pi
vobj,i
vobj,j

(1 ≤ i ≤ N, j = i+ 1),

(1− pi)
vobj,i
vobj,j

(1 ≤ i ≤ N, j = i− 1),

pN
vobj,N
vobj,1

(i, j) = (N, 1),

0 otherwise.

(40)

Here, parameterp ∈ RN
++ can be chosen arbitrarily among

0 < p < 1
N . On the other hand, for graph structureΓB, any

interconnection matrixΩ ∈ R
N×N
+ satisfyingΨΩvobj = vobj

andΓ(Ω) = ΓB can be parametrized again by (39) and (40)
where parameterp ∈ RN

++ can be chosen such thatp1 =
1, pN = 0, and 0 < pi < 1 (i = 2, · · · , N − 1). In both
cases, we can confirm that resulting interconnection matrixΩ
is irreducible (sinceΓA andΓB are both strongly connected).

Remark 7: The parametrization (39) and (40) have been de-
rived based on the fact that the linear equationΨΩvobj = vobj
can be solved row by row as inGi(0)

∑
j∈Ni

Ωi,jvobj,j =
vobj,i (i = 1, · · · , N), whereNi is the set of neighbors of

G3

G1

G2

Fig. 4. Graph structureΓA.

G1 G2 G3

Fig. 5. Graph structureΓB.

subsystemi defined byNi := {j : Ωi,j > 0 is allowed}. This
further implies that in general the calculation ofΩ can be done
in a distributed way in the sense thatΩi,j (j ∈ Ni) needed
for the subsystemi can be computed ifvobj,j (j ∈ Ni∪ i) are
available. Moreover, since the conditionΨΩvobj = vobj de-
pends only on the steady-state gainΨ, we can designΩ with-
out precise information of the subsystemsGi (i = 1, · · · , N).
It is also true that the resultingΩ robustly achieves the desired
formation as long as perturbations on each subsystem do not
affect its steady-state gain.

V. A PPLICATION TO FORMATION CONTROL OF

MULTI -AGENT POSITIVE SYSTEMS

In this section, we apply the results in Section IV to
formation control of multi-agent systems.

A. Problem Setting and Consensus-based Formation Control

Let us consider a multi-agent system withN agents, where
the i-th agent (i = 1, · · · , N) can move over the(x, y)-
plane. We denote by(zi,x(t), zi,y(t)) the position of agent
i. Furthermore, we definêzj := [z1,j · · · zN,j ]

T (j = x, y)
by stacking the coordinates of the agents.

We assume that agenti has independent dynamics along the
x- and y-axes, denoted byPi,x(s) and Pi,y(s), respectively,
and independent control inputsui,x(t) andui,y(t). We further
assume that, as typical dynamics of moving agents,Pi,j(s)
are given by

Zi,j(s) = Pi,j(s)Ui,j(s), Pi,j(s) =
ki,j

s(s+ ai,j)
,

ki,j > 0, ai,j > 0 (i = 1, · · · , N, j = x, y).

SincePi,j(s) is not stable (or say, on the stability boundary),
we cannot apply directly the results in Theorem 6. To get
around this difficulty, we apply a minor feedback as in

ui,j(t) = −fi,j(zi,j(t)− wi,j(t)) (i = 1, · · · , N, j = x, y)

with 0 < fi,j ≤ a2i,j/4ki,j , wherewi,j (i = 1, · · · , N, j =
x, y) is the exogenous input kept for the interconnection. Then
we have

Zi,j(s) = Gi,j(s)Wi,j(s),

Gi,j(s) =




−bi,j 1 0
0 −ci,j bi,jci,j
1 0 0


 ,

bi,j + ci,j = ai,j , bi,jci,j = fi,jki,j .

(41)

It follows from Proposition 1 thatGi,j (i = 1, · · · , N, j =
x, y) are positive (with respect to the minimal realizations
(41)), SISO, and stable systems withGi,j(0) = 1 (i =
1, · · · , N, j = x, y). The last property is a natural conse-
quence from the fact that each open-loop transfer function
Pi,j(s) (i = 1, · · · , N, j = x, y) includes an integrator.
We emphasize that the properties ofGi,j(s) mentioned above
robustly hold against “small” perturbations on the plant param-
eters and the minor-feedback gains. For description simplicity,
we defineŵj := [w1,j · · · wN,j ]

T (j = x, y).
We assume thatN -agents independently communicate their

x and y positions each other. Our goal here is to design
interconnection matricesΩx and Ωy such that, under the
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interconnection withΩx and Ωy for (ẑx, ŵx) and (ẑy, ŵy),
respectively, the following formation can be achieved:

lim
t→∞

[ẑx(t) ẑy(t))] = [fx(x̂x(0))vobj,x fy(x̂y(0))vobj,y]. (42)

Here,vobj,j ∈ RN
++ (j = x, y) are given vectors that specify

the desired formation, and̂xj(0) (j = x, y) stand for the initial
states of the corresponding interconnected systems. On the
other hand,fj : R2N → R (j = x, y) stand for the scaling
factors. It is obvious that we can readily solve this problem
by following Theorem 6.
Remark 8: Since the synthesis method of the interconnection
matrices proposed in Theorem 6 is based on the idea of
consensus, and since we do not allow to incorporate any
external signals to the interconnected systems, we cannot
exclude the effect of initial states at the limits of the outputs.
The problem setting (42) has been defined keeping this fact
in mind. Similar problem setting can be found in [40].
Remark 9: To illustrate our results in Theorem 6 in a real-
istic situation, we assumed typical second-order dynamicsof
moving agents (i.e., integrator plus first-order lag) and showed
that we can make them positive and stable by applying minor-
feedbacks. For those cases where the dynamics of moving
agents are of higher-order, however, retrieving positivity and
stability by minor-feedback becomes hard. This poses essential
limitation on the application of Theorem 6 to such cases.

B. Numerical Examples

Along with the basic problem settings stated in Subsec-
tion V-A, we generatedai,j and ki,j randomly over the
closed interval [10 20] and [1 2], respectively, and then
let fi,j as fi,j = 0.8 × a2i,j/4ki,j . We thus constructed
Gi,j (i = 1, · · · , N, j = x, y). We let [vobj,x vobj,y]i =
[2 + cos(2πi/N) 2 + sin(2πi/N)] so that the agents can
form a (scaled) circle. As for the graph structure of the
interconnection matrices, we considerΓA (see Fig. 4). Namely,
we designed(Ω[A]

x ,Ω
[A]
y ) with Γ(Ω

[A]
j ) = ΓA (j = x, y) by the

parametrization shown in (40) withpi = 1/2 (i = 1, · · · , N).
Figs 6-9 are the simulation results for the caseN = 20.

We see that the agents gradually form a (scaled) circle and
converge to the position shown by blue dot which is computed
in advance from (23).
Remark 10: In the case where subsystems are homogeneous
and henceG1(0) = · · · = GN (0) =: γ holds, we see
from Theorem 6 that the desired formation is achieved if
Ωvobj = (1/γ)vobj. Namely, the achievement of the formation
solely depends on the Frobenius eigenvalueλF(Ω) = 1/γ and
its associated right eigenvector and other eigenvalues ofΩ
are not relevant. However, the location of the eigenvalues of
Ω strongly affects the speed of convergence. In particular, if
the interconnection matrixΩ has real eigenvalues only, it has
been shown that the second largest positive eigenvalue (next
to λF(Ω)) is a key factor in determining the speed of conver-
gence. See [11] for details. Note that this result conforms to
the well-known fact that, inf -consensus protocol discussed in
Subsection IV-D, the second smallest eigenvalue of the graph
Laplacian determines the speed of convergence of consensus
(this eigenvalue is often called algebraic connectivity [27]).
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Fig. 6. Agent position under(Ω[A]
x ,Ω

[A]
y ) (t = 0 [sec]).
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Fig. 7. Agent position under(Ω[A]
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[A]
y ) (t = 10 [sec]).
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Fig. 8. Agent position under(Ω[A]
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y ) (t = 20 [sec]).
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y ) (t = 30 [sec]).
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R R RL L L

DC-DCDC-DCDC-DC RL1RL3

load 1batteryload 3

d−1
1 v1v1

d1i1i1

d−1
2 v2v2

d2i2i2

d−1
3 v3v3

d3i3i3

E

Fig. 10. A DC-grid composed of one DC voltage source, two loads, and one battery.

VI. A PPLICATION TO ENERGY MANAGEMENT IN

DC-GRIDS

Recently, intensive research effort has been made for anal-
ysis and synthesis of power-grid networks. In particular, DC
(Direct Current)-grids are expected to play an important role
in future power electronic systems, in view of recent drastic
increases and technological developments in DC generation,
DC storage tanks (such as lithium-ion rechargeable batteries
and electric double-layer capacitors), and DC loads [2], [22],
[24], [36]. In this section, we apply the theoretical resultin
Corollary 3 to an energy management problem in a DC-grid.

A. DC-Grid and Problem Setting

Let us consider the DC-grid shown in Fig. 10. This DC-
grid is composed of DC voltage source with voltageE,
transmission lines with resistanceR and inductanceL, two
DC loads with resistanceRL1 and RL3, and a battery. The
voltage and current of the load 1, the battery, and the load 3
are denoted by(v1, i1), (v2, i2), and(v3, i3), respectively. We
assume that the SOC (State of Charge) of the battery, denoted
by s, is linear with respect tov2 and given bys = Kv2
whereK is a given constant. As shown in Fig. 10, the load
1, the battery, and the load 3 are equipped with ideal DC-DC
converters with voltage gainsd1, d2, andd3, respectively.

The objective here is to supply desired voltages for the two
loads and achieve a desired SOC of the battery at the steady
state by appropriately determining the DC-DC converter gains
d1, d2, andd3. Namely, for given reference valuesv⋆1 , s⋆, and
v⋆3 , the goal is to determined1, d2, andd3 such that

lim
t→∞

[
v1(t) s(t) v3(t)

]T
=
[
v⋆1 s⋆ v⋆3

]T
. (43)

Even though we might be able to approach this problem
by standard electric circuit analysis, we demonstrate thatthe
results in Corollary 3 and Remark 6 is effective for highly
constructive treatment.

B. Modeling as an Interconnected Positive System

We assume that the dynamics of the battery can be modeled
asṡ = i2. Then the state-space equation of the DC-grid shown
in Fig. 10 is given by




i̇1

ṡ

i̇2

i̇3



=




−R+ d−2
1 RL1

L

d−1
1 d−1

2

KL
0 0

0 0 1 0

d−1
1 d−1

2 RL1

L
−2d−2

2

KL
−R

L

d−1
2 d−1

3 RL3

L

0
d−1
2 d−1

3

KL
0 −R+ 2d−2

3 RL3

L







i1

s

i2

i3



+




0

0

0

d−1
3

L



E.

It follows that the DC-grid can be modeled as an intercon-
nected system of the form(G ⋆ Ω)ΩFF where

G = diag(G1, G2, G3), G1 :=


 −R+ d−2

1 RL1

L

1

L
RL1 0


 ,

G2 :=




0 1 0

−2d−2
2

KL
−R

L

1

L
1

K
0 0


 , G3 :=


 −R+ 2d−2

3 RL3

L

1

L
RL3 0


 ,

Ω =




0 d−1
1 d−1

2 0
d−1
1 d−1

2 0 d−1
2 d−1

3

0 d−1
2 d−1

3 0


 , ΩFF =




0
0

d−1
3


 . (44)

Note that the interconnected system(G ⋆ Ω)ΩFF receives the
step inputE. The outputs of the subsystemsG1, G2, and
G3 are v1, v2(= K−1s), andv3, respectively. It is clear that
G1, G2, andG3 are all stable, andG1 and G3 are positive
irrespective ofd1 andd3. Moreover, it is easy to confirm that
G2 is positive (under appropriate state-space realization) if
and only if d2 ≥

√
8L/(R

√
K)(:= d2,min). To summarize,

we can conclude that the DC-grid in Fig. 10 can be modeled
as an interconnected positive system with step inputE as
long as d2 ≥ d2,min. Note thatd2,min is small in general
since R ≫ L in practice. By enforcing positivity, we can
specifically guarantee thats(t) ≥ 0 (t ≥ 0) always holds
under any reasonable initial conditions.

C. Computation of Gainsd1, d2, and d3

Since Ω and ΩFF given by (44) satisfy the condition
corresponding to (ii-b) of Corollary 3, we see from (29) of
Remark 6 that the design objective (43) is satisfied if

Ψ
[
Ω ΩFF

]



v⋆1
K−1s⋆

v⋆3
E


 =




v⋆1
K−1s⋆

v⋆3


 (45)

holds where

Ψ = diag(G1(0), G2(0), G3(0))

= diag

(
RL1d

2
1

Rd21 +RL1
,
d22
2
,

RL3d
2
3

Rd23 + 2RL3

)
.

(46)

From (44) and (46), the condition (45) can be rewritten row
by row as

RL1d1d
−1
2 K−1s⋆

Rd21 +RL1
= v⋆1 , (47a)
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(d−1
1 v⋆1 + d−1

3 v⋆3)

2
= d−1

2 K−1s⋆, (47b)

RL3d3(d
−1
2 K−1s⋆ + E)

Rd23 + 2RL3
= v⋆3 . (47c)

The problem to determinedi (i = 1, 2, 3) is essentially
nonlinear sincedi acts proportionally onii and reciprocally
on vi (i = 1, 2, 3) and hence hard to solve seemingly. This
nonlinearity can be seen also from the fact that all the matrices
Ω, ΩFF, and Ψ depend nonlinearly ondi (i = 1, 2, 3) as
clearly shown in (44) and (46). However, the subsystem-based
condition (47), which is derived from general positive system
theory in Corollary 3, allows us to solve the problem in a
straightforward fashion. Namely, once we fixd2, then we can
determined1 by solving the second order algebraic equation
(47a). Here, if (47a) has two nonnegative solutions, we choose
smaller one in view of the fact that smaller gain is preferable
in practical application. Similarly ford3 and (47c). It follows
that, for each fixedd2, the left-hand side of (47b) can be
determined uniquely by (47a) and (47c). Therefore, by plotting
the difference of the left and right terms of (47b) for eachd2,
and by finding the valued2 on which the difference vanishes,
we can obtaind1, d2, andd3 satisfying (47).
Remark 11: We have derived the synthesis condition (47) by
applying (29) given in Remark 6. A merit of such treatment
over standard equilibrium analysis is that, by viewing the
DC-grid as an interconnected positive system, we can enjoy
subsystem-based treatment and derive the compact condition
(47) in a constructive fashion. Here, it is of course true that
(29) represents the condition to achieve the desired equilibrium
for the interconnected positive system(Gu ⋆Ωu)Ωul in Fig. 3.
To see this clearly, let us rewrite (29) as in
vobj,u = Ψu(Ωuvobj,u +Ωulvobj,l).

Then, we see that (29) is a necessary condition to achieve
limt→∞ ẑu(t) = vobj,u for ẑl(t) = vobj,l (t ≥ 0) even
for those cases whereGu is a general (non-positive) system
andΩu andΩul are general matrices (with negative entries).
However, in such cases the condition (29) is far from sufficient
to achieve the desired equilibrium in general, since we cannot
ensure the stability ofGu ⋆ Ωu by relying merely on (29).
What is important in Remark 6 is that, ifGu is positive and
Ωu and Ωul are nonnegative, the condition (29) ensures the
stability of Gu ⋆ Ωu and hence (29) becomes a necessary and
sufficient condition to achieve the desired equilibrium. This
stability guarantee is the key in Remark 6, even though such
stability issue is not necessarily relevant in this particular DC-
grid example since we see from physical interpretation that
the DC-grid system is stable for anyd1 > 0, d2 > 0, d3 > 0.

D. Design Examples

We let E = 32V, R = 1Ω, L = 1mH, K = 10F, RL1 =
RL3 = 20Ω and consider the two cases for the reference values
v⋆1 , s⋆, andv⋆3 . Note thatd2,min ≈ 0.0283 in both cases.

1) Case I: (v⋆1 , s
⋆, v⋆3) = (12V, 50C, 24V): By the sug-

gested procedure, we computed(d1, d2, d3) satisfying (47) and
obtained(d1, d2, d3) = (0.3953, 0.1634, 0.7785).

0 10 20 30 40 50
0

5

10

15

20

25

30

35

40

45

50

55

v
1

s

v
3

t [sec]

Fig. 11. Simulation results for Cases I and II.

2) Case II: (v⋆1 , s
⋆, v⋆3) = (16V, 40C, 16V): Again by the

suggested procedure, we computed(d1, d2, d3) satisfying (47)
and obtained(d1, d2, d3) = (0.5277, 0.1301, 0.5134).

In Fig. 11, we show the simulation results. We assume
that the DC-grid is initially at the steady-state with DC-DC
converter gains(d1, d2, d3) = (1, 0.1, 1) and we switched the
gains to the computed values for Case I at10 sec and for Case
II at 30sec. We can confirm that the design objective (43) is
successfully achieved.

VII. CONCLUSION

In this paper, we presented several novel results on the
analysis and synthesis of interconnected systems constructed
from heterogeneous positive subsystems and a nonnegative
interconnection matrix. In particular, we showed that the
admissibility, stability, and persistence can be characterized
completely in terms of the (weighted)L1-induced norm of
each positive subsystem and the Frobenius eigenvalue of the
interconnection matrix scaled by steady-stage gains of sub-
systems. We illustrated the usefulness of the analysis results
by applying them to formation control of multi-agent systems
with positive dynamics and an energy management problem
in DC-grids.

It is nonetheless true that the application results are far from
complete and positive system theory developed in this paper
should be better illustrated in more realistic applications. To
find out such convincing applications, we made continuing
efforts and partial results have been obtained on positivity-
based time-headway control of vehicle platoons [7], [6]. We
emphasize that theoretical results in this paper form the basis
in this application as well. Still, the application resultsin [7],
[6] remain to be academic, and it is an important future issue
to conceive more practical positivity-based control applications
to make linear positive system theory most fruitful.
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IX. A PPENDICES

A. Proof of Lemma 2

Proof of Lemma 2: We will prove the equivalence of (i) and
(ii). The equivalence of (i) and (iii) follows similarly.
(i) ⇒ (ii) Suppose (i) holds. Then, from (iii) of Lemma 1,
there existh1 ∈ R

n1

++ andh2 ∈ R
n2

++ such that

hT
1 P + hT

2 R < 0, hT
1 Q+ hT

2 S < 0. (48)

The first inequality implieshT
1 P < −hT

2 R ≤ 0 since
h2 ∈ R

n2

++ andR ∈ R
n2×n1

+ . Hence, due to (iii) in Lemma 1,
P is Hurwitz stable and due to (ii) in Lemma 1 we have
P−1 ≤ 0. The first inequality in (48) therefore implies
hT
1 > −hT

2 RP−1. By combining this inequality to the second
inequality and noting thatQ ∈ R

n1×n2

+ , we have
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hT
2 (S −RP−1Q) < 0. (49)

It is obvious thatS − RP−1Q is Metzler sinceP−1 ≤ 0
and hence, again from (iii) of Lemma 1, we conclude that
S −RP−1Q is Hurwitz stable.
(ii) ⇒ (i) Suppose (ii) holds. Then, from (iii) of Lemma 1,
there existsh2 ∈ R

n2

++ such that (49) holds. It follows that
there existsε > 0 such thathT

2 S− (hT
2 R+ ε1n1T )P−1Q < 0

where1n1 ∈ Rn1 stands for the all-ones vector. If we define
h1 := −((hT

2 R+ ε1n1T )P−1)T , we haveh1 ∈ R
n1

++ sinceP
is Hurwitz and henceP−1 ≤ 0. In addition, we readily obtain

hT
1 Q+ hT

2 S < 0, hT
1 P + hT

2 R = −ε1n1T < 0.

Again, from (iii) of Lemma 1, this shows that the Metzler
matrix Π in (i) is Hurwitz stable.

B. Proof of Theorem 1

Proof of Theorem 1: We prove (ii)⇒(i), (i)⇒(ii), (ii) ⇒(iii)
and (iii)⇒(ii) in order.
(ii)⇒(i) Suppose (ii) holds for someh > 0. ThenA ∈ Mn×n

is obviously Hurwitz from (iii) of Lemma 1. In addition, there
existsε > 0 such that
[
hTA+ qTz C hTB + qTz D − (γ − ε)qTw

]
< 0.

It follows that, for anyx ∈ Rn and w ∈ Rnw satisfying
[ xT wT ]T ≥ 0, we have

[
hTA+ qTz C hTB + qTz D − (γ − ε)qTw

] [ x
w

]
≤ 0. (50)

This can be rearranged as

hT (Ax+ Bw) + qTz (Cx+Dw)− (γ − ε)qTww ≤ 0.

SinceG is positive, we note thatx(t) ≥ 0 ∀t ∈ [0,∞) holds
for any input signalw ∈ Lnw

1+ and x(0) = 0. From this fact
and the above inequality, we see that along the trajectory of
the systemG the following relation holds:

hT ẋ(t) + qTz z(t)− (γ − ε)qTww(t) ≤ 0
∀t ∈ [0,∞) ∀w ∈ Lnw

1+ .
(51)

By integrating the above inequality over[0, T ], we have

hTx(T ) +

∫ T

0

qTz z(t)dt− (γ − ε)

∫ T

0

qTww(t)dt ≤ 0

∀w ∈ Lnw

1+ .

By noting thathTx(T ) ≥ 0, it is obvious that
∫ T

0

qTz z(t)dt− (γ − ε)

∫ T

0

qTww(t)dt ≤ 0 ∀w ∈ Lnw

1+ .

Moreover, by restrictingw to be such that‖qTww‖1 = 1 and
letting T → ∞, we see that

∫∞

0
qTz z(t)dt− (γ− ε) ≤ 0 holds

for all w ∈ Lnw

1+ such that‖qTww‖1 = 1. It follows that (i) is
satisfied.
(i)⇒(ii) To prove the assertion by contradiction, suppose (ii)
does not hold for anyh > 0. Then only the following two
cases are possible:

(a) A is not Hurwitz stable.
(b) A is Hurwitz stable but (5) does not hold for anyh > 0.

Since (a) clearly contradicts (i), we only consider the case
(b). Then, from the strong alternative for linear inequalities
[4, Section 5.8], there existg1 ∈ Rn

+ and g2 ∈ R
nw

+ , not
simultaneously zero, such that

Ag1 +Bg2 ≥ 0, qTz Cg1 + (qTz D − γqTw)g2 ≥ 0.

If g2 = 0, we haveg1 6= 0, g1 ≥ 0, andAg1 ≥ 0, which
contradicts the Hurwitz stability ofA (see (iv) of Lemma 1).
Therefore it suffices to consider the case whereA is Hurwitz
stable andg2 6= 0. With this in mind, let us note that the
first inequality above impliesg1 ≤ −A−1Bg2 sinceA−1 ≤ 0
from (ii) of Lemma 1. By substituting this into the second
inequality, we obtain(qTz G(0)−γqTw)g2 ≥ 0. Moreover, since
g2 ≥ 0 and g2 6= 0 as noted above, the following inequality
must hold for at least one indexj⋆ (1 ≤ j⋆ ≤ nw):

(qTz G(0))j⋆ − γqw,j⋆ ≥ 0. (52)

In the following, we assumeqw,j⋆ = 1 without loss of
generality. For a givenT > 0, we also define a linear operator
IT as follows:

IT ζ :=

{
ζ(t) (0 ≤ t ≤ T )
0 (T < t)

.

Now we move on to the final stage of the proof. To this
end, let us define a constant input signalwst(t) := ej⋆ ∈ R

nw

+ ,
whereei is thei-th standard basis ofRnw . We also denote by
zst(t) the response of the systemG to the inputwst(t). Then,
since limt→∞ zst(t) = G(0)ej⋆ , we see that for anyε > 0
satisfyingγ − ε > 0, there existsTε > 0 such that

qTz zst(t)− qTz G(0)ej⋆ > − ε

2
∀t > Tε.

From (52), this implies

qTz zst(t) > γ − ε

2
> 0 ∀t > Tε.

If we define another input signalw⋆
T (t) := ITwst for a given

T (> Tε) and denote byz⋆T (t) the corresponding output signal,
then we have||qTww⋆

T ||1 = T , z⋆T (t) = zst(t) (0 ≤ t ≤ T ) and
hence

‖qTz z⋆T ‖1
‖qTww⋆

T ‖1
=

1

T

(∫ Tε

0

qTz z
⋆
T (t)dt+

∫ T

Tε

qTz z
⋆
T (t)dt+

∫ ∞

T

qTz z
⋆
T (t)dt

)

≥ 1

T

∫ T

Tε

qTz z
⋆
T (t)dt ≥

(γ − ε

2
)(T − Tε)

T

= γ − ε

2
− (γ − ε

2
)
Tε

T
.

Therefore, for the particular choice of

T >
γ − ε

2
ε

2

Tε =
2γ − ε

ε
Tε(> Tε),

we have‖qTz z⋆T ‖1/‖qTww⋆
T ‖1 > γ − ε. Sinceε > 0 can be

taken arbitrarily small, this implies‖Gqz,qw‖1+ ≥ γ, which
contradicts (i).
(ii)⇒(iii) The linear inequality (5) impliesA ∈ H

n×n and

hT > −qTz CA−1, hTB + qTz D < γqTw
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since we haveA−1 ≤ 0 from (ii) of Lemma 1. By substituting
the former into the latter, we obtain (6).
(iii)⇒(ii) Let us fix v ∈ Rn

++ such thatvTA < 0. Then, the
condition (6) implies that there existsε > 0 such that

qTz D + (−qTz CA−1 + εvT )B < γqTw.

If we defineh := (−qTz CA−1+εvT )T > 0, we readily obtain

hTA+ qTz C = εvTA < 0, hTB + qTz D − γqTw < 0.

This clearly shows that (5) holds.

C. Proof of Theorem 2

Proof of Theorem 2: For each subsystem, let us define

Bi := [ Bi,1 · · · Bi,i−1 Bi,i+1 · · ·Bi,N ],

Ci :=




C1,i

...
Ci−1,i

Ci+1,i

...
CN,i




, Di :=




D1,i,1 · · · D1,i,i−1 D1,i,i+1 · · · D1,i,N

...
...

...
...

Di−1,i,1 · · · Di−1,i,i−1 Di−1,i,i+1 · · · Di−1,i,N

Di+1,i,1 · · · Di+1,i,i−1 Di+1,i,i+1 · · · Di+i,i,N

...
...

...
...

DN,i,1 · · · DN,i,i−1 DN,i,i+1 · · · DN,i,N




andzi, wi (i = 1, · · · , N) by (18). Then, the systemG can be
written in the form of (10) with (11) and (12). Therefore the
interconnection of subsystemsGi with (16) can be seen as an
interconnection withG and a matrixΩ precisely given in the
following. From (16) and (18), we see that the interconnection
matrix Ω of this case is nothing but a permutation matrix that
permuteszij andzji in ẑ, i.e.,

Ω
[
· · · zTij · · · zTji · · ·

]T
=
[
· · · zTji · · · zTij · · ·

]T
. (53)

A concrete example ofΩ is given in (19). SinceΩ is a
permutation matrix, we see thatΩ ≥ 0. It follows from
Lemma 3 that the interconnected system is admissible and
stable if and only if the Metzler matrix
[

A BΩ
C DΩ− I

]

is Hurwitz stable. This can be restated equivalently that there
existshi ∈ R

ni

++ and qij ∈ R
nwij

++ (i, j = 1, · · · , N, i 6= j)
such that
[

ĥ
q̂z

]T [ A BΩ
C DΩ− I

]
< 0,

ĥ :=
[
hT
1 · · · hT

N

]T
, q̂z :=

[
qTz,1 · · · qTz,N

]T
.

(54)

Here, qz,i (i = 1, · · · , N) are given by (17). SinceΩ is a
permutation matrix, we see that (54) holds if and only if
[

ĥ
q̂z

]T [ A B
C D − ΩT

]
< 0 (55)

Moreover, we see from the property represented by (53) that

q̂Tz Ω
T = (Ωq̂z)

T = q̂Tw , q̂w :=
[
qTw,1 · · · qTw,N

]T
.

Here, qw,i (i = 1, · · · , N) are given by (17). It follows that
(55) can be divided intoN inequalities as in
[
hT
i Ai + qTz,iCi hT

i Bi + qTz,iDi − qTw,i

]
< 0

(i = 1, · · · , N).
(56)

From Theorem 1, (56) holds if and only if‖Gi,qz,i,qw,i
‖1+ <

1 (i = 1, · · · , N). This completes the proof.

D. Proof of Lemma 4

Proof of Lemma 4: We give the proof for the controllability
only. The result for the observability readily follows fromthe
system duality. For contradiction, supposev := A−1B < 0
does not hold. From the underlying assumptionsA ∈ {Mn×n∩
Hn×n} andB ∈ Rn

+, we see thatv ≤ 0 definitely holds since
A−1 ≤ 0. Therefore there exists a nonempty index setI ⊂
{1, · · · , n} such thatvi = 0 (i ∈ I), vi < 0 (i ∈ Ic) where
Ic is the complement ofI. Again from B(= Av) ∈ R

n
+, it

follows that

Av ≥ 0, vi = 0 (i ∈ I), vi < 0 (i ∈ Ic). (57)

SinceA ∈ Mn×n, the above conditions implyAij = 0 (i ∈
I, j ∈ Ic). Therefore we have(Av)i = 0 (i ∈ I). Repeating
the same argument, we obtain(Akv)i = 0 (i ∈ I, k =
0, 1, · · · , n− 1). Then, if we denote byUc the controllability
matrix for the pair(A,B), we have

rank(Uc) = rank([B AB · · ·An−1B ])
= rank([Av A2v · · ·Anv ])
= rank([v Av · · ·An−1v ])
≤ n− |I|

where |I| is the cardinality ofI. This implies that(A,B) is
not controllable and hence the proof is completed.

E. Proof of (IV) in Theorem 5

For the proof, we need the next lemma.
Lemma 5: For givenA ∈ Mn×n, B ∈ R

n×1
+ , andC ∈ R

1×n
+ ,

suppose(A,B) is controllable and(A,C) is observable. Then,
for a givenα ∈ R such thatαI+A ∈ R

n×n
+ , we haveC(αI+

A)iB > 0 for at least one indexi ∈ {0, · · · , n− 1}.
Proof of Lemma 5: Since(A,B) is controllable and(A,C)
is observable,(αI +A,B) is controllable and(αI +A,C) is
observable. Therefore we see thatU := Uo,αUc,α ∈ R

n×n
+ is

nonsingular whereUc,α andUo,α stand for the controllability
and observability matrices for the pairs(αI + A,B) and
(αI + A,C), respectively. The first row ofU given by
[ CB C(αI + A)B · · ·C(αI + A)n−1B] is nonzero since
U is nonsingular from the controllability and observability
assumption. Therefore the assertion readily follows.
Proof of (IV) in Theorem 5: Let us defineΩD := Ω(I −
DΩ)−1 as in the proof of (III). Then, from the assertion (I)
already validated, the matrixDΩ − I is Hurwitz and hence
ρ(DΩ) = λF(DΩ) < 1. It follows that

ΩD = Ω(I −DΩ)−1 = Ω

∞∑

i=0

(DΩ)i ≥ Ω ≥ 0.

SinceΩ is irreducible from (iii), the above inequality implies
ΩD is also irreducible andΩD ∈ R

N×N
+ .

With this in mind, supposeAcl is reducible for contradic-
tion. Then, forα > 0 such thatαI + A ≥ 0, there exists a
permutation matrixP such that

PT (αI +A+ BΩDC)P ∈ W+,

W :=

{
W =

[
Q R

0nx̂−r,r S

]
: Q ∈ R

r×r,

S ∈ R
(nx̂−r)×(nx̂−r), 1 ≤ r ≤ nx̂ − 1

}
,

W+ := W ∩ R
nx̂×nx̂

+ .
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Since αI + A and BΩDC are both nonnegative, the above
condition implies

YA := PT (αI +A)P ∈ W+, YBC := PTBΩDCP ∈ W+. (58)

To proceed, let us define

nmax := max
i=1,··· ,N

ni, U :=

nmax−1∑

i=0

(PT (αI +A)P )i ∈ W+.

Then, from Lemma 5, we haveX := CPUPTB ∈ D
N×N
++ .

With the matrixU ∈ W+ defined above, we also have

YBC = PTBΩDCP ∈ W+,

YBCUYBC = PTBΩDXΩDCP ∈ W+,

YBC(UYBC)
2 = PTBΩD(XΩD)

2CP ∈ W+,
...

YBC(UYBC)
N−1 = PTBΩD(XΩD)

N−1CP ∈ W+.

It follows that

PTBZCP ∈ W+, Z := ΩD

N−1∑

i=0

(XΩD)
i. (59)

SinceΩD is irreducible andX ∈ D
N×N
++ , it is obvious that

XΩD is irreducible. Moreover, sinceXΩD ∈ R
N×N
+ , we see

from (b) of Proposition 2 that
∑N−1

i=0 (XΩD)
i ∈ R

N×N
++ . Since

ΩD is irreducible andΩD ∈ R
N×N
+ , this further indicates that

Z ∈ R
N×N
++ .

Now we move onto the final stage of the proof. To this
end, let us defineAP := PTAP , BP := PTB, CP := CP
and partitionBP andCP as follows:

BP =:

[
BP,1

BP,2

]
, BP,1 ∈ R

r×N
+ , BP,2 ∈ R

(nx̂−r)×N
+ ,

CP =:
[
CP,1 CP,2

]
, CP,1 ∈ R

N×r
+ , CP,2 ∈ R

N×(nx̂−r)
+ .

Then, from (58) and (59), we have

AP ∈ W, (60)

BPZCP ∈ W+, Z ∈ R
N×N
++ . (61)

Here, in relation to (61), supposeBP,2 6= 0. Then, from (61),
we haveCP,1 = 0. On the other hand, supposeCP,1 6= 0. Then,
again from (61), we haveBP,2 = 0. It follows thatBP,2 = 0
or CP,1 = 0 holds. From the form ofAP given by (60), the
former case implies(AP ,BP ) is not controllable, and the latter
case implies(AP , CP ) is not observable. This contradicts to
the assumption that(Ai, Bi) is controllable and(Ai, Ci) is
observable fori = 1, · · · , N (and hence(A,B) and (A, C)
are controllable and observable, respectively). This completes
the proof.

F. Proof of Corollary 3

Proof of Corollary 3: The state-space equation of(Gu ⋆
Ωu)Ωul is given by
{

˙̂xu = Acl,ux̂u + Bcl,uẑl,
ẑu = Ccl,ux̂u +Dcl,uẑl,

Acl,u := Au + BuΩu(I −DuΩu)
−1Cu,

Bcl,u := Bu(I − ΩuDu)
−1Ωul,

Ccl,u := (I −DuΩu)
−1Cu, Dcl,u := Du(I − ΩuDu)

−1Ωul.

Here, sinceGu ⋆ Ωu is admissible and stable as proved, and
since(Gu ⋆Ωu)Ωul is linear, we can rewrite the condition (28)
as a condition with respect to the steady-state gain as in

(−Ccl,uA−1
cl,uBcl,u +Dcl,u)vobj,l = vobj,u. (62)

By using −CuA−1
u Bu = Ψu − Du, we can confirm the

term Ccl,uA−1
cl,u in the above equality readsCcl,uA−1

cl,u =

(I −ΨuΩu)
−1CuA−1

u . Therefore we can rewrite (62) as

((ΨuΩu − I)−1CuA−1
u Bu +Du)(I − ΩuDu)

−1Ωulvobj,l = vobj,u

or equivalently,

(CuA−1
u Bu −Du +ΨuΩuDu)(I − ΩuDu)

−1Ωulvobj,l
= (ΨuΩu − I)vobj,u.

Again from−CuA−1
u Bu +Du = Ψu, this holds if and only if

(ΨuΩu − I)vobj,u = −ΨuΩulvobj,l. This is equivalent to

Ψu

[
Ωu Ωul

] [vobj,u
vobj,l

]
= vobj,u.

This completes the proof.
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