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Plasma $\beta$ dependence of electromagnetic turbulent transport is investigated by means of gyrokinetic simulations with self-consistent change of the equilibrium magnetic field. It is found that energy transport due to ion-temperature-gradient (ITG) driven turbulence does not decrease with increasing $\beta$; that is, the ion energy diffusivity does not decrease, and the electron energy diffusivity increases with $\beta$. This is because magnetic fluctuations are significantly influenced by the background magnetic field structure change with $\beta$ by the Pfirsch-Schluter current. The magnetic field change weakens the suppression effect of magnetic perturbations on the growth of the ITG mode, and it also suppresses nonlinear zonal flow production. The influence of the magnetic field change is significant as the global magnetic shear increases.
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Introduction.—A finite value of normalized pressure $\beta$ makes turbulence electromagnetic in magnetized plasmas, and magnetic fluctuations become important with increasing $\beta$ [1–4]. The understanding of magnetic fluctuations in turbulence is an important issue in magnetic confinement and in space and astrophysics [5,6]; for instance, magnetic fluctuations have a significant impact on the normalized pressure $\beta$ dependence of electromagnetic turbulent transport, which is one of the central issues in magnetized fusion plasma research, because it is linked to the fusion reaction rate and also related to the bootstrap current production that is important for steady state operation of tokamaks. Magnetic fluctuations influence not only the linear growth rate of instabilities but also the nonlinear saturation level of turbulence because nonlinear interactions in terms of the Maxwell stress become active. As a consequence, electromagnetic turbulence is not as well understood as electrostatic turbulence, which corresponds to the low-$\beta$ limit.

Toroidal magnetic confinement systems exhibit nonuniformity of the vacuum magnetic field strength, which is strong at the inside and weak at the outside of the torus, and this nonuniformity causes drift-wave instabilities such as the toroidal ion temperature gradient (ITG) mode, trapped electron mode (TEM), and kinetic ballooning mode (KBM). Nonlinear gyrokinetic simulation studies demonstrate the $\beta$ dependence of turbulent transport due to these instabilities in tokamak and helical or stellarator plasmas [1–4]. The linear growth rate of the ITG mode is suppressed with increasing $\beta$ because of magnetic fluctuations, and turbulent transport is reduced with $\beta$ as well. The suppression of the ITG turbulence leads to a dominance of TEM at finite $\beta$ for cyclone base case (CBC) parameters.

When $\beta$ is further increased, turbulence can be driven by KBM, which is a MHD-like instability modified by drift-wave and finite Larmor radius (FLR) effects. The nonlinear turbulent state driven by these electromagnetic instabilities is influenced by magnetic fluctuations. For instance, the zonal flow amplitude, which controls the level of ITG turbulence, is suppressed by stochastic magnetic fields [7]. The magnetic stochasticity is produced by energy transfer from unstable ballooning parity modes to stable tearing parity modes, and then influences the amplitude of the ITG turbulence [8]. Even though these nonlinear effects are included, the turbulent transport decreases with increasing $\beta$ in the previous work [1–4]. On the other hand, experimental studies show no clear trends of $\beta$ dependencies of confinement [9–13], and their tendencies of $\beta$ scaling are contradictory. Thus, further understanding of the $\beta$ dependence of turbulent transport is required, necessitating more modeling [14].

Past research, as cited above, has focused on turbulence driven by instabilities due to toroidicity of the vacuum field. However, in addition to the vacuum field, the field structure is changed by the presence of plasma in toroidal systems through the Pfirsch-Schluter current, which is proportional to $\beta$. The $\beta$ dependence of MHD instabilities is significantly influenced by the magnetic field configuration change due to the Pfirsch-Schluter current, suggesting that the field change can have an impact on the $\beta$ dependence of electromagnetic drift-wave turbulence as well as MHD stability. From this point of view the influence of the magnetic field change on the drift-balloonin mode (DBM) is studied [15]. On the other hand, in the previous gyrokinetic simulations on the ITG turbulence [1–4], $\beta$
is the controlling parameter of the amount of magnetic perturbations, because $\beta$ appears only in Ampere’s law of the normalized gyrokinetic-Maxwell system. It is noted that some of these simulations have included the pressure gradient term, which depends on $\beta$, in the curvature drift velocity. In toroidal plasmas, however, finite $\beta$ influences the magnetic field configuration through the production of the Pfirsch-Schluter current resulting in the Shafranov shift of the magnetic axis, and the local magnetic shear $\dot{s}$ deviates from the global magnetic shear $s$. A minimal model describing the change of magnetic field is the $s - \alpha$ model [16], which is based on the Shafranov equilibrium and on the large aspect ratio approximation. The model is widely used to investigate not only ballooning modes but also drift-wave instabilities [17–20].

In this Letter, we investigate the $\beta$ dependence of electromagnetic turbulent transport while taking into account the change of magnetic field structure, using the gyrokinetic simulation code GKV [21,22]. We will demonstrate that the energy diffusivity due to the ITG turbulence does not decrease with increasing $\beta$, and this influence of magnetic field change is significant as the global magnetic shear increases. The enhancement of turbulent transport is caused by a change of the turbulent magnetic fluctuations due to the field change by $\beta$.

**Simulation model.**—We take into account finite $\beta$ modifications of the magnetic field configuration by the Pfirsch-Schluter current in terms of the $s - \alpha$ model in flux tube coordinates $(x, y, z)$, where $x = [(q_0)/(B_0 r_0)]\psi$, $y = [(r_0)/(q_0)](q_0 \theta - \zeta)$, and $z = \theta$. The Pfirsch-Schluter current causes a pressure modulation of the local magnetic shear $\dot{s} = s - \alpha \cos \zeta$, so that $k_{n}^{2} = k_{n}^{2} \{1 + [s(z - \theta_{k}) - \alpha \sin \zeta]^{2}\}$ and $\omega_{\delta k} = (m_{v1} + \mu B)\omega_{\delta k}$ with $\omega_{\delta k} = [(k_{y}/(q_{x} R_{0} B) \{ \cos z + [s(z - \theta_{k}) - \alpha \sin \zeta] \sin z \}$ and $\theta_{k} = -k_{y}/(s_{k})$, where $\alpha = -q_{x}^{2} R_{0} \beta(1/\gamma)(dp/d\gamma)$ is the pressure modulation parameter. It is remarked that the pressure gradient in the curvature drift velocity is neglected in this work; its effect is discussed in Ref. [23]. Parameters are the same as those for the CBC [1–4], so that $\alpha = 35.7 \beta_{i}$, where $\beta_{i} = \beta/2$ is the normalized ion pressure. In the remainder of this Letter, the magnetic field changed (MFC) and the magnetic field fixed (MFF) cases represent $\alpha \neq 0$ and $\alpha = 0$, respectively.

**$\beta$ dependence of linear instability.**—Figure 1 shows the $\beta$ dependence of the linear growth rate of instabilities for a poloidal wave number $k_{i} \rho_{T1} = 0.2$ for MFC and for MFF. The growth rate of the ITG mode decreases with $\beta$, because the stabilizing effect of magnetic perturbations increases. The growth rate for the MFF is the same as that for the CBC in previous work [1–4]. On the other hand, the growth rate for the MFC is larger than the MFF. Hence, the finite $\beta$ stabilizing effect on the ITG mode is less prominent.

A similar $\beta$ dependence of the growth rate of the ITG mode is observed in linear analysis using the Miller local equilibrium [23,24]. It is remarked that the growth rate of the KBM is enhanced.

**$\beta$ dependence of turbulent transport.**—The MFC has significant impact not only on the linear growth rate of the ITG mode but also on the $\beta$ dependence of turbulent transport. Figure 2 shows the $\beta$ dependence of the ion and electron energy diffusivities $\chi_{i}$ and $\chi_{e}$ calculated from nonlinear simulations. The ion energy diffusivity $\chi_{i}$ due to the ITG turbulence decreases with $\beta$ for the MFF, consistent with previous work [1–4]. In contrast, $\chi_{i}$ does not decrease with $\beta$ for the MFC. Furthermore, the electron energy diffusivity $\chi_{e}$ increases with $\beta$ because of the increase of electrostatic and magnetic perturbation amplitudes. Hence, the MFC due to the Pfirsch-Schluter current can make the electromagnetic ITG turbulent transport significant at finite $\beta$. It is remarked that we observed the run-away-nonzonal transition, which is the increase of turbulent fluctuations without saturation at high-$\beta$ [7,25,26], so that we are not able to evaluate $\chi_{i}$ and $\chi_{e}$ for $\beta_{i} > 0.65\%$. Thus, the MFC does not influence the threshold of the runaway-nonzonal transition. It is considered that the runaway-nonzonal transition is caused by the suppression of zonal flows by stochastic magnetic field [26].

**Suppression of zonal flows at finite $\beta$.**—We have observed that the turbulent diffusivity does not decrease for the MFC, and is larger than the MFF, so we expect that the partition of zonal flow energy is smaller in the MFC. This is confirmed by the spectra of electrostatic potential at $\beta_{i} = 0.65\%$ in Fig. 3(a). The peak of the ITG turbulence is located at $k_{y} \rho_{T1} = 0.15$, and the zonal component is at

![FIG. 1. Linear growth rate as a function of normalized ion pressure $\beta_{i}$ in the magnetic field changed case (MFC, $\alpha \neq 0$) and in the magnetic field fixed case (MFF, $\alpha = 0$) at $k_{i} \rho_{T1} = 0.2$. The magnetic field changed only in $\omega_{\delta k}$ (and only in $k_{z}^{2}$ ($k_{z} C$) cases are added.](image-url)

![FIG. 2. Ion and electron energy diffusivities in the MFC and MFF as a function of $\beta_{i}$.](image-url)
The zonal flows are suppressed and the amplitude of the ITG turbulence is enhanced for the MFC. Thus, the partition of zonal flow energy is smaller in the MFC, and the smaller zonal flow energy partition is linked to the nonlinearity of the ITG turbulence. This explains the enhancement of turbulent transport for the MFC from the MFF in Fig. 2. The difference between zonal flow partitions is attributed to nonlinear entropy transfer producing zonal flows because the zonal flow residual levels for the MFC is attributed to nonlinear entropy transfer producing zonal component over the entire simulation.

The Reynolds stress, which drives the zonal flows, is larger than the Maxwell stress, which counteracts the Reynolds stress, and thus we observe net zonal flows production. The contribution of the linear terms is small. On the other hand, when we integrate each term over the entire simulation, all of these terms produce zonal flows, and the Maxwell stress dominates the nonlinear production. The Maxwell stress and the transfer from \( [\sum S_s + W_{em}]_{zf} \) in the MFF is larger than in the MFC. Hence, the suppression of the zonal flows in the MFC comes from the reduction of the Maxwell stress and the transfer from \( [\sum S_s + W_{em}]_{zf} \) in a later saturation phase. The Maxwell stress includes the influence of magnetic stochasticity on zonal flows. The magnetic stochasticity reduces the zonal flow amplitude [27,28], and the suppression effect can be

ENERGY [\( \sum S_s + W_{em} \)]_{zf}. Figure 4 shows that the Reynolds stress drives zonal flows but is counteracted by the Maxwell stress at the initial saturating phase of the turbulence, which occurs from \( t \approx 20 \) to \( t \approx 40 \). A part of this initial saturation process may be related to the secondary (Kelvin-Helmholtz) instability and its suppression by the field line bending stabilization [15]. However, this initial saturation process does not control the amplitude of zonal flow in the quasisteady state. The Reynolds stress becomes weak and the Maxwell stress dominantly drives the zonal flows at the later saturation phase in Fig. 4. Table I shows the time averaged contribution of each term to the production of zonal flows at \( \beta_i = 0.65\% \). Each term is integrated over two time regimes: the initial saturation onset phase, and the entire simulation. In the saturation onset phase, the Reynolds stress, which drives the zonal flows, is larger than the Maxwell stress, which counteracts the Reynolds stress, and thus we observe net zonal flows production. The contribution of the linear terms is small. On the other hand, when we integrate each term over the entire simulation, all of these terms produce zonal flows, and the Maxwell stress dominates the nonlinear production. The Maxwell stress and the transfer from \( [\sum S_s + W_{em}]_{zf} \) in the MFF is larger than in the MFC. Hence, the suppression of the zonal flows in the MFC comes from the reduction of the Maxwell stress and the transfer from \( [\sum S_s + W_{em}]_{zf} \) in a later saturation phase. The Maxwell stress includes the influence of magnetic stochasticity on zonal flows. The magnetic stochasticity reduces the zonal flow amplitude [27,28], and the suppression effect can be
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**TABLE I.** Zonal flow production by the Reynolds and Maxwell stresses, their sum, and the transfer from other zonal components (FOZC) \( [\sum S_s + W_{em}]_{zf} \), integrated over the initial saturating phase and integrated over the entire simulation, for the MFC and MFF at \( \beta_i = 0.65\% \). Values are normalized to the total stress for the MFC.

<table>
<thead>
<tr>
<th>Zonal flow production</th>
<th>Reynolds st.</th>
<th>Maxwell st.</th>
<th>Total FOZC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturating phase (MFC)</td>
<td>2.23</td>
<td>-1.23</td>
<td>1.021</td>
</tr>
<tr>
<td>Saturating phase (MFF)</td>
<td>2.51</td>
<td>-1.71</td>
<td>0.80</td>
</tr>
<tr>
<td>Entire (MFC)</td>
<td>0.21</td>
<td>0.79</td>
<td>1.81</td>
</tr>
<tr>
<td>Entire (MFF)</td>
<td>0.29</td>
<td>0.93</td>
<td>1.21</td>
</tr>
</tbody>
</table>

---

**FIG. 3.** Poloidal wave number spectra of (a) electrostatic potential \( |\phi|_k^2 \) and (b) vector potential \( |\mathbf{A}_k|_k^2 \) for MFC and MFF at \( \beta_i = 0.65\% \).

**FIG. 4.** Time history of zonal flow production by the Reynolds and Maxwell stresses for the MFC at \( \beta_i = 0.65\% \).

---

\[
\frac{d}{dt} \left( \sum S_s + W_{es} + W_{em} \right)_{zf} = T_{zf} + D_{zf} \tag{1}
\]

implies that the nonlinear entropy transfer \( T_{zf} \) from turbulence produces a zonal component of the entropy variable \( S_s \), the polarization electrostatic energy \( W_{es} = \sum (1 - \Gamma_0) |\phi|^2 \) and the magnetic energy \( W_{em} \), and the collisional dissipation is represented by \( D_{zf} \) [4]. We evaluated the time integration of nonlinear transfer to zonal component over the entire simulation \( \int T_{zf} dt \), and found that \( T_{zf} \) for the MFC is 1.8 times as large as in the MFF, and thus the nonlinear production of the zonal component of \( \sum S_s + W_{es} + W_{em} \) does not explain the larger zonal flows in the MFF. Thus, we investigate the details of the balance equation and extract the polarization electrostatic energy \( W_{es} \) part of Eq. (1) to directly evaluate zonal flow production:

\[
\frac{d}{dt} [W_{es}]_{zf} = N_{zf} + L_{zf} + D_{zf} \tag{2}
\]

derived from the 0th moment of the gyrokinetic equation, where \( N_{zf} = [\phi] \sum_j \int \left( \mathbf{f}_{0j} \cdot \delta f_j \right) J_0 \, d^3 v \) and \( L_{zf} = [\phi] \sum_j \int \left( \mathbf{v} J_0 \delta f_j \right) J_0 \, d^3 v \). We refer to the first term as the Reynolds stress and to the second term as the Maxwell stress, as they have direct counterparts in the reduced MHD equations in the long-wavelength limit. It is noted that we have a new term \( L_{zf} \), which comes from linear terms in the 0th moment equation and represents the transfer from the zonal entropy and zonal magnetic field...
enhanced by the MFC, because the amplitude of the magnetic perturbations is enhanced as shown in Fig. 3(b).

Discussion of ITG enhancement.—Here, we discuss the mechanism of the enhancement of the linear growth rate of the ITG mode. It is commonly understood that a larger perpendicular wave number \( k_{\perp}^2 \) has a stabilizing effect on microinstabilities through FLR effects, and a larger magnetic drift frequency \( \omega_d \) with negative sign has a destabilizing effect. Since both of them are suppressed by the MFC compared to the MFF, it is expected that the impact of \( \alpha \) on \( k_{\perp}^2 (\omega_d) \) enhances (reduces) the growth rate of microinstabilities. That is confirmed by the enhancement of the growth rate of the KBM for the changed magnetic field only in \( k_{\perp}^2 \) case (\( k_{\perp}C \)) and by the suppression of the KBM for the changed field only in \( \omega_d \) case (\( \omega_dC \)) in Fig. 1. The destabilizing effect overcomes the stabilizing effect, and thus the sum of them enhances the growth rate of the KBM. This enhancement of the KBM corresponds to the enhancement of the DBM in Ref. [15]. However, this consideration is not helpful for understanding the enhancement of the growth rate of the ITG mode in the MFC, because the growth rate is similar to the MFF (MFC) when the magnetic field is changed only in \( k_{\perp}^2 \) (\( \omega_d \)) as shown by the lines labeled with \( k_{\perp}C \) (\( \omega_dC \)) in Fig. 1. Next, we compare the electromagnetic calculation with the corresponding electrostatic one. The ratio of the growth rate in the MFC to that in the MFF is small in the electrostatic calculation compared to the electromagnetic one, \( \gamma_{\text{MFC}}/\gamma_{\text{MFF}} = 1.41 \) for \( \beta_i = 0.8\% \) and \( k_{\perp}\rho_T = 0.2 \). This implies that magnetic perturbations are responsible for the enhancement of growth rate for the MFC. Since the magnetic perturbation is linked to the electron parallel velocity through Ampère’s law, we examine the linearized equation of the electron parallel velocity

\[
\frac{\partial u_e}{\partial t} = -v_{Te}\nabla \cdot p_e + v_{Te}\left(\nabla \cdot \phi + \frac{\partial A_i}{\partial t}\right) - i\omega_{ce}(q_{\perp} + q_{e\perp} + 4u_{\perp}) + v_{Te}(p_{\perp} - p_{\perp})(\nabla \cdot B) + i\omega_{ce}(1 + \eta_e)\frac{v_{Te}}{T_e}A_i, \tag{3}
\]

where \( \omega_{ce} = [k_e]/(L_eB) \), and electron FLR effects are neglected. The equation suggests that the kinetic electron effects and magnetic perturbations violate the adiabatic response approximation. The absolute values of the balance between the \( \nabla \cdot \phi \) and \( \nabla \cdot p_e \) terms, of the \( \omega_{ce} \) term, and of the \( \omega_{de} \) term for the linear eigenfunction are plotted as a function of the coordinate along the field line \( z \) in Fig. 5. The influence of the \( \omega_{ce} \) term is smaller in the MFC than in the MFF around the peak, and the \( \omega_{ce} \) term is considered to have a stabilizing effect on the ITG mode [29], so that the stabilizing effect of the \( \omega_{ce} \) term is suppressed in the MFC. This is a possible explanation of the higher linear growth rate of the ITG mode in the MFC.

Finally, we discuss simulation results for other plasmas obtained by using the \( s - \alpha \) model. We found that the MFC effect is significant when the global magnetic shear is finite \( s \approx 1 \), whereas the effect is weak when \( s \ll 1 \). Figure 6(a) shows the ratio between the linear growth rate of instability for MFF and that for MFC \( \gamma_{\text{MFF}}/\gamma_{\text{MFC}} \) in JET64404 (\( \rho = 0.33 \)) [30], JET75225 [30], and AUG22294 (\( \rho = 0.5 \)) [31] as a function of \( \beta_i \). All of them are unstable against the ITG mode except for JET75225 at \( \rho = 0.64 \) (JET75225r064) [30], which is unstable against the TEM. The influence of MFC is significant for JET64404 with \( s = 0.7 \) [30], JET75225r064 with \( s = 1.44 \) [30], and AUG22294 with \( s = 1.08 \) [31], whereas the effect is negligible for JET75225 at \( \rho = 0.33 \) with \( s = 0.16 \) (JET75225r033)[30]. The ion energy diffusivity \( \chi_i \) does not decrease with increasing \( \beta_i \) for the MFC of AUG22294, whereas it decreases for the MFF as shown in Fig. 6(b). Hence, the MFC effect is significant when the global magnetic shear is finite \( s \approx 1 \) such as JET64404 with \( s = 0.7 \), AUG22294 with \( s = 1.08 \), and JET75225r064 with \( s = 1.44 \). On the other hand, the MFC effect is weak, when the global magnetic shear is small \( s \ll 1 \) such as the core plasma of JET hybrid discharge [30,32,33], for instance, JET75225r033 with \( s = 0.16 \). This implies that low global magnetic shear is an important parameter for the electromagnetic stabilization [34–36]. A possible explanation for the efficiency of MFC is the elongation of mode structure along the field line by weak global magnetic shear. This is because the Pfirsch-Schluter current

\[\text{FIG. 5. Absolute values of the } \omega_{ce} \text{ term, the } \omega_{de} \text{ term, and the balance between the } \nabla \cdot \phi \text{ and } \nabla \cdot p_e \text{ terms for the linear eigenfunction at } k_{\perp}\rho_T = 0.2 \text{ and } \beta_i = 0.8\% \text{ for (a) the MFC and (b) the MFF.} \]

\[\text{FIG. 6. (a) Ratio between linear growth rate for MFF and that for MFC } \gamma_{\text{MFF}}/\gamma_{\text{MFC}} \text{ as a function of } \beta_i \text{, (b) Ion energy diffusivity } \chi_i \text{ for MFC and MFF of AUG22294 with } s = 1.06.}\]
\[ J_{PS} = (2q/B)(dp/dr) \cos \theta \] is proportional to \( \cos \theta \), and thus the destabilizing and stabilizing effects on instabilities are averaged out when the mode structure is elongated. It is noted that the MFC effect is significant even when the instability is weak such as the AUG29224 having \( \frac{\gamma}{\nu_{Ti}/R_0} \approx 0.03 \) (Fig. 6). It is also noted that the elongated mode structure produces nonlinear self-interactions, which may contribute the supplemental reduction of turbulence [4].

**Summary.**—Investigating the impact of \( \beta \) on ITG turbulence, we have shown that the ion energy diffusivity does not decrease and the electron energy diffusivity increases with increasing \( \beta \). When the equilibrium magnetic field configuration is changed by the Pfirsch-Schluter current, this is a consequence of the magnetic field change enhancing the linear growth rate of the ITG mode and suppressing the zonal flow activity. The present results imply a bigger importance of ITG driven turbulent transport at finite \( \beta \). We also found that the influence of MFC is significant as the global magnetic shear increases, in other words, the electromagnetic stabilization is prominent for low local magnetic shear. This suggests an advantage of plasmas which have a wide-region of low global magnetic shear. This work is carried out with the support and under the auspices of the NIFS Collaboration Research program (NIFS18KNWT001).
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