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Abstract—This paper proposes a logical correlation-based sleep
scheduling mechanism named LCSSM to implement energy-
efficient wireless sensor networks (WSNs) in ambient assisted S0
homes (AAHs). LCSSM analyzes sensory data generated by L’ AN
different human behaviors to detect the logical correlations Sensing data _~ N
between sensor nodes in an AAH. By utilizing the particular ’
logical correlations of an AAH to predict its usage status, LCSSM e o
deactivates sensor nodes accordingly to save energy when they are e Sl
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on real life-logs have validated that LCSSM not only reduces the
energy consumption of WSNs significantly, but also retains their
quality of sensing successfully, e.g., with a moderate assumption
on the duty cycling ratio and hardware configuration of sensor
nodes, LCSSM successfully senses 98.7% valuable events with an O Smart sensors
average of 37.0% usual energy consumption, and extends the life
time of WSNs by 63.4%.

Keywords—sleep scheduling, energy conservation, wireless sen-
sor networks, ambient assisted home.

Fig. 1. Ambient assisted living home.

| INTRODUCTION (AAH), a kind of 10T applications that.alm.s at evaluating
) _ ) ~ the wellness of elders by remote sensing, is assumed to be

Recent improvements in medical care allow people to livepne of the most promising solutions to the aforementioned
longer and healthier compared with the previous generationgssye in the aging society [6-11]. As depicted in Fig. 1,
It has been estimated that 21.8% of the world population W'”heterogeneous smart sensors are deployed in an AAH to sense
be over the age of 60 by the year 2050 [1, 2]. Japan, one of th\e daily behaviors (e.g., sleeping, showering and toileting),
most representative countries, is estimated to have 36.8 milliofhe resource usage (e.g., water, electricity, and gas), and the
people over the age of 65 in 2030 [3]. In addition, more andjying environment (e.g., temperature and humidity) of a single
more elders tend to live alone in their own homes so as not t@|der. Sensory data are analyzed by healthcare professionals or
be a burden on family or friends, and not having to adjust to thexpert systems (H&E) to evaluate her/his physical and mental
needs of others [3]. However, due to the lack of caregiver, thesggnditions.
single elders are easier to suffer from health problems and \wjreless sensor nodes (SNs) are small devices that inte-
accidents such as diabetes, senile dementia, decubitus ulceggate computing (processing units), wireless communication
fall, or even lonely death [2, 3]. Therefore, both governmentgradios), and sensing (sensors) abilities. SNs connected by
and society are expecting innovative healthcare services fqijireless media form wireless sensor networks (WSNs) to sense
them that are both high-quality and cost-effective. ~ the physical environment. WSNs are suitable for implementing

At the same time, advances in wireless networking, sensingaaHs, since they remove the requirement of deploying wired
and ubiquitous computing areas converge to an exciting engjevices and are easy to be implemented in existing home
neering research field named “Internet of Things (1oT)" [4, 5]. environments. Besides, small and low-cost SNs can be placed
Briefly speaking, 10T envisions a near future in which thejn furiture, appliances, or movable objects where it was
objects of everyday life will be equipped with microcontrollers, jmpractical to implement sensors before [7]. However, due
communication transceivers, and network protocol stacks thag the limited battery capacity, SNs have short lifetime and
gnable them to communicate with each oth_er and become aBquire frequent battery replacement, e.g., six popular SN
integral part of the Internet. Therefore, ambient assisted homgiatforms listed by Carrano et al. [12] deplete their batteries in
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Fig. 2: Energy conservation mechanisms for sensor nodes in WSNs.

Clinical observations show that human functions follow pe-scheme to reduce the duty cycle of radio. Ye et al. intro-
riodical variations regulated by internal biological rhythms [13] duced a contention-based media access protocol named S-
and their daily behaviors also periodically fluctuate accordinglAC [15], in which SNs form loosely virtual clusters to auto-
to imperative schedules such as sleep, wake-up, meals, asginchronize on sleep schedules. Their proposal not only sets
leisure. Therefore, an AAH is not always used to its full extentthe radio to sleep during the transmission of other nodes,
e.g., when the resident is sleeping, appliances like TV and mibut also applies message passing to reduce the contention
crowave are not likely to be used. According to the observationlatency. In general, schedule-based MAC protocols are more
this paper proposes a mechanism that analyzes the sensory dateergy-efficient than the contention-based ones, while they
generated by different human behaviors to detect the logicakquire a central controller to manage the scheduling process.
correlations between SNs in an AAH. By using the particularTherefore, Le et al. proposed a hybrid MAC protocol [16] that
logical correlations of an AAH to predict its usage status, thantegrates the advantages of both approaches. The performance
proposed mechanism activates/deactivates SNs accordingly évaluations have validated that their hybrid protocol not only
save their energy. The three main contributions of this papeconsumes less energy than S-MAC, but also achieves a lower
are: (1) The concept of logical correlation is introduced totransmission delay. Regarding the duty cycling mechanism for
measure the relationships between SNs in AAHSs. (2) This iSWSNs in AAHSs, Pensas et al. used the location information
the first sleep scheduling mechanism for WSNs in AAHs thabf resident to schedule SNs [7], i.e., using a high duty cycle
is adaptive to the behavioral traits of different residents, to oufor SNs in the room where the resident is in to ensure the
best knowledge; and (3) Extensive evaluation results based aquality of sensing, while reducing the duty cycle for SNs in
real life-logs have validated that the proposed mechanism naitther rooms to save energy. As depicted in Fig. 2(a), these
only reduces the energy consumption of WSNs significantlyduty cycling mechanisms adhere to the energy efficiency of
but also retains their quality of sensing successfully. radio without considering the energy consumed by other parts

Following the background and literature review in Sect. Il, of the SN like its processing unit (CPU) and sensor.

Sect. lll explains the system model of AAH. The concept and

analysis of logical correlation are presented in Sect. IV. Sectio . . o

Y int>r/oduces ?he proposed sleep Echeduling mechanism, and :%S Sleep Scheduling on the Sensing Activity of SN

evaluation results are shown in Sect. VI. Finally, conclusions As surveyed by Carrano et al. [12], the radio of popular

are drawn and future work is discussed in the last section. SN platforms usually consumes 2 times of energy in compare
with their CPU, and this is why duty cycling has attracted

II. BACKGROUND KNOWLEDGE AND RELATED WORK most attention of researchers. However, if we further consider

There is a great deal of related work due to the impor—a” SN that is already with certain duty cycling mechanism, its

n f enerav-efficient WSNs. Thi ion intr henFPY may'become thg dominant energy consumer, e.g., with a
tance of energy-efficient WSNs s section introduces the conservative duty cycling ratio of 10%, the CPU in popular SN

@Iatforms conversely consumes 5 times of energy in compare

energy source like solar energy that is not feasible in the indoo‘?’ith the duty-cycled radio. In addition, with the diversification

environment, the related work can be roughly divided into®f WSN applications, researchers have realized that various

two categories: duty cycling on the radio of SN, and slee;f'nds of sensors, e.g., pressure, humidity, proximity, gas and
scheduling on the sensing activity of SN ' low control sensors, may consume tens of times more energy

than the radio of SNs [17-19]. It reveals, by deactivating
) ) CPU and sensor, an SN can reduce its energy consumption to
A. Duty Cycling on the Radio of SN < 67% (with a common radio and an energy-saving sensor),
Duty cycling is a fundamental strategy to achieve energy< 17% (with a 10% duty-cycled radio and an energy-saving
efficient WSNs. It turns an SN's radio on and off to avoid sensor), ok 10% (with a low duty-cycled radio or an energy-
having the radio of waiting in vain for a frame. Polastre ethungry sensor). Therefore, more and more researchers tend to
al. proposed a carrier sense media access protocol named Educe the energy consumption of SNs by deactivating their
MAC [14], and it employs an adaptive preamble samplingsensing activities [8, 20—24]. This kind of sleep scheduling



TABLE I: The limitations of related work in the background of ambient assisted homes.

Strategy Papers Limitations

. Adhering to the energy efficiency of radio without considering the energy consumed by|other

Duty Cycling [7, 14-16] parts of the SN like CPU and sensor.
[8] Depending on a network administrator to determine the sleep scheduling policy manually.

[20-23] Assuming that a high density of homogeneous SNs exists in the target area and the corfelation

between SNs depends on their geographical positions.

Failing to retain the energy efficiency of WSNs when the correlation between SNs segms to

fluctuate according to different human behaviors in a home.

Sleep Scheduling

(24]

mechanisms can be used as a replacement or a complement® illustrated in Sect. VI, EECRU fails to retain the energy
the duty cycling mechanism as shown in Figs. 2(b) and (c). efficiency of WSNs in the background of AAH. This is
Wood et al. presented a WSNs-based AAH named “Alarm-because the correlation between SNs in a home seems to
net” [8]. It enables a control flow to activate/deactivate SNsfluctuate according to different human behaviors frequently.
aiming at implementing energy-efficient WSNs. However, theirWithout the ability of data preprocessing and filtering, EECRU
proposal depends on a network administrator to determine theannot discover a steady correlation between SNs and thus
sleep scheduling policy manually. Akyildiz et al. exploited cannot cluster SNs efficiently. Table | summarizes these related
the spatiotemporal correlation of sensory data to implementechanisms and their limitations in the background of AAH.
energy-efficient WSNs [20]. Their mechanism partitions SNs
into clusters so that SNs in the same cluster have similar m
surveillance time series. In every cluster, a representative '
SN is kept active to sense the environment while others are This paper assumes that heterogeneous SNs spread in an
turned off to save energy. A similar energy-efficient dataAAH to monitor a single elderly resident. Without loss of
collection framework for WSNs was proposed by Liu et al.generality,S,.. is used to represent an SN where the subscript
[21]. Compared with the mechanism described in [20], thisndicates the target that it monitors, e.§u.q represents an
framework enables SNs in the same cluster to act as theN monitors the status of a bed in the home. Since this
representative node in turn so that they can share the worklogtaper focuses on the sleep scheduling of sensing activity, the
and extra energy consumption. Villas et al. proposed a meclliscussion of duty cycling mechanism is beyond its scope.
anism that divides the target area into geographically nearbllowever, our proposal can integrate existing duty-cycling
cells according to the spatial correlation of sensory data [22]mechanisms as shown in Fig. 2(c). There are two modes for
Again, a representative SN is selected to sense the cell whign SN:
others are turned off. Regarding the selection of representative (1) Active mode: The SN performs sensing activity in this
SN, this mechanism not only considers the workload of SNgnode. Both its sensor and CPU are activated to sense events
but also takes their remaining battery energy into account. liland process sensory data. Its radio is also activated periodically
addition, a runtime-efficient heuristic algorithm was proposecaccording to a predetermined duty cycle to transmit sensory
by Karasabun et al. [23] to select the representative SN of data and receive sleep scheduling messages. This mode is
cluster. However, this work does not explain how to obtain theenergy consuming.
correlation between SNs. All the previous four mechanisms (2) Sleep mode:The SN does not perform any sensing,
assume that a high density of homogeneous SNs exists processing, or transmission activity in this mode. Only its
the target area and geographically nearby SNs are likely t6adio is activated periodically according to a predetermined
produce redundant sensory data. This assumption works wellty cycle, so as to receive sleep scheduling messages. This
for the large-scale WSNs that monitor outdoor environmentnode is energy efficient, but fails to sense any event.
conditions like temperature and air quality, but fails to satisfy A home gateway (HG) in the AAH, that can communicate
the requirement of AAH applications since nearby SNs in awith SNs in a single-hop fashidnacts as a communication
home may have totally different functions. bridge between WSNs and back-haul networks. It receives
A very recent mechanism called energy-efficient clusteringsensory data from WSNs, and relay them to “cloud” (data
method using random update (EECRU) [24] is the mosikenter) by cellular or broadband networks. These sensory data
similar to our study. EECRU uses the average entropy ofire analyzed by H&E to evaluate the wellness of elder resident.
sensory data to measure the correlation between SNs witho#ithough some deployment environments may enable the use
considering their geographical positions, and groups SNs intef main-power, we do not require it except for the HG, so
clusters acgordingly. Similar to the previous m-eChanismS' a 1This is not a mandatory assumption. Since the proposed mechanism only
represemat.lve SN is selected to sense t.he environment Wh'L%heduIes the sensing activities of SNs without concerning their transceivers, it
other SNs in the same cluster are deactivated to save energyn smoothly integrate any transceiver mechanism that ensures the multi-hop
A dynamic cluster update method and a rotation scheme t@mmunications between SNs and HG. We make this assumption to focus on

select the representative SN were also introduced. Howevehe sleep scheduling mechanism, without involving WSNs routing protocol
that is a large topic by itself.

SYSTEM MODEL




=T Cond TABLE II: VEs in an AAH.

@ Sensor nodeg  Type Valuable events
Shed pressure| The resident is sleeping in the bed|
. - - . Stv_chair | Pressure| The resident is sitting on the chair.
, \ Stv electric | The TV is power on.
. I ‘ . S'tridge electric | The fridge is power on.
. . Sshower flush The resident is showering.
Stoilet flush The resident is using toilet.

@ Sscnsornode 4@ WSNs links <> Backhaul links

Fig. 3: m model. . . .
g- 3: Syste ode the concept of logical correlation, and Sect. IV-B discusses the

measurement of logical correlation. Without loss of generality,
VEs listed in Table Il are used in this section to clarify the
as to support ad hoc retrofitting of existing home structuresfollowing definitions.
Therefore, benefitted from its greater capabilities of commu-
nication, computation and power-supply, HG is supposed to
perform the major aspects of system operations like senso&. Concept of Logical Correlation

data analyses and the sleep scheduling of WSRigure 3 In this paper, logical correlation is defined to measure

indicates the proposed system model. 4 , . .
A acive SN senses i coresponcing events that occur %, STl of relatonship between a palrof Sis, e, he
an AAH, e.g., an SN in the toiletS,;.:) senses whether the Logical correlations:

toilet is in use. However, not every sensed event is valuabl " N . .

for H&E to evaluate the wellness of elders. Assume that one F::%S_g'(\:/gurcgt[rﬁlr?et'osnén\]/elziirgoer tge p?rlwreoiosrrNelsa?(;ﬁ Illaz(?(\lklleen
aim of an AAH is to judge whether the monitored elder suffersS “and S since the ’res.i%.ént is used to sitting on
from diarrhea by observing her/his frequency of using toilet.thgvgﬁg‘il'frto watcThv'I"V 9

When S0, senses an event of using toilet, it should report Negative correlation: VEs for the pair of SNs are unlikely

:2_ tg a:'qgéﬁ Esaﬁiggfgtz\}gﬁg,,V\E%rlé's)-ri?]ufr’]i;h'sak'grd ggr?\\//:rr;t; to co-occur at the same time, e.g., the correlation betvfiggn
Paper. Yand STv _chair, SiNce the resident is unlikely to sleep in the

when S;.i.¢ Only senses an event of idle toilet, there is N0 and sit on the chair simultaneously.

' y of SNs is not related, e.g., the correlation betwegr, and

“negligible events” (NEs). Table Il lists some examples OfS . . . =
. ) tridge, SiNce whether the resident is sleeping in bed depends
VEs for different SNs in an AAH. It should be noted that little on the power state of fridge.

the definition of VEs depends on the needs of H&E. Different ; .
VEs can be defined for the same SN in different AAHSs, e.g. The logical correlations between SNs can be represented
by a graph where vertices correspond to SNs and edges

according to the health conditions of different elders. correspond to their pairwise correlations. It is called logical

It is clear that there is a tradeoff between the energy con: . SO . .
sumption of SNs and their quality of sensing, i.e., keeping SNSOrelation graph (LCG) in this paper, and Fig. 5(a) gives an
ample. It is obvious that the logical correlations between

asleep saves energy but increases the risk of missing VEs, al . . . . .
vice versa. Figure 4 depicts this tradeoff pictorially. It is Clear&isdénntanegAHarTlgewvyirgﬁpr)r(laenr?'[a?igttr\;\?hgeghgglsoigl ;Latl)t/?/e?fvl\tis{h

that an ideal sleep scheduling mechanism should activate arﬁ? off to save electricity and a careless resident who goes to
SN only when its VEs occur, i.e., every SN can sense all of its 9

VEs to ensure a perfect quality of sensing with the minimumsrr]lgvk\éer with TV on cause different correlations betweary
energy consumption. Therefore, this paper proposes a conce%t shower:

of logical correlation between SNs to predict the occurrence

of their VEs. A Corresponding mechanism is deSiQHEd to Waste energy Information loss
schedule the sensing activity of SNs and reduce their energy — ——
; ! 1 1 1 1 1
consumption. I Active 1 1 Sleep 1 1Active 1
Mode of SN e——— : —

1
IV. LocGIcAL CORRELATION BETWEENSNS ! ! 1 1 !

1
1

The theoretical model of logical correlation between SNs Events
|

I
is presented in this section. Specifically, Sect. IV-A introduces I | | | :
T, T, T Ty T, T,

¢

2The HG is a sink node in the home WSNs. Depending on the capability
of HG, these system operations can either be performed by itself or by . . .
the powerful “cloud”. We do not distinguish these two cases and assume Fig. 4. The tradeoff in sleep scheduling.
a powerful HG in this paper.
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B. Measurement of Logical Correlation

Since different behavioral traits of residents generate differ-
ent logical correlations between SNs, an accurate measurement
of logical correlation is essential to produce customized sleep
SChedu“ng pO|iCieS for WSNs in different AAHS. W|th0ut |OSS Since th|s indicates Only NEs were Sensed in {hb slot'

of generality, we assume that there exist sensory data in afiey are unrelated to the logical correlation betwegp, ..

AAH across a period 0F ey ~and Spy that only concerns the co-occurrence of their VEs.
1) Preprocessing of Sensory Dat&leterogeneous SNs in  Figure 6(c) shows the resultinGssowe. and Cry. There are

the AAH generate sensory data with disparate scales/unitfoyr special cases for a pair of filtered vectors. Without loss

e.g., pressure, temperature, and humidity. The concept of VEsk generality,C4» andC's are used to represent them.

described in Sect. Ill is used to transform these data into a (1) Both C'4 and Cz are constant on one:

unified framework for future analysis. First, the peridg,, . It indicates their corresponding SNS,, and Sp, always

is discretized into t|me slots with a |ength dft like tens of sense VEs Simu'taneous'y_ Consequent'y, their LCC is given
seconds or several minutes. As a result, the total number gfy

time slots is

Fig. 6: Measuring logical correlations in AAHSs.

Ny, = Tsense @ LOC(SA7 SB) =1 (3

‘ At (2) C4 is constant on one, bufs is constant on zero:
Then, letz’;y indicate whether an SN senses its VEs in the It indicatesS, always senses its VEs whefy senses its
i-th time slot, NEs. As a result, their LCC is given by

1  Senses at least one VE in tt¢h time slot, LCC(Sy4,Sp) = —1. (4)

rhy =
s (3) BothC4 andCg are empty:

@ It indicates both SNs only sense NEs in the periQd, ..
where the subscript represents the name of the SN. F onsequently, there is no way to induce their logical correla-

example,rgw = 1 means that the TV is power on in tligh ion because VE never occurs,

time slot according to Table Il. Consequently, heterogeneous LCC(S4,S5) =0 5)
sensory data are transformed into a matrix composee,Qf, ’ '

where the row index indicates the sequence number of time (4) ¢, is constant, buCj is not:

slots and the column index indicates the name of SNs. Figure Since a constant vector is independent of random vectors,

6(a) shows an example of the transformed matrix that includeghere is no relationship between the co-occurrence of two SNs’
data collected from three SNs in four time slots. Each row ofy/gs,

0 Only senses NEs in theth time slot,

this matrix actually captures a snapshot of the AAH, e.g., in LOC(SA. Sr) =0 6
time slot 1, the resident was sleeping _in the bed, the TV was (54, 5p) ' ©)
power off, and the shower was not being used. It should be noted that the correlation coefficient of constant

2) Logical Correlation Coefficient:Based on the trans- vector is not defined in the theory of statistics. Therefore,
formed matrix, logical correlation coefficient (LCC) that is a previous special definitions are appropriate in the background
real number ranges in [-1,1] is used to measure the streng@¥ this paper, but may not apply to every other situation.
of logical correlation between a pair of SNs. Without loss of  Normalization SinceCpower @and Cy shown in Fig. 6(c)
generality, the LCC betweefi;,oue, and Sryv shown in Fig.  are not constant or empty, the calculation process continues.
6(a) is considered. First, their corresponding columns in theor any vectorC, the average valu#(C) and the standard

matrix are cloned into two vectors/snower and Cry, as  deviationSD(C) of its elements are given by
shown in Fig. 6(b).c’ and ¢}, are used to represent

sh, T
their i-th elements. o ‘ YK
Filter: Eliminate ¢’ and ¢k, if they are both zero. E(C) = ="7— (7)

shower



K Algorithm 1: LCSSM
SD(C) = iz (@ — E(O)F (8) Require: Dirain, At
K ’ Dirain: training sensory data;
At: the length of time slot to generate LCG;

where ¢ represents the-th element of C and K is the

dimension ofC'. Therefore,C' can be normalized by [rrskssirkinsk Training Phase *rkkerreirie |
_ ¢ E(C) 1 Generate LCG yvittDtmm and At; // Sect. IV-B
c=———— i=12.K. 9) 2 foreach SN, S;, in the AAH
SD(C) 3 a; = TOS(S;, LCG, Dirain); /I Sect. V-B

Applying Egs. (7), (8), and (9) t€'ssower andCry results in
the vectors shown in Fig. 6(d).
Calculation The LCC betweerb,ower and Sty is calcu-

/***************** R unn I ng phase *******************/

4  while (receive sensory data from SNs)

lated by the normalized scalar product@f,owe, and Cry,, 2 foﬂﬁfggcicgfiﬁ,ggstagﬂgt 's sensing its VEs
. 7 if (S; is active and sensing its NEs
LOC(Sshower, Stv7) = M ——05. (10) g (if (LCC(S;, S:) < o) ’ )
9 DeactivateS; to save energy;
By using LCCs to weight edges, the resulting LCG quanti- 10 if (S; is sleeping)
tatively reveals the latent logical correlations between SNs in 11 if (LCC(S;,S:) < ;)
the AAH. Figure 5(b) illustrates the LCG generated from Fig. 12 Mark S; to keep sleeping;

6(a). Finally, since the calculation of LCC between a pair of 13 Re-activate sleep SNs that are not marked in the line 12;
SNs only involves linear operations on twé,,-dimensional
vectors, its computational complexity (V). When there
are N SNs in the AAH2, the total complexity of computing
their LCG isO(N¢s x N<). Consequently, the length of time ) L . .
slots At presents a tradeoff between the accuracy of LCG and, The final remaining issue of LCSSM is how to determine
its computational overhead. A small refines the granularity the threshold of negative correlation to deacnvgte each SN. A
of matrices in Fig. 6 and improves the accuracy of logicall2rger thresholdy; deactivatesS; more aggressively to save
correlations, while it also increases the overhead of computin§€r9¥: but induces a higher risk of missing VEs that degrades

logical correlations since a largé¥,, is introduced according '€ duality of sensing, and vice versa. Formally, VE hit ratio
to Eq. (L). is defined to indicate the quality of sensing for an SN:

Definition 1: VE hit ratio (VHR): The percentage of oc-
curred VEs that have been sensed by the SN.
i i _ _ . The aim of LCSSM is to save energy of SNs without
As described in the previous section, a strong negativeompromising their quality of sensing too much. Without loss
correlation between two SNsj; and 5, reveals an inverse of generality, the threshold; to deactivateS; is considered
relationship on the co-occurrence of their VEs, i.e§;isenses  in the following descriptions. Lef(«;) andV (a;) denote the
its VEs, S, is likely to sense its NEs simultaneously, and Viceenergy consumption and VHR o, in any time intervalT.
versa. Thereforez when eith8f or S; senses its _\/Es,'the other The optimization ofa;, that aims at minimizing the energy
SN can be deactivated safely to save energy since it is exPeCt%gnsumption ofS; with a constraint of its sensing quality, is
to sense NEs only. Motivated by this observationlogical  formalized as:
correlation-basedleep schedulingmechanism called LCSSM P1:
is devised to implement energy-efficient WSNs in AAHSs.

B. Threshold Optimization

V. LoGICAL CORRELATION-BASED SLEEP SCHEDULING

Objective: Min. E(«ay;) ,
A. Framework of LCSSM

At the beginning of LCSSM, HG collects sensory data
from WSNs to generate an LCG according to the algorithm 0>a; >—1,
described in Sect. IV-B. This is the training phase of LCSSM . ) B
and can be finished off-line. After that, HG runs LCSSM toWhereVi_.., is a constraint of5;’s expected VHR. It can be
schedule SNs in the AAH. Initially, all SNs are active and defined by H&E to declare their tolerance of |nf0rmat|on. loss,
HG receives sensory data from SNs as normal. However, fd?-9-» & constraint of 0.9 means a 10% loss of VEsSpiis
eachS; that is sensing its VEs, HG deactivat§s if it is tolerable. ) ) )
sensing NEs and has a strong negative correlation Wijth Define T;_.. as a set of sub-time intervals ifi, during
i.e. LCC(S;,S;) < ;. Here,a; is a threshold of negative which VE; for S; occur. According to LCSSMS; is deacti-
correlation to deactivateS;, and ranges in [-1,0). It was Vvated duringT;_.., if LCC(S},S;) < a;. K(a;) represents
determined for every SN in the training phase by a sub-routinéhe set of all SNs that satisfy this inequality,
discussed in Sect. V-B. A sleef; is re-activated when all N_sa. L q )
nodessS;, that satisfyLC'C(Sy, S;) < a; begin to sense their K(es) = {S;|LCC(S;, 5i) < @i} - (11)
NEs, since it indicate§; may sense its VEs from now on. The Since LCSSM deactivateS; and keeps it asleep if any SN
pseudo-codes of LCSSM are presented in Table Algorithm 1.in K(«;) senses its VEs, the set of sub-time intervals during

Subject to: V(&) > Viecons »
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Fig. 7: Intervals divided by\/ negative correlation coefficients,
e.[-1,LCC(S,,8), -, [LCC(S)yy, Si),0).

which S; is asleep is

sleep az - U T’jfve .
JEK (o)

(12)

Conversely, the set of sub-time intervals during whighis
active is

Tactive (az)

Therefore, the energy consumed Byis given by

=T- T@leep(ai) . (13)

E(a;)

= Pi_active X |Tactive(ai)| + Pi_sieep X |T§leep(04i) )
(14)

where P;_ ;ctive and Pi_g e represent the electric powers of

S; in active and sleep modes, ahd| is the sum of sub-time

intervals in a set, e.g|{[5: 00,5 : 30],[7: 00,7 :30]}| = (5

30 —5:00)+ (7:30—7:00) = 60 mins. In addition, since

a sleep SN fails to sense any VE, the VHR%fis given by

|E_1;e n Tactive (QZ) |
|Ti7ve| ,

V(i) = (15)
whereT;_,. is the set of sub-time intervals ifi during which
VEs for S; occur.

Theorem 1:F(«;) andV («;) are monotone non-increasing
n «;.

Proof: Assume that there are two thresholds and

o for S;, and a > a'. Their correspondingk(«) and
K(a) are: K(a) = {S;|[LCC(S;, ;) < a} and K(a') =
{S;|LCC(S;,8:) < a'}. Slncea > o, K(a') C K(a).
By applying Egs. (12) and (13W.icep(@’) € Tijeep(a) and
Tactwe( ) 2 Tactwe(a>

Since Tjeep (@ ) C Toieep(a) and | -
time intervals in a set|Ticep(a)] | Tateep(a’)]. Simi-
larly, |Toctive(@)| < |[Tactive(a )|. With the assumption that
Pifactive > })ifsleepa E<a) S E(O/) by applylng Eq (14)

Since Tactive(a) g Tactive(a/>a (Tifve ﬂTactive(a))
(Ti—ve mTactive(O/»- AS a reSUlt, |E—venTactive(a)|
| Ti—ve ﬂTactive(a/ﬂ- By applying Eq. (15)V () < V(O‘/>-

The proof is complete.

Suppose that there arkl SNs in the AAH that have a
negative correlation withS;, i.e., LCC(S;,S;) < 0,j =
1,2,---M. These M SNs are reordered asSy, Sy, ---,

S),) such that their correlation coefficients wil) are non-
decreasing, i.e—1 < LCC(S,,S;) < LCC(S,,Si)--- <
LCC’(SM, S;) < 0. Consequently, the domain af;, [- 1 0),
is divided into M + 1 intervals (left-closed, right-open) by
them as shown in Fig. 7. LeS;.y; denote asorted set that

| is the sum of sub-

c
<

Algorithm 2: TOS

Require: Dirqin, Si, LCG ;
Dirain: training sensory data;
S;: the i-th sensor node;
LCG: logical correlation graph;

Sneg = {5;|LCC(S},S;) < 0};
SSicst = {~1,LCC(S1, 8:), -
foreach k from 0 to M
if (V(Ssleft[k‘]) >= ‘/i—cons)
a = SSierilk];
else
break;
return «;

,LCC(Sh, Si)}:

/lusing Dyrqin,

O~NO OB WN -

comprises all left endpoints of these intervals in an increasing
order,

$Siese = {—1,LCC(S,,S;),- -, LCC(Sy, S:)}.  (16)

Theorem 2:The ranges of(«;) andV («;) are finite, and
are covered by using; € SSic:.

Proof: According to Eq. (11), K¢;) is constant wheay;
varies inside any interval of Fig. 7. Sinég«;) andV («;) are
only determined by K¢;) according to Eqgs. (12 - 15), their
values also keep constant when varies inside any interval.
As a result, with a sub-domain ef; that comprises sample
values from allM + 1 intervals of Fig. 7, all possible values
of E(a;) andV («;) are achievable. Sinc&S;. s, includes the
left endpoints of all intervals, the ranges Bf«;) andV (o)
are covered by using; € SS;.f:. The proof is complete.m

Based on the previous two theoremsheesholdoptimizing
sub-routine (TOS) is devised to determine the threshgldo
deactivateS;. Four steps compose TOS: (1) It picks up all SNs
in the AAH that have negative logical correlations with to
constitute a seb,.4; (2) It sorts their correlation coefficients
in a non-decreasing order to gener#t&;.s:; (3) It applies
Eq. (15) to calculateV («;) with o; € SSi.5: sequentially
until V(a;) < Vi—cons; and (4) The largest value i8S
that maked/ («;) > Vi—_cons IS the result of TOS. The pseudo-
codes of TOS are presented in Table Algorithm 2.

Theorem 3:The result of TOS is an optimal solution to the
problemP.1

Proof: Let o denote the result of TOS, i.e., the largest
value in SS;.¢; that satisfiesV’ (a) > V;_cons. Assume that
there exists a valugg that is a better solution t®.1, i.e.,
E(B) < E(a) and V(5) > Vi—cons- According toTheorem
2, there must exist a valué € SSleft such thatE(8) =
E(B) andV(8) = V(8'). Since E(3") < E(«), according
to the monotonicity proved bfheorem 15" > a. This is a
contradiction to the hypothesis and the proof is complese.

The computational complexity of LCSSM in its training
phase is dominated by the action of generating LCG, i.e.,
O(N.sxN?), and the complexity in its running phase(Qg N ).
Here, N denotes the number of SNs in the AAH aid,
denotes the number of time slots included in the training data.
Since N is usually in a scale of tens and,; can be adjusted
by applying different values ofAt to Eq. (1), LCSSM is



customizable to different devices like a resource-limited HG TABLE III: Basic evaluation parameters.
and a powerful “cloud”.

Energy consumption ratio\ 0.5
VI. EVALUATIONS The length of time slotAt 100 secs
The constraint of VHR Veons 95%
Extensive evaluations have been done to validate the pro- The threshold for LCSSM-S) -0.95

posed LCSSM based on the real life-logs published by Or-
donez et. al [9]. Two sets of logs “OrdonezA’ and “OrdonezB”,
that record the daily behaviors of residents in two different .
AAHSs, were used in the evaluations. For simplicity and clarity,@nd LCSSM-S to generate LCG wa80 seconds. Regarding
only the results of “OrdonezB” are presented in this paper-CSSM-S, its threshold to deactivate SNs was set te).95
since they are more typical to illustrate the characteristic§ccording to the preliminary experiments. Regarding LCSSM,
of LCSSM. Needless to say, the following analyses andts VHR constraint Veons), that defines the tole_rable level of
conclusions are also applicable to the results of “OrdonezA'Nformation loss, was set to 0.95 for all SRiSince authors -

In “OrdonezB”, twelve SNs with different functions were do not mention ho_w to optimize the paramejers of EECRU in
deployed in a five-rooms AAH, aiming at sensing the residentd24l; we used their recommended ones. Finally, because the
daily behaviors, e.g., leaving home, sleeping, cooking, an§ensory _data in first 10 days were used for the training phase,
showering. A value of one is recorded in the log when an SN€ préevious five mechanisms were only compared based on
senses its VEs, while a value of zero is recorded otherwis¢® remaining data for fairness. Basic parameters used in the
Sensory data were collected for a period of 21 days. Detaf°!lowing evaluations are summarized in Table IIl.

information on the type, deployment, and VE definition of The five mechanisms were compared on the basis of criteria:
SNs is available in [9, zé]_ ’ VE hit ratio (VHR) : Defined in Sect. V-B. Higher VHR

Five different mechanisms were compared in the followingindicates a better quality of sensing;
evaluations: Average energy consumption (AEC) The average amount

(1) Duty cycling (DC): Any conventional duty cycling of energy consumed by all SNs in the AAH. Since we only
mechanism such as [7, 14-16] described in Sect. II. DcEoncem the relative pe_rformances of different mechanls_ms,
provides a benchmark for the energy consumption of thdheir AECs are normalized to that of DC. Lower AEC is
remaining four sleep scheduling mechanisms, since it keegdéférred for the energy efficiency of WSNs; .
SNs active all the time. The remaining sleep scheduling Lifeé time (LT) : Sometimes, when the first SN of WSNs in
mechanisms are also assumed to have the same duty cy Hs runs out of its battery, a system maintenance is re_quwed.
ratio as DC for a fair comparison: Therefore, LT measures the length of time before the first SN

(2) Energy-efficient clustering method using random uns out of its battery. Again, the LTs of all mechamsms are
update (EECRU): A recent mechanism proposed by Wang nor_mallzed to that of DC for the ease of comparison. Longer
et al. [24] that divides SNs into clusters according to thelL T is helpful to reduce the frequency of system maintenance.

correlation of their sensory data. It activates a representative N the following evaluations, the VHRs of both DC and
SN in turn to sense the environment, while turning off other/SSM are always 100%, because they can sense all occurred

SNs in the same cluster to save energy: VEs perfectly. In addition, since the AECs and LTs of five

(3) LCSSM: The proposed sleep scheduling mechanism thafechanisms are normallzed_ to those of DC, DC also shows a
activates/deactivates the sensing activity of SNs based on the&iPnstant value of 100% for its AEC and LT.
logical correlations;
(4) LCSSM-S: A simple version of LCSSM that was pre- A Basic Performance
sented in our previous conference paper [25]. Compared with _ ) )
LCSSM, it fails to automatically optimize a unique threshold _Figure 8 illustrates the performances of different mecha-

to deactivate each SN, but requires a network administrator t8iSMS with the basic parameters listed in Table I1l. As shown in
determine a unified threshold for all SNs by experience; Fig. 8, both methods based on the proposed logical correlation

(5) Ideal sleep scheduling mechanism (ISSM)An ideal model ensured the quality of sensing successfully, i.e., LCSSM
sleep scheduling mechanism that activates SNs when their VEE§Nsed 98.7% of occurred VEs, and LCSSM-S sensed 97.8%

occur and deactivates them when their NEs occur. Since a sle@them. Compared ‘é"ith DC, they not onoly reduced the AEC of
SN usually does not know when its VEs will occur, ISSM is WSNS (LCSSM: 65%, LCSSM-S: 67.1%), but also extended

assumed to be able to predict the future occurrence of VE eir LT (LCSSM: 127.5%, LCSSM-S: 127.5%). In addition,
and NEs for all SNs perfectly. the energy efficiencies of LCSSM and LCSSM-S are close to
Without specifically pointing out) that denotes the energy that of ISSM (53.1% of AEC, 149.6% of LT). The differences
consumption ratio between sleep and active modes of SNs w4ré mainly due to the fact that “OrdonezB” fails to sense any
set t00.5 in the following evaluations, i.e., SNs consume 1 unitPehavior of its resident in about 22% of experiment time, i.e.
of energy per second in the active mode, while consuminéhe resident was in the home, but was out of the sensing range
0.5 unit in the sleep mode. The sensory data in first 10 dayss,. o omnin the .
« ,, . problenk.1, different values ofV.,,,s can be used for
of “OrdonezB” were used to 'graln LCSSM, LCSSM-S, and different SNs to distinguish their tolerable levels of information loss. A unified
EECRU. The default length of time slotA{) used by LCSSM  value was used here for simplicity.




. BB B8 @ 8
0o o o o o) o)
0.8 098
07 Q097 |
2 06 g0 ¢ oLCsSSM
£ £095 |
£ 05 = ALCSSM-S
@ 04 @ 09y XEECRU
- 0.3 0 9? I obCc
02 0z X X X X X | olssm
: 091 }
0.1 e 0.9 : : : :
0 L34 N 0 200 400 600 800 1000
LCSSM LCSSM-S EECRU DC ISSM Length of time slots
(a) VE hit ratio. (a) VE hit ratio.
1 1 | | - | - | - |
5 PR R RRR
o0 £ A
S o0sf £ 038 A A
£ £ A
£07 1 Z & o o o o
Z 06 | § 0.6 OLCSSM
E 05 & < < < < O alcssms
5 b o
> S 04 X EECRU
o0 =
| s oDC
5 03 | E
g 5 02 PESY
Fozp z
9
z 01 0 s s s ‘
0 2t 0 200 400 600 800 1000
LCSSM LCSSM-S EECRU DC ISSM Length of time slots
(b) Average energy consumption. (b) Average energy consumption.
16 16
<o <o <o <o <o
14 r 14
12t 12 a @ g 8 2
1L
g 1F H = = = X & oLcssm
f 08 [ ::_a 08 ALCSSM-S
E 0.6 o6t X EECRU
04 abc
04T o | QIS5
02 | }
<ele 0 : : : :
0 — 0 200 400 600 800 1000
LCSSM LCSSM-S EECRU DC ISSM Length of time slots
(c) Life time. (c) Life time.
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for generating LCG.

of WSNs. LCSSM and LCSSM-S had to keep all SNs active
to sense the next behavior of the resident during these vaca85.8%, i.e., it saved little energy. This is due to the fact that
time periods. Since ISSM is assumed to be able to predidhe correlation between SNs in a home continuously fluctuates
future events perfectly, it deactivated all SNs until their nextaccording to the behaviors of its resident. For example, when
VE occurred. When excluding these vacant periods, the AEC#e resident is watching TV in the living room, there should be
of LCSSM and LCSSM-S are within 5% of ISSM, and the a negative correlation between the SNs for TV and bed since
LTs of three methods are nearly the same. the resident is using TV but the bed is idle. However, when
Compared with LCSSM, the performance of EECRU wasthe resident is using microwave for cooking, the correlation
not desirable. It only sensed 91.8% VEs with an AEC ofbetween the SNs for TV and bed becomes positive since both
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Fig. 10: Performances with different constraints of VE hit ratioFig. 11: Performances with different energy consumption ratios
(Veons)- (\) between sleep and active modes of SNs.

B. Performance with Different Parameter Settings

of them are idle. Without the ability of data preprocessing It seems that LCSSM and LCSSM-S performed closely
and filtering described in Sect. IV, EECRU failed to discoverin Fig. 8. However, this is just because the threshélof

a steady correlation between SNs and treated these SNs BESSM-S was optimized by the preliminary experiments in
separate clusters. As a result, these SNs were always keptivance. This has been proved by Fig. 9 that depicts the
active since they would be the only SN in their own clustersperformances of LCSSM and LCSSM-S with different lengths
This also explains the reason that the life time of EECRUof time slots (At) for generating their LCGs. Although other
equals that of DC in Fig. 8(c). mechanisms are not influenced by this parameter, their results
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have also been presented for the ease of comparison. Aevaluation results have validated that the proposed LCSSM
shown in Figs. 9(b) and (c), the energy efficiency of LCSSM-not only saves energy significantly, but also retains the quality
S degraded rapidly with the increase At (AEC increased of sensing successfully.
and LT decreased). It means that althodgk —0.95 is the LCSSM can still be further discussed from several aspects:
optimal threshold whert = 100s, differentf should be used (1) This paper assumes that AAH application is tolerable to
for different At to maintain the energy efficiency of LCSSM-S. miss part of VEs in the elder’s daily life. This assumption is
However, there is no way for LCSSM-S to optimizéy itself.  suitable for most ambient SNs that monitor the daily behavior
Conversely, benefitted from its ability of optimizing thresh- of elders who suffer from chronic disease, but may not work
olds adaptively, LCSSM successfully maintained its energyor life-critical SNs like those monitor some acute heart
efficiency in different settings without degrading the quality diseases. In fact, LCSSM can also be used for life-critical SNs
of sensing. by softening the definitions of their active and sleep modes.

Figure 10 indicates the performance of LCSSM with dif- Instead of deactivating life-critical SNs completely, we can
ferent values of VHR constraintd/{,,s). Since other four define a lower but safe sensing frequency for the sleep mode
mechanisms are not influenced by this parameter, their resultsxd use this mode when the incidence of vital disease is low.
are just shown for the ease of comparison. As shown in FigConversely, a higher sensing frequency can be used in the
10(a), LCSSM successfully satisfied the constraintl/gf, active mode when the incidence of vital disease is high. By
to ensure the quality of sensing. Since the logical correlatioswitching between active and sleep modes, LCSSM can safely
coefficients between most SNs in “Ordonez B” were less thaimprove the energy-efficiency of life-critical SNs.
-0.9, an average of 97.8% (ranges from 87% to 100% for (2) The concept of AAH can be extended to other environ-
different SNs) VHR was still achieved even whéh,,s was  ments like hospitals and nursing homes, where several elders
85%. Consequently, the average VHR varied little whgp), may live together. It is clear that there are some kinds of
was less than 90%. Figures 10(b) and (c) validate that LCSSNbgical correlation between SNs under these situations, e.g.,
maintained its energy efficiency with different valuesiff,s. = when all elders are sleeping at night, appliances are not likely

Figure 11 shows the performances of five mechanisms witho be used; and when an elder is sleeping in bed, her/his
different values of\. Since the VHRs of all mechanisms are roommates prefer not to watch TV to avoid making noise.
not influenced by this parameter, they kept constant as showlhis interesting to refine LCSSM and evaluate its performance
in Fig. 11(a). A smaller\ indicates that SNs consume lessin these scenarios. However, we think the value of AAH
energy in their sleep modes than that consumed in their activéeteriorates in these scenarios since elders can take care of
modes. Therefore, LCSSM, LCSSM-S, EECRU, and ISSM beeach other conveniently.
came more energy-efficient with the decrease\ o$ince they (3) When the life-style of an elder changes as time passes,
can deactivate SNs to save energy, e.g., when0.1, LCSSM  the previous logical correlations between SNs may become out
achieved an AEC of 37.0% and a LT of 163.4%. Again, theof date. One way to overcome this issue is to update the logical
differences of energy consumption between LCSSM and ISSMorrelations between SNs every certain period of time. Ac-
were due to the vacant sensing periods in “OrdonezB”. ISSMording to the frequency of update, there is a tradeoff between
deactivated SNs in vacant periods, while LCSSM kept thenthe adaptation of LCSSM and the computational overhead. It
active. Consequently, their gap increased with the decrease f also interesting to design an on-line mechanism that can
A. As discussed in Sect. 1I-B, the of most off-the-shelf SN update the logical correlations between SNs incrementally.
platforms is less than 0.67, and it easily decreases to 0.1 when (4) Since the concept of logical correlation between SNs is
duty-cycling mechanisms or energy-hungry sensors are usedniversal, we are expecting its utilization in other applications
Consequently, LCSSM is effective to a wide range of existingike WSNs for car parking and surveillance. For example,
SNs. Finally, it should be noted that the efficiency of LCSSMthere may exist certain correlation between the use of different
should also increase with the advance of related electroniparking lots in a city, i.e., when parking lots in the central
technologies like the energy-efficient wake-up radio of SNsbusiness district are full in the work time, parking lots in
[26], e.g., when the value of decreases to 0.01, LCSSM can the uptown are usually empty. It seems interesting to use this
achieve an AEC of 7.3%, and a LT of 292.8%. kind of intrinsic correlations to schedule their WSNs. These
attempts are also instrumental to explore the full potential
of this concept, e.g., how to take advantage of the positive
correlations between SNs to schedule WSNs.
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