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Any given Boolean function \( f(x) \in \{0, 1\}, \ x = 1, \ldots, 2^n - 1 \), is identified with \( n \) queries to the oracle which evaluates \( f \) with an \( n \)-spin mixed-state nuclear magnetic resonance (NMR) quantum computer. This means that the database searching problem to find \( x \) for which \( f(x) = 1 \) is solved with an exponential speedup, compared to classical methods. The procedure is a physical implementation of the probabilistic ensemble computer model, where the uniformly random input is realized by the mixed state of superpositions, to which function \( f \) is efficiently applied using quantum parallelism, and the exact probability of the output is certified by the ensemble averaging.

1. Introduction

A quantum computer [1,2] uses a collection of coupled two-state quantum systems as quantum bits (qubits), and executes computation by a sequence of unitary transformations on them; the result is obtained by measuring the final state (of a subset) of the qubits. Quantum computing [3] is exciting because quantum computers could solve some problems exponentially faster than by the best known classical methods. The algorithm proposed by Deutsch and Jozsa [1,4] was the first explicit example of a computational task which gained such a speedup, where an oracle (a black box) was used for function evaluation. This speedup was experimentally demonstrated with a quantum computer which employed nuclear magnetic resonance (NMR) spectroscopy [5,6]. [In the oracle models, the efficiency of computation (the speedup) is analyzed by the number of invocations (queries) to the oracle.] Another example of quantum algorithms to use the oracle was proposed by Grover [7,8] for database searching. The problem is: "for a given unstructured Boolean function \( f(x) \in \{0, 1\}, \ x = 0, \ldots, N - 1 \), find \( x \) such that \( f(x) = 1 \)," and the Grover's algorithm solves this problem with \( O(\sqrt{N}) \) queries to the oracle which evaluates \( f \). It is apparent that classically we require \( O(N) \) evaluations of \( f \), and therefore quantum effects provide a square-root speedup for this problem.

In these algorithms, the oracle to evaluate the given function \( f \) is a unitary transformation called \( f \)-controlled-NOT [1], which is defined by

\[
U_f : \ |x\rangle|y\rangle \mapsto |x\rangle|y \oplus f(x)\rangle.
\]

When \( |y\rangle \) is a one-qubit superposition state \((|0\rangle - |1\rangle)/\sqrt{2}\), this transformation gives

\[
|x\rangle\frac{|0\rangle - |1\rangle}{\sqrt{2}} \xrightarrow{U_f} (-1)^{f(x)}|x\rangle\frac{|0\rangle - |1\rangle}{\sqrt{2}},
\]
meaning that $U_f$ can equivalently be defined [9] by

$$U_f : \begin{align*}
|x\rangle & \mapsto (-1)^{f(x)}|x\rangle.
\end{align*}$$

(3)

Geometrical interpretation of the Grover’s algorithm is as follows [10]. Assume that among the $N = 2^n$ equally weighted superposition states $|x\rangle$ of the initial state $|X\rangle$,

$$|X\rangle = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} |x\rangle,$$

(4)

t states are the targets [$f(x) = 1$] and others are not [$f(x) = 0$]:

$$|X_0\rangle = \frac{1}{\sqrt{N-t}} \sum_{x}^{(N-t)} |x\rangle \equiv \begin{array}{l}10\end{array}$$

(5)

for non-target $|x\rangle$.

$$|X_1\rangle = \frac{1}{\sqrt{t}} \sum_{x}^{(t)} |x\rangle \equiv \begin{array}{l}01\end{array}$$

(6)

for target $|x\rangle$.

Then we have

$$|X\rangle = \begin{bmatrix} \cos \theta \
\sin \theta \end{bmatrix}, \quad \text{where} \quad \cos \theta = \sqrt{1 - \frac{t}{N}}, \quad \sin \theta = \sqrt{\frac{t}{N}}.$$

(7)

The Grover’s kernel $G$ is defined by $G = DU_f$, where $U_f$ executes an “inversion of the targets,” and $D$ executes an “inversion about the average” [8]:

$$U_f = 1 - 2|X_1\rangle\langle X_1| = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad D = 2|X\rangle\langle X| - 1 = \begin{bmatrix} \cos 2\theta & \sin 2\theta \\ \sin 2\theta & -\cos 2\theta \end{bmatrix}.$$ 

(8)

Notice that $U_f$ of Eq. (8) is equivalent to that of Eq. (3) for the present case. With quantum computers, transformation $D$, as well as $U_f$, can be applied to the superposition states such as $|X_0\rangle$ and $|X_1\rangle$; $D$ is implemented by a phase-shift operation sandwiched by the Hadamard transformations [8]. Then, using that

$$G = DU_f = \begin{bmatrix} \cos 2\theta & -\sin 2\theta \\ \sin 2\theta & \cos 2\theta \end{bmatrix}, \quad G^k = \begin{bmatrix} \cos 2k\theta & -\sin 2k\theta \\ \sin 2k\theta & \cos 2k\theta \end{bmatrix},$$

(9)

we obtain

$$G^k|X\rangle = \begin{bmatrix} \cos(2k+1)\theta \\ \sin(2k+1)\theta \end{bmatrix}.$$ 

(10)

This equation tells that, when $1 \leq t \ll N$ (i.e. $0 < \sin \theta \ll 1$), $k \approx (\pi/4)\sqrt{N/t}$ iterations of $G$, and therefore the same number of evaluations of $f$ by $U_f$, brings the initial state $|X\rangle$ to the target state $|X_1\rangle$. If we observe this state, we obtain one of the target values $x$, and the searching problem is solved. The square-root speedup obtained by this algorithm is optimal [11]. We need a related procedure of quantum counting, which uses quantum Fourier transformation [12], to know the number of the targets, $t$.

The Grover’s algorithm outlined above is bases on the assumption that amplitude amplification to obtain $|X_1\rangle$ is necessary in order to obtain the target values $x$ with
certainty. This situation is illustrated as follows. If we observe, for example, a one-qubit superposition state

$$|\psi\rangle = |c_0|e^{i\phi_0}|0\rangle + |c_1|e^{i\phi_1}|1\rangle, \quad |c_0|^2 + |c_1|^2 = 1,$$

(11)

we obtain either of the eigenvalues of the eigenstates $|0\rangle$ and $|1\rangle$, with the respective probability $|c_0|^2$ or $|c_1|^2$; if either state is not the target, we cannot obtain the target value with certainty. However, in NMR quantum computer experiments where bulk number of molecules are used as an ensemble of spin (qubit) systems, the situation is different. The magnetization we observe along the external magnetic field (the $z$ axis) for a spin ensemble is proportional to the expectation value $\langle I_z \rangle$ of the spin angular momentum $I_z$ [13], and, using the density operator $\rho = |\psi\rangle\langle\psi|$ for the pure ensemble of Eq. (11), $\langle I_z \rangle$ is calculated (see Sect. 2) as

$$\langle I_z \rangle = \text{Tr}[\rho I_z] = \frac{1}{2}(|c_0|^2 - |c_1|^2).$$

(12)

This is the weighted average of the eigenvalues $1/2$ and $-1/2$, i.e. the eigenvalues of the states $|0\rangle$ and $|1\rangle$ for the spin operator $I_z$. Similarly, we can observe the magnetization along the $x$ axis, which is proportional to

$$\langle I_x \rangle = \text{Tr}[\rho I_x] = |c_0||c_1|\cos(\phi_1 - \phi_0).$$

(13)

This means that observation of a superposition state for an ensemble gives a deterministic result of the exact probability. Therefore, in NMR, amplitude amplification can be unnecessary for the database searching, and we have a prospect that we can solve this problem with less number of evaluations of $f$ than in the Grover's algorithm.

In this work, we will show that, with an $n$-qubit mixed-state NMR quantum computer, we can identify any given unstructured Boolean function $f(x) \in \{0, 1\}$, $x = 1, \ldots, 2^n - 1$, with $n$ queries to the $f$-controlled-NOT oracle $U_f$ defined by Eq. (3). [We assume $f(0) = 0.$] To solve this problem by classical methods we need $O(2^n)$ evaluations, and therefore we obtain an exponential speedup. When this procedure is applied to the database searching problem described above, it is also solved with an exponential (rather than a square-root) speedup, where the number of the targets $t$ can be arbitrary ($0 \leq t < 2^n$), and $t$ is automatically counted without resorting to a related procedure.

Our NMR procedure of the Boolean function identification [Sect. 2] is to apply an $f$-controlled-NOT transformation $U_f$ of the given function $f$ to a mixed superposition state $\rho_{\text{init}}$, and observe the NMR spectrum of the resulting state; the spectrum is obtained by a slightly modified version of the conventional pulsed-Fourier transformation technique [13]. This procedure is different from some other NMR quantum procedures in that we use mixed states, rather than "effective pure (pseudo-pure) states" [5,6]. The speedup is exponential, because, when the problem size is $2^n$, we obtain the spectrum which has the one-to-one correspondence to the given function $f$ in $n$ experiments (in practice, in a single experiment) [Sects. 2.1–2.3], and we can implement any $U_f$ in NMR [Sect. 3]. Although this speedup is basically provided by the power of the probabilistic ensemble computation, we need quantum parallelism [1], which is a major origin of the power of quantum computation, in implementing such computer model, and our procedure makes use of both the ensemble and the quantum nature of spins [Sect. 4].
2. NMR procedure

In this work, we denote the eigenstates of a spin-1/2 by

\[ |\uparrow_z\rangle = |0\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \quad \text{and} \quad |\downarrow_z\rangle = |1\rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \]  

(14)

where \( z \) is the direction of the quantization axis, i.e., the external magnetic field applied to the spin. The bases of single-spin operators in the Cartesian coordinate are given by

\[ \mathbf{1} \quad \text{and} \quad I_\alpha = \frac{1}{2} \sigma_\alpha, \quad \alpha = x, y, z, \]  

(15)

where \( \mathbf{1} \) is a 2 \times 2 unit matrix, and \( \sigma_\alpha \) are the Pauli matrices:

\[ \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \sigma_x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \sigma_y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad \sigma_z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}. \]  

(16)

We express the density operator of a spin system in the product operator formalism [13] of single-spin operators.

We assume to use an NMR quantum computer, where of the order of Avogadro's number of identical molecules in liquid state and at room temperature are placed in an external static magnetic field along the \( z \) axis; each molecule forms a homonuclear \( n \)-spin system, and spins of different molecules have no interaction. Such sample makes an ensemble of \( n \)-spin systems. The density operator \( \rho \) of the total spin-system ensemble, at thermal equilibrium, is described by the Boltzmann distribution,

\[ \rho = \frac{1}{Z} e^{-\mathcal{H}/kT}. \]  

(17)

Here, \( \mathcal{H} \) is the \( n \)-spin Hamiltonian

\[ \frac{\mathcal{H}}{\hbar} = -\sum_{i=1}^{n} \omega_0 I_i^z + \sum_{i>j}^{n} 2\pi J_{ij} I_i^z I_j^z, \]  

(18)

where \( \omega_0 \) is the Larmor precession frequency of the \( i \)th spin, and \( J_{ij} \) is the spin-spin coupling constant between the \( i \)th and \( j \)th spins. We assume that all spins have different Larmor frequencies (chemical shifts), and the spins are fully coupled for all spin pairs. We further assume that the spin-spin coupling constants are much smaller that the chemical-shift differences, i.e., \( |J_{ij}| \ll |\omega_0^k - \omega_0^l| \). We choose such molecule for our NMR quantum computer. Then, in the high temperature limit, i.e., at room temperature, the density operator of Eq. (17) is given, to a good approximation, by

\[ \rho = \frac{1}{Z} (1 + \frac{\hbar \omega_0}{kT} \sum_{i=1}^{n} I_i^z), \]  

(19)

where \( \hbar \omega_0/kT \approx 10^{-5} \) when \( \omega_0 = 2\pi \times 400 \text{ MHz} \), which is the resonance frequency of protons at 9.4 T filed. This means that the energy levels of spins are almost equally populated, and the phases of spins are random. The magnetization we observe in NMR, at thermal equilibrium and at room temperature, is what corresponds to the magnetization that would be observed when a \( 10^{-5} \) portion of the total spins was polarized along the \( z \) axis. This state is described by the mixed-state density operator

\[ \rho_{eq}^{(n)} = \sum_{i=1}^{n} I_i^z, \]  

(20)
where we omitted the proportionality constant. The density matrix of Eq. (20), which corresponds to the traceless part of the density matrix of the total spin-system ensemble, is called the deviation density matrix [5] in the NMR terminology. We treat this density operator throughout this work.

In the Grover’s algorithm, the initial state $|X\rangle$ of calculation is the Hadamard transform of an $n$-qubit pure state $|00\cdots 0\rangle$; the Hadamard transformation $H$ is defined by

$$H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}. \tag{21}$$

In NMR, several methods have been proposed to prepare, from the thermal equilibrium state of Eq. (20), “effective pure states” [5,6] which transform identically to pure states. For example, by the method of spatial labeling [6,14], “effective pure $|00\cdots 0\rangle$ states” are known to be prepared for any number of spins [15]. In this work, however, we will skip preparing such state, and use, as our initial state of calculation, the direct Hadamard transform of the thermal equilibrium state. When we apply the Hadamard transformation to each term on the right-hand side of Eq. (20), we obtain the density operator $\rho_{ini}^{(n)}$ of our initial state,

$$\rho_{ini}^{(n)} = \sum_{i=1}^{n} I_{x}^{i}. \tag{22}$$

Experimentally, we obtain this spin state by applying a non-selective $(-\pi/2)_{y}(I^{i})$ pulse (see Sect. 3), which implements a simplified version of the Hadamard transformation, to all spins of our total spin-system ensemble. The state of Eq. (22) is also mixed, in contrast to the pure state of $|X\rangle$.

When the size of the Boolean function identification problem is $N = 2^{n}$, as in Eq. (4), we define the given function $f$ by

$$f_{a_{0}a_{N-1}}(x) = a_{x}, \quad x = 0, \ldots, N - 1, \tag{23}$$

where

$$a_{1}, \ldots, a_{N-1} \in \{0, 1\}, \tag{24}$$

and we assume

$$a_{0} = 0. \tag{25}$$

This means that we have $2^{N-1}$ different functions $f$. Then, by the definition of Eq. (3), the $f$-controlled-NOT transformation $U_{f}$ for $f_{a_{0}a_{N-1}}$ is given by

$$U_{f_{a_{0}a_{N-1}}} = \sum_{x=0}^{N-1} (-1)^{a_{x}}|x\rangle\langle x|. \tag{26}$$

As briefly described above, our procedure to identify the given function $f_{a_{0}a_{N-1}}$ [Eq. (23)] by NMR is to apply an $U_{f_{a_{0}a_{N-1}}}$ transformation [Eq. (26)] to our initial state $\rho_{ini}^{(n)}$ [Eq. (22)], and observe the (frequency-domain) NMR spectrum of the resulting state. The spectrum is obtained as follows. If we neglect the decoherence (our
computation is assumed to be complete within the decoherence time), time evolution of the density operator $\rho$ is given by the Liouville-von Neumann equation

$$\frac{d\rho}{dt} = i[\rho, \mathcal{H}] \hbar,$$

(27)

whose solution is

$$\rho(t) = e^{-i(H/\hbar)t} \rho(0) e^{i(H/\hbar)t}.$$  

(28)

When we denote, by $\rho(0)$, the density operator of our spin system just after we applied $U_{f_{a_0...a_{N-1}}}$ to $\rho_{\text{ini}}^{(n)}$, it evolves according to this equation, where $\mathcal{H}$ is the time-independent Hamiltonian given in Eq. (18). We observe the $x$ component of the spin angular momentum of the $i$th spin, $I_x^i$, whose expectation value evolves according to

$$\langle I_x^i(t) \rangle = \text{Tr}[\rho(t) I_x^i],$$

(29)

and collect the (time-domain) free induction decay (FID) signal $M_x^i$ which is proportional to $\langle I^i_x(t) \rangle$. We finally Fourier transform $M_x^i$ to obtain the NMR spectrum of the $i$th spin along $x$, which reflects information on $\rho(0)$, and therefore on $f_{a_0...a_{N-1}}$.

2.1. Problem of size $N = 2^2$

We will first consider identifying a given Boolean function of size $N = 2^2$ with an NMR quantum computer of two-spin systems. We denote the first and second spins by $I$ and $S$, respectively. The density operator (and its matrix) of our spin system at thermal equilibrium is given by

$$\rho_{eq}^{(2)} = I_z + S_z = \frac{1}{2} \begin{bmatrix} 1 & 1 \\ 1 & -1 \\ -1 & 1 \\ -1 & -1 \end{bmatrix} + \frac{1}{2} \begin{bmatrix} -1 & 1 \\ 1 & 1 \end{bmatrix},$$

(30)

which, when the Hadamard transformation is applied to each spin, transforms to our initial state

$$\rho_{\text{ini}}^{(2)} = I_x + S_x = \frac{1}{2} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} + \frac{1}{2} \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix}.$$  

(31)

When $n = 2$, we have eight different functions $f_{a_0a_1a_2a_3}$. For example, $f_{0100}$ is defined by

$$f_{0100}(0) = 0, \quad f_{0100}(1) = 1, \quad f_{0100}(2) = 0, \quad f_{0100}(3) = 0,$$

(32)

and the $f$-controlled-NOT transformation $U_f$ [Eq. (26)] for $f_{0100}$ is

$$U_{f_{0100}} = \begin{bmatrix} |00\rangle \langle 00| - |01\rangle \langle 01| + |10\rangle \langle 10| + |11\rangle \langle 11| = \begin{bmatrix} 1 & -1 \\ -1 & 1 \\ 1 & 1 \end{bmatrix}.$$

(33)
When we apply $U_{f_{0100}}$ to $\rho_{ini}^{(2)}$, we obtain $\rho_{0100}$:

$$
\rho_{0100} = \frac{1}{2} \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{bmatrix} - \frac{1}{2} \begin{bmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0
\end{bmatrix} = 2I_xS_z - 2I_zS_x. \tag{34}
$$

For the general case of function $f_{a_0a_1a_2a_3}$, the $f$-controlled-NOT transformation given by

$$
U_{f_{a_0a_1a_2a_3}} = \left[\begin{array}{c}
(-1)^{a_0} \\
(-1)^{a_1} \\
(-1)^{a_2} \\
(-1)^{a_3}
\end{array}\right] \tag{35}
$$

transforms each term $I_x$ and $S_z$ of Eq. (31) as follows:

$$
I_x \rightarrow (-1)^{a_0 \oplus a_2}I_x \left(\frac{1}{2}1 + S_z\right) + (-1)^{a_1 \oplus a_3}I_x \left(\frac{1}{2}1 - S_z\right), \tag{36}
$$

$$
S_z \rightarrow (-1)^{a_0 \oplus a_1}\left(\frac{1}{2}1 + I_z\right)S_z + (-1)^{a_2 \oplus a_3}\left(\frac{1}{2}1 - I_z\right)S_z. \tag{37}
$$

Using these relations, we obtain the following density operators, $\rho_{a_0a_1a_2a_3}$, for the states after we apply $U_{f_{a_0a_1a_2a_3}}$ to $\rho_{ini}^{(2)}$:

$$
\rho_{0000} = I_x + S_z, \quad \rho_{0001} = 2I_zS_z + 2I_zS_z, \quad \rho_{0010} = -2I_zS_z + 2I_zS_z, \\
\rho_{0011} = -I_x - S_z, \quad \rho_{0100} = 2I_zS_z - 2I_zS_z, \quad \rho_{0101} = I_x - S_z, \\
\rho_{0110} = -I_x + S_z, \quad \rho_{0111} = -2I_zS_z - 2I_zS_z. \tag{38}
$$

We will next calculate time evolutions of two of the terms, $I_x$ and $2I_zS_z$, which appear on the right-hand sides of these equations, due to the two-spin system Hamiltonian

$$
\frac{\mathcal{H}}{\hbar} = -\omega_0^I I_z - \omega_0^S S_z + 2\pi J_{IS}I_zS_z. \tag{39}
$$

We here use the following equations of spin operators in the exponential form [16]:

$$
\exp[i\theta I_{\alpha}] = \cos \frac{\theta}{2} \mathbf{1} + 2i \sin \frac{\theta}{2} I_{\alpha}, \quad \exp[i\theta I_zS_z] = \cos \frac{\theta}{4} \mathbf{1} + 4i \sin \frac{\theta}{4} I_zS_z; \tag{40}
$$

these equations are derived from the definition of exponential operators, i.e. $\exp[iA] = \sum_{n=0}^{\infty}[(iA)^n/n!]$, and the relation $I_\alpha^2 = 1/4, \alpha = x, y, z$. Using Eq. (40) and the commutation relations $I_xI_y = -I_yI_x = (i/2)I_z$, etc., we obtain [13] $\exp[i\theta I_z]I_z \exp[-i\theta I_z] = I_z \cos \theta - I_y \sin \theta$, $\exp[-i\theta I_zS_z]I_z \exp[i\theta I_zS_z] = I_z \cos(\theta/2) + 2I_yS_z \sin(\theta/2)$, etc., and time evolutions of $I_x$ and $2I_zS_z$ are calculated as follows:

$$
I_x \rightarrow \exp[-i(\mathcal{H}/\hbar)t] \left( I_x \cos \omega_0^It - I_y \sin \omega_0^It \cos \pi J_{IS}t \right) + \left(2I_zS_z \sin \omega_0^It + 2I_yS_z \cos \omega_0^It \right) \sin \pi J_{IS}t, \tag{41}
$$

$$
2I_zS_z \rightarrow \exp[-i(\mathcal{H}/\hbar)t] \left( I_z \sin \omega_0^It + I_y \cos \omega_0^It \right) \sin \pi J_{IS}t + \left(2I_zS_z \cos \omega_0^It - 2I_yS_z \sin \omega_0^It \right) \cos \pi J_{IS}t. \tag{42}
$$
As previously described, the collected FID signal $M_x^I$ of spin $I$ along $x$ is proportional to the expectation value $\langle I_x \rangle(t)$ [Eq. (29)]. Using that only the first terms on the right-hand sides of Eqs. (41) and (42) give nonzero traces for $\text{Tr}[\rho(t)I_x]$, $M_x^I$ due to the two terms are calculated as

$$M_x^I(I_x) \propto \cos\omega_0^I t \cos \pi J_{IS} t = \frac{1}{2} \cos(\omega_0^I - \pi J_{IS}) t \cos(\omega_0^I + \pi J_{IS}) t,$$

$$M_x^I(2I_x S_z) \propto \sin\omega_0^I t \sin \pi J_{IS} t = \frac{1}{2} \cos(\omega_0^I - \pi J_{IS}) t - \cos(\omega_0^I + \pi J_{IS}) t.$$

These equations tell that, when we Fourier transform $M_x^I$, we obtain two upward spectral lines at the frequency positions $\omega_0^I - \pi J_{IS}$ and $\omega_0^I + \pi J_{IS}$ for $M_x^I(I_x)$, and an upward and a downward line at the same respective positions for $M_x^I(2I_x S_z)$.

With these and similar considerations for the $S$ spectrum, i.e. $M_x^S(S_x)$ and $M_x^S(2I_x S_x)$, we see that the spectral patterns for the eight states whose density operators were given in Eq. (38) are as shown in Fig. 1. This figure clearly shows that, if we look at spectral patterns of $I$ and $S$ spins, we know which $U_{f_{a_0a_1a_2a_3}}$ was applied to $\rho_{ini}^{(2)}$, and the given function $f_{a_0a_1a_2a_3}$ is identified. Here, if we obtained the $I$ and $S$ spectra by separate experiments, we evaluated the function twice ($n = 2$). In practice, we obtain the $I$ and $S$ spectra in a single experiment, by collecting the mixed FID signal of the two spins and Fourier transforming it; in this case the function was evaluated only once. In both cases, we could identify the given Boolean function with an exponential speedup, compared to classical methods.

2.2. Problem of size $N = 2^3$

We will next consider solving the $N = 2^3$ problem with a three-spin NMR quantum computer. Here we denote the third spin by $K$. When we apply the $f$-controlled-NOT
transformation

\[ U_{f_{a_{0}a_{7}}} = \begin{pmatrix}
-1^{a_{0}} & -1^{a_{1}} \\
\vdots & \vdots \\
-1^{a_7}
\end{pmatrix} \]

(45)

to our initial state

\[ \rho_{\text{ini}}^{(3)} = I_x + S_x + K_x \],

(46)
each term on the right-hand side of Eq. (46) transforms as follows:

\begin{align*}
I_x & \quad U_{f_{a_{0}a_{7}}} \quad (-1)^{a_{0}\oplus a_{4}}I_x \left(\frac{1}{2}1 + S_x\right) \left(\frac{1}{2}1 + K_x\right) + (-1)^{a_{1}\oplus a_{5}}I_x \left(\frac{1}{2}1 + S_x\right) \left(\frac{1}{2}1 - K_x\right) \\
S_x & \quad U_{f_{a_{0}a_{7}}} \quad (-1)^{a_{0}\oplus a_{2}} \left(\frac{1}{2}1 + I_z\right)S_x \left(\frac{1}{2}1 + K_x\right) + (-1)^{a_{1}\oplus a_{3}} \left(\frac{1}{2}1 + I_z\right)S_x \left(\frac{1}{2}1 - K_x\right) \\
K_x & \quad U_{f_{a_{0}a_{7}}} \quad (-1)^{a_{0}\oplus a_{1}} \left(\frac{1}{2}1 + I_z\right)K_x + (-1)^{a_{1}\oplus a_{7}} \left(\frac{1}{2}1 - I_z\right)S_x \left(\frac{1}{2}1 - S_z\right)K_x
\end{align*}

(47)

Using these relations, we obtain the density operators \( \rho_{a_{0}a_{7}} \) of the states whose spectra we are going to observe. Some of them are as follows:

\begin{align*}
\rho_{00000000} & = I_x + S_x + K_x, \\
\rho_{00000001} & = \frac{1}{2} \left( I_x + 2I_zS_x + 2I_zK_x - 4I_xS_zK_x + S_x + 2I_zS_z \\
& \quad + 2S_xK_x - 4I_xS_zK_x + K_x + 2I_zK_x + 2S_zK_x - 4I_zS_zK_x \right), \\
\rho_{00000010} & = \frac{1}{2} \left( I_x + 2I_zS_x - 2I_zK_x + 4I_xS_zK_x + S_x + 2I_zS_z \\
& \quad - 2S_xK_x + 4I_zS_zK_x + K_x + 2I_zK_x + 2S_zK_x - 4I_zS_zK_x \right), \\
\rho_{00000011} & = 2I_xS_z + 2I_zS_x + K_x, \\
\rho_{00000100} & = \frac{1}{2} \left( I_x - 2I_zS_x + 2I_zK_x + 4I_xS_zK_x + S_x + 2I_zS_z \\
& \quad + 2S_xK_x - 4I_zS_zK_x + K_x + 2I_zK_x + 2S_zK_x + 4I_zS_zK_x \right), \\
\rho_{00000101} & = 2I_zK_x + S_x + 2I_zK_x, \\
\rho_{00001000} & = 2I_zS_zK_x + 2I_zS_x + 2I_zK_x, \\
\rho_{00001001} & = \frac{1}{2} \left( -I_x + 2I_zS_x + 2I_zK_x + 4I_xS_zK_x + S_x + 2I_zS_z \\
& \quad - 2S_xK_x + 4I_zS_zK_x + K_x + 2I_zK_x - 2S_zK_x + 4I_zS_zK_x \right). \\
\rho_{00001011} & = \frac{1}{2} \left( -I_x + 2I_zS_x + 2I_zK_x + 4I_xS_zK_x + S_x + 2I_zS_z \\
& \quad - 2S_xK_x + 4I_zS_zK_x + K_x + 2I_zK_x - 2S_zK_x + 4I_zS_zK_x \right).
\end{align*}

(50)

Among terms which appear on the right-hand sides of these equations, we will here consider four of them, \( S_z, 2I_zS_z, 2S_zK_x, \) and \( 4I_zS_zK_x \), which decide the spectral pattern of spin \( S \). The Hamiltonian of the three-spin system is

\[ \frac{\mathcal{H}}{\hbar} = -\omega_0 I_z - \omega_0^S S_z - \omega_0^K K_z + 2\pi J_{IS}I_zS_x + 2\pi J_{IK}I_zK_x + 2\pi J_{SK}S_zK_x, \]

(51)
**Figure 2.** Some examples of the NMR spectra expected in identifying a given $N = 2^3$ Boolean function using a three-spin system $ISK$. Middle patterns show the $S$ spectra, at the frequencies $\omega_0^S - \pi J_{IS} - \pi J_{SK}$, $\omega_0^S - \pi J_{IS} + \pi J_{SK}$, $\omega_0^S + \pi J_{IS} - \pi J_{SK}$, and $\omega_0^S + \pi J_{IS} + \pi J_{SK}$ (from left to right). Left (right) patterns show the $I$ ($K$) spectra, at the frequencies $\omega_0^I - \pi J_{IK} - \pi J_{SK}$ ($\omega_0^I - \pi J_{IK} - \pi J_{IK}$), etc.

and, using Eq. (40), etc., time evolution of $S_x$, for example, due to the Hamiltonian is calculated as

$$S_x \xrightarrow{\exp[-i(\mathcal{H}/\hbar)t]} \left( S_x \cos \omega^S t - S_y \sin \omega^S t \right) \cos \pi J_{IST} \cos \pi J_{SK} t + 2K_z (S_x \sin \omega^S t + S_y \cos \omega^S t) \cos \pi J_{IST} \sin \pi J_{SK} t + 2I_z (S_x \sin \omega^S t + S_y \cos \omega^S t) \sin \pi J_{IST} \cos \pi J_{SK} t - 4I_z K_z (S_x \cos \omega^S t - S_y \sin \omega^S t) \sin \pi J_{IST} \sin \pi J_{SK} t. \quad (52)$$

Therefore, when we collect the FID signal $M_x^S$ of spin $S$ along the $x$ axis, the contribution from this term to $M_x^S$ is given by

$$M_x^S(S_x) \propto \cos \omega_0^S t \cos \pi J_{IST} \cos \pi J_{SK} t. \quad (53)$$

Similarly, the contributions from the other three terms, $2I_z S_x$, $2S_x K_z$, and $4I_z S_x K_z$, to $M_x^S$ are calculated as

$$M_x^S(2I_z S_x) \propto \sin \omega_0^S t \sin \pi J_{IST} \cos \pi J_{SK} t, \quad (54)$$

$$M_x^S(2S_x K_z) \propto \sin \omega_0^S t \sin \pi J_{IST} \sin \pi J_{SK} t, \quad (55)$$

$$M_x^S(4I_z S_x K_z) \propto - \cos \omega_0^S t \sin \pi J_{IST} \sin \pi J_{SK} t. \quad (56)$$

These equations, when modified as in Eqs. (43) and (44), tell that, when we Fourier transform the FID signal $M_x^S$, we obtain a quartet of spectral lines of spin $S$, at the frequency positions $\omega_0^S - \pi J_{IS} - \pi J_{SK}$, $\omega_0^S - \pi J_{IS} + \pi J_{SK}$, $\omega_0^S + \pi J_{IS} - \pi J_{SK}$, and $\omega_0^S + \pi J_{IS} + \pi J_{SK}$, whose patterns are $(+, +, +, +)$ for $M_x^S(S_x)$, $(+, +, -, -)$ for $M_x^S(2I_z S_x)$, $(+, -, +, -)$ for $M_x^S(2S_x K_z)$, and $(+, -, -, +)$ for $M_x^S(4I_z S_x K_z)$, where $+$ and $-$ denote an upward and a downward spectral line, respectively. It should be apparent that similar results are also obtained for the spectra of $I$ and $K$ spins. In Fig. 2 are shown the
spectral patterns of $I$, $S$, and $K$ spins for the states whose density operators were given in Eq. (50).

The experimental procedure to determine the values of $a_1, \ldots, a_7$ is as follows. (We assumed $a_0 = 0$.) As an example, let us consider the case we observed an $S$ spectrum of a pattern $(+, +, -, +)$; see the middle spectra of $\rho_{00000010}$ and $\rho_{00000111}$ in Fig. 2. This pattern occurs only when the four contributions to the spectrum described above are positive for $(+, +, +, +)$, $(+, +, -, -)$, and $(+, -, +, -)$, and negative for $(+, -, +, -)$. This means that

\[
\begin{align*}
(-1)^{a_0 \oplus a_2} + (-1)^{a_1 \oplus a_3} + (-1)^{a_4 \oplus a_6} + (-1)^{a_2 \oplus a_7} &= 2, \\
(-1)^{a_0 \oplus a_2} + (-1)^{a_1 \oplus a_3} - (-1)^{a_4 \oplus a_6} - (-1)^{a_2 \oplus a_7} &= 2, \\
(-1)^{a_0 \oplus a_2} - (-1)^{a_1 \oplus a_3} + (-1)^{a_4 \oplus a_6} - (-1)^{a_2 \oplus a_7} &= -2, \\
(-1)^{a_0 \oplus a_2} - (-1)^{a_1 \oplus a_3} - (-1)^{a_4 \oplus a_6} + (-1)^{a_2 \oplus a_7} &= 2
\end{align*}
\]

in Eq. (48), and these equations lead to

\[a_0 \oplus a_2 = 0, \quad a_1 \oplus a_3 = 0, \quad a_4 \oplus a_6 = 1, \quad a_5 \oplus a_7 = 0.\] (58)

Patterns of the $S$ spectrum have 16 variations, and by the procedure described here, we can identify whether each of $a_0 \oplus a_2$, $a_1 \oplus a_3$, $a_4 \oplus a_6$, and $a_5 \oplus a_7$ is 0 or 1. Similarly, observation of the $I$ spectrum gives information whether each of $a_0 \oplus a_4$, $a_1 \oplus a_5$, $a_2 \oplus a_6$, and $a_3 \oplus a_7$ is 0 or 1, and observation of the $K$ spectrum gives information whether each of $a_0 \oplus a_1$, $a_2 \oplus a_3$, $a_4 \oplus a_5$, and $a_6 \oplus a_7$ is 0 or 1. Therefore, by using a selection of seven equations from these, we can uniquely determine each value of $a_1, \ldots, a_7$ in $\{0, 1\}$, and the given function $f_{a_0 \ldots a_7}$ is identified.

2.3. Problem of any size $N = 2^n$

The procedure described above can be extended to any problem size. To solve a problem of size $N = 2^n$, we use an NMR computer of $n$-spin systems. We apply an $f$-controlled-NOT transformation $U_{f_{a_0 \ldots a_{N-1}}}$ of the given function $f_{a_0 \ldots a_{N-1}}$ to the Hadamard transform of the $n$-spin thermal equilibrium state, and obtain the NMR spectrum by collecting and Fourier transforming the FID signal. This type of spins gives $n$ spectra, each of which is made up of $2^{n-1}$ spectral lines. [The intensity (or signal-to-noise ratio) of each spectral line scales by $1/2^{n-1}$.] This magnitude of scaling also takes place in other NMR quantum procedures to use “effective pure states” [5,6,]. By observing the spectral patterns of all spins, we obtain $2^{n-1}n$ equations on $a_2$, and we can determine $2^n - 1$ values of $a_1, \ldots, a_{N-1}$. Since this procedure is executed in $n$ experiments (or, in practice, in a single experiment, as described previously), we can solve the problem to identify any given Boolean function of any size with an exponential speedup, compared to classical methods.

3. Implementation

We will next show that any $f$-controlled-NOT transformation $U_{f_{a_0 \ldots a_{N-1}}}$ can be implemented in NMR. We here calculate, using Eqs. (15), (16), and (40), the matrix representation of spin exponential operators. Some of the results are as follows:

\[\exp[i\pi I_x/2] = \frac{1 \pm i}{\sqrt{2}} \begin{bmatrix} 1 & i \\ i & 1 \end{bmatrix},\]
\[
\exp[\pm i \pi I_z S_z] = \frac{1 \pm i}{\sqrt{2}} \left[ \begin{array}{cc}
\mp i & \mp i \\
1 & 1
\end{array} \right], \quad \exp[\pm 2i \pi I_z S_z] = \pm i \left[ \begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array} \right].
\] (59)

The \( f \)-controlled-NOT transformations \( U_f \) are then expressed by the products of the spin exponential operators; for example,

\[
U_{f_{0100}} = \left[ \begin{array}{cccc}
1 & -1 & 1 & 1 \\
1 & 1 & -1 & -1
\end{array} \right] \left[ \begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1
\end{array} \right] = \exp[i \pi (\frac{1}{2} + I_z)(\frac{1}{2} - S_z)].
\] (60)

The general forms of \( U_f \) for the cases of \( n = 2 \) and \( 3 \) are calculated \([17]\) as

\[
U_{f_{a_0 a_1 a_2 a_3}} = \exp[i \frac{\pi}{2} [1 - (-1)^{a_0}] (\frac{1}{2} + I_z)(\frac{1}{2} + S_z)] \times \exp[i \frac{\pi}{2} [1 - (-1)^{a_1}] (\frac{1}{2} + I_z)(\frac{1}{2} - S_z)] \times \exp[i \frac{\pi}{2} [1 - (-1)^{a_2}] (\frac{1}{2} - I_z)(\frac{1}{2} + S_z)] \times \exp[i \frac{\pi}{2} [1 - (-1)^{a_3}] (\frac{1}{2} - I_z)(\frac{1}{2} - S_z)].
\] (61)

Notice here that, for example, \( \exp[i(\pi/2)I_z] \) is equivalent to

\[
\exp[i \frac{\pi}{2} I_z] \exp[-i \frac{\pi}{2} I_y] \exp[-i \frac{\pi}{2} I_x],
\] (63)

and \( \exp[-i2\pi I_z S_z K_z] \) is equivalent \([18]\) to

\[
\exp[-i \frac{\pi}{2} I_z] \exp[-i \pi I_z K_z] \exp[-i \pi I_z S_z] \times \exp[i \frac{\pi}{2} I_y] \exp[i \pi I_z K_z] \exp[i \frac{\pi}{2} I_z].
\] (64)

In this way we see that any \( f \)-controlled-NOT transformation \( U_{f_{a_0 \ldots a_{N-1}}} \) of any size can be expressed by the product of spin exponential operators of the forms

\[
\exp[i \theta I_x^i], \quad \exp[i \theta I_y^i], \quad \text{and} \quad \exp[-i \phi I_z^i I_x^i].
\] (65)

In NMR, \( \exp[i \theta I_x^i], \beta = x, y, \) is implemented by a selective pulse \((\theta)_{\beta}(I^i)\), i.e. a radio-frequency pulse applied selectively to the \(i\)th spin to "rotate" it through \( \theta \) about the \( \beta \) axis of the rotating frame of reference. The condition to be satisfied here is

\[
\theta = \gamma H_1 t_p,
\] (66)
where $\gamma$ is the gyromagnetic ratio of the spin, $H_1$ is the strength of the magnetic field of the radio-frequency pulse, and $t_p$ is the pulse duration time.

To implement $\exp[-i\phi I^i_z I^j_z]$, we make use of time evolution due solely to the spin-spin coupling between the $i$th and $j$th spins of the spin Hamiltonian [Eq. (18)], for a time period $\tau$ such that

$$\phi = 2\pi J_{ij}\tau,$$

where the effects of all other spin-spin couplings and all Zeeman evolutions are negated. To implement this type of time evolution, we make use of the property of a sequence [19,20]

$$(\pi)_x(I^i) - \frac{\tau}{2} - (\pi)_x(I^i),$$

where $\tau/2$ is half of the evolution period. Its effect on the Zeeman evolution is given by

$$\exp[i\pi I^i_x] \exp[i\omega_0^i \frac{\tau}{2} I^i_z] \exp[i\pi I^i_x] = \exp[-i\omega_0^i \frac{\tau}{2} I^i_z],$$

which tells that the direction of time evolution is now reversed. Therefore, this sequence, when preceded by another Zeeman evolution of a $\tau/2$ period, causes the cancellation of the evolution during the first $\tau/2$ period:

$$\left(\exp[i\pi I^i_x] \exp[i\omega_0^i \frac{\tau}{2} I^i_z] \exp[i\pi I^i_x]\right) \exp[i\omega_0^i \frac{\tau}{2} I^i_z] = 1.$$

Similarly, the effect of Eq. (68) on time evolution due to the spin-spin coupling is

$$\left(\exp[i\pi I^i_x] \exp[-i2\pi J_{ij} \frac{\tau}{2} I^i_z I^j_z] \exp[i\pi I^i_x]\right) \exp[-i2\pi J_{ij} \frac{\tau}{2} I^i_z I^j_z] = 1,$$

and, when the $(\pi)_x$ pulses are applied both to the $i$th and $j$th spins, time evolution due to the spin-spin coupling between this spin pair survives:

$$\left(\exp[i\pi I^i_x] \exp[i\pi I^j_x] \exp[-i2\pi J_{ij} \frac{\tau}{2} I^i_z I^j_z] \exp[i\pi I^i_x] \exp[i\pi I^j_x]\right) \times \exp[-i2\pi J_{ij} \frac{\tau}{2} I^i_z I^j_z] = \exp[-i2\pi J_{ij} \tau I^i_z I^j_z].$$

Using Eqs. (70), (71), and (72), we see that $\exp[-i\phi I^i_z S^j_z]$, for example, is implemented by the sequence

$$\frac{\tau}{2} - (\pi)_x(I, S) - \frac{\tau}{2} - (\pi)_x(I, S),$$

for the case of a two-spin system, and

$$\frac{\tau}{4} - (\pi)_x(K) - \frac{\tau}{4} - (\pi)_x(I, S, K) - \frac{\tau}{4} - (\pi)_x(K) - \frac{\tau}{4} - (\pi)_x(I, S, K),$$

for three- and four-spin systems, etc., where the evolution period $\tau$ is equal to $\phi/(2\pi J_{1S})$. 
To summarize, since any f-controlled-NOT transformation $U_f$ of any size is given by the product of spin exponential operators, and spin exponential operators of any size can be implemented in NMR, we can implement any $U_f$ in NMR, without the help of an additional spin in the state $(|0\rangle - |1\rangle)/\sqrt{2}$ as used in Eq. (2).

It has been shown [21] that a set of one-qubit rotations and two-qubit controlled-NOT transformations is the necessary and sufficient condition for a universal quantum computer. The latter transformation is defined by $CNOT : |x\rangle|y\rangle \rightarrow |x\rangle|y \oplus x\rangle$, which flips $(|0\rangle \leftrightarrow |1\rangle)$ the target qubit $|y\rangle$ if and only if the control qubit $|x\rangle$ is in the state $|1\rangle$. In NMR, a $CNOT(I, S)$ transformation where $I$ and $S$ are the control and the target spin, respectively, is given by \( \exp[i(\pi/2)I_y] \exp[-i(\pi/2)I_x] \exp[-i(\pi/2)S_y] \exp[i(\pi/2)S_y] \exp[-i\pi I_y S_z] \exp[-i(\pi/2)S_y] \) (up to the overall phase) [17]. Therefore, the ability to implement spin exponential operators in Eq. (65) leads to that an NMR quantum computer is universal.

4. Discussion

The quantum nature of NMR computation as used in this work should be verified by the microscopic analog experiment [22] of the Greenberger-Horne-Zeilinger (GHZ) measurement [23,24]. To do this experiment, we use a four-spin system $ISKL$, and set up a maximally entangled GHZ state $|000\rangle - |111\rangle$ of the first three spins, and $|0\rangle$ of the fourth spin. Such state can be prepared from the “effective pure $|0000\rangle$ state,” as follows [19]:

\[
|000\rangle \xrightarrow{H(I)} CNOT(I, S) \xrightarrow{CCNOT(ISK)} \frac{|000\rangle - |111\rangle}{\sqrt{2^3}} |0\rangle.
\]

Here $H(I)$ is the Hadamard transformation on spin $I$, $CNOT(I, S)$ is the controlled-NOT transformation on $S$ with $I$ as the control, and $CCNOT(IS, K)$ is the controlled-controlled-NOT transformation on $K$ with $I$ and $S$ as the controls; the last transformation flips spin $K$ if and only if spins $I$ and $S$ are both in the state $|1\rangle$. [The GHZ state thus prepared from an “effective pure state” should not be confused with the GHZ state (which could be prepared from a pure state) [25], although the former transforms identically to the latter in NMR.] Notice here that the GHZ state is the eigenfunction of the operators $\sigma^I_x \sigma^S_y \sigma^K_z$, $\sigma^I_y \sigma^S_z \sigma^K_x$, $\sigma^I_z \sigma^S_x \sigma^K_y$, and $\sigma^I_z \sigma^S_y \sigma^K_x$, with respective eigenvalues $+1$, $+1$, $+1$, and $-1$, and that the relationship

\[
(\sigma^I_x \sigma^S_y \sigma^K_z)(\sigma^I_y \sigma^S_z \sigma^K_x)(\sigma^I_z \sigma^S_x \sigma^K_y)(\sigma^I_z \sigma^S_y \sigma^K_x) = -1
\]

holds identically for any three-spin state [23,24].

In one type of the experiment [22], we correlate the state of spin $L$ with the result that would be obtained if measurements were made of the polarizations of spins $I$, $S$, and $K$ along different axes, and the results were multiplied together. For example, if we follow the three steps: (i) flip spin $L$ if and only if spin $I$ is in the state $|\downarrow_x\rangle$, (ii) flip spin $L$ if and only if spin $S$ is in the state $|\downarrow_y\rangle$, and (iii) flip spin $L$ if and only if spin $K$ is in the state $|\downarrow_y\rangle$, then spin $L$ should be flipped an even number of times to result in the original state, corresponding to that the eigenvalue of $\sigma^I_x \sigma^S_y \sigma^K_z$ for the GHZ state being +1. Here, the step (i), for example, may be implemented [22] by: (a) first “rotating” spin $I$ through $\pi/2$ about the $y$ axis ($|\downarrow_x\rangle \rightarrow |\downarrow_x\rangle = |1\rangle$) by applying a $(\pi/2)_y(I)$ pulse,
(b) then applying a \( \text{CNOT}(I, L) \) transformation, which flips spin \( L \) if and only if spin \( I \) is in the state \( |1\rangle \), and (c) finally restoring spin \( I \) to its original state by a \( (-\pi/2)_y(I) \) pulse. The GHZ state should remain intact after these operations, and be ready for the successive measurements of \( \sigma^I_x \sigma^S_x \sigma^K_y \), etc.

The experimental success [26] to verify Eq. (77) (rather than that the right-hand side of this equation is +1) shows a contradiction to the existence of classical "hidden variables" for the spin operators as used in the NMR quantum computer experiments, and, therefore, the density operator \( I_x \), which was prepared by "rotating" \( I_x \) through \( -\pi/2 \) about the \( y \) axis, should represent, not some classical state with an angular momentum along the \( x \) axis, but a polarization along the superpositions of the eigenstates, \( |0\rangle \) and \( |1\rangle \), of \( I_x \):

\[
I_x = \frac{1}{2} \left( \frac{|0\rangle + |1\rangle}{\sqrt{2}} \right) \left( \frac{|0\rangle + |1\rangle}{\sqrt{2}} - \frac{|0\rangle - |1\rangle}{\sqrt{2}} \right) .
\]  

(78)

[A mixed state can be represented as a sum of pure states in infinitely many ways [24]. Equation (78) is one of the simplest representations of \( I_x \).] This means that when we apply an \( f \)-controlled-NOT transformation \( U_{I_n} \) [Eq. (26)] to our initial mixed state \( \rho^{(n)}_{ini} = \sum_{x=1}^{N} I_x ^{(n)} \) [Eq. (22)], we make use of quantum parallelism (i.e. the ability to manipulate superpositions) for an efficient manipulation of (the off-diagonal elements of) \( \rho^{(n)}_{ini} \).

Mathematically, the problem to identify a given Boolean function as treated in this work belongs to the complexity class \( \text{NP} \)-complete (within the oracle model). A related problem to count the number of satisfying assignments to a given Boolean expression is also \( \text{NP} \)-complete, and \( \text{NP} \)-complete problems are known [27] to be reducible, in polynomial time, to the satisfiability (SAT) problem on Boolean expressions. It can be shown [6] that a mathematical model of a probabilistic ideal (i.e. infinite-size) ensemble computer for which the exact probabilities of each bit are available at the end of the computation is extremely powerful. For example, with such a computer, we can efficiently solve the assignment counting problem mentioned above; prepare the input in a uniformly random state, apply the expression \( P \), and calculate the probability \( p \) that \( P \) is 1, then the answer is \( p \) times the number of possible inputs. Our NMR procedure to use an ensemble of bulk number of spins in the mixed state is a quantum mechanical implementation of such mathematical model (up to the noise present in any physical system); the uniformly random input is realized by the mixed state of polarizations along the superpositions, to which the \( f \)-controlled-NOT transformation is efficiently applied using quantum parallelism, and the exact probability of the output is certified by the ensemble averaging. Considering that even a probabilistic ensemble computer, which is the classical analogue of an ensemble quantum computer, can solve the assignment counting problem with an exponential speedup (within the bounded error model), the speedup we obtain by our NMR procedure in identifying a given Boolean function should basically due to the ensemble (rather than the quantum) nature of spins. It should, however, be noted that we cannot implement an exponentially efficient probabilistic ensemble computer without making use of quantum parallelism.

The ability of our procedure to solve the database searching problem with an exponential (rather than a square-root) speedup should tell that quantum procedures to use mixed states can be more powerful than "traditional" quantum procedures to use "ef-
fective pure states.” Obviously, obstacles in the experiment, such as noise, decoherence, etc., are of the same order in magnitude for these types of procedures. Therefore it is concluded that a mixed-state NMR quantum computer, which is an implementation of the probabilistic ensemble computer to use quantum parallelism, is powerful enough to efficiently solve NP-complete problems, within the cost level of “traditional” quantum computers.
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