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Abstract 11 

 This paper discusses the source convergence of Monte Carlo calculations for -eigenvalues. 12 

Compared with the conventional “k– method”, the “time-source method” has a strong neutronic 13 

coupling even in a system where the fission sources are loosely coupled. The dominance ratio of 14 

the time source is smaller than that of the k– method. The time-source method has a drawback 15 

in that it requires a much longer computation time. Furthermore, the time-source method cannot 16 

be applied to critical or supercritical systems owing to the long fission chain. A new technique is 17 

developed to overcome these drawbacks by introducing the Wielandt method for increasing the 18 

dominance ratio. This technique, which uses the Wielandt method in an opposite manner, 19 

reduces the computation time and expands the availability in a supercritical system. Because the 20 

source convergence of the time-source method is inherently stable, the new method causes a 21 

limited adverse effect on the source convergence. 22 

 23 

Keywords: alpha-eigenvalue; Monte Carlo; fission source; convergence; Wielandt acceleration 24 

 25 

1. Introduction 26 

  There are mainly two kinds of eigenvalue modes in the eigenvalue problem of neutron 27 

transport in a multiplying system: keff-eigenvalue mode and -eigenvalue mode. In the equation 28 

for keff-eigenvalue, the fission operator is divided by keff-eigenvalue. On the other hand, the 29 

-eigenvalue is a decay or growth constant of neutron population that exponentially decays or 30 
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 2 

grows with time, respectively. The equation for keff-eigenvalue can be transformed to the 1 

equation for -eigenvalue by adding a term      and setting        where   is the 2 

neutron speed and   is the neutron flux. The conventional Monte Carlo -eigenvalue (prompt 3 

neutron time decay constant) calculation method is based on the utilization of the fission source 4 

power iteration method for keff-eigenvalue calculations (Brockway et al., 1985; Yamamoto and 5 

Miyoshi, 2003; Yamamoto, 2011; Zoia et al., 2014, Kiedrowski, 2014). The -eigenvalue is 6 

iteratively updated at the end of each power iteration generation such that the ratio of the fission 7 

neutrons between the successive generations approaches unity. This method has been known as 8 

the k– method. The k– method is known for its drawback of instability in deeply subcritical 9 

systems owing to excessive neutrons produced by the large -eigenvalue. A different approach 10 

for the Monte Carlo -eigenvalue calculation, i.e., the “time-source method,” has been proposed 11 

by Shim et al. (2014, 2015) and Josey and Brown (2019). Whereas the fission source is 12 

generated by fission reaction, the time source is defined by the product of the neutron flux and 13 

   , where   is the neutron speed. The -eigenvalue that is sought in the time-source method is 14 

an eigenvalue of the -mode eigenvalue equation, whereas the -eigenvalue in the k– method 15 

is sought as an adjustment parameter to obtain a ratio of the fission neutrons between the 16 

successive cycles. 17 

 The time-source method is suitable for the sensitivity analysis of the -eigenvalue because 18 

the sensitivity coefficients of the -eigenvalue to nuclear data can be obtained with the 19 

differential operator sampling (DOS) method in the same manner that the DOS method was used 20 

for calculating the sensitivity coefficients of the keff-eigenvalue (Yamamoto, 2018). Previously, 21 

the authors of this paper proposed a sensitivity analysis method of the -eigenvalue based on the 22 

time-source method (Yamamoto and Sakamoto, 2019a; Yamamoto and Sakamoto, 2019b). It is 23 

challenging to use the time-source method for a system containing a void region where no 24 

collision occurs because no time source can be generated. This difficulty can be avoided by 25 

allocating a pseudo scattering material in the void region, which is similar to the delta tracking 26 

technique (Yamamoto and Sakamoto, 2019a; Woodcock, 1965). 27 
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 3 

In the time-source method, fission neutrons and all their progenies must be tracked within a 1 

cycle until they are exterminated by leakage or the Russian roulette. The “cycle” in the time 2 

source method begins with the emission of the neutrons from the time source and ends with the 3 

annihilation of the all progenies of the source neutrons over multiple generations. Therefore, as 4 

the system approaches the prompt criticality, the fission chain extends over more generations, 5 

thereby significantly prolonging the computation time for one cycle. If the system exceeds the 6 

prompt criticality, the fission chain lasts infinitely, and the time-source method is no longer 7 

applicable. One of the objectives of this study is to propose a new method to circumvent the 8 

problem of the long or endless fission chains, thereby expanding the availability of the 9 

time-source method. 10 

Another objective of this study is to investigate the source convergence in -eigenvalue 11 

calculations. The problem of fission source convergence in keff-eigenvalue Monte Carlo 12 

calculations has garnered attention for decades. Many papers have been published regarding the 13 

diagnosis and acceleration methods of fission source convergence. In particular, slow and 14 

unstable fission source convergence has occurred in a loosely coupled fissile array (Whitesides, 15 

1971; Yamamoto et al., 2000; Brown, 2011; Ueki, 2012), which is known as the “k-effective of 16 

the world” problem. The fission source convergence in the k– method is considered to be 17 

similar to keff-eigenvalue calculations because the convergence in the k– method is dominated 18 

by the fission source distribution. Meanwhile, a different phenomenon is expected in the source 19 

convergence of the time-source method. This is because time sources are generated even in a 20 

neutron isolator made of a non-fissile material (including void) that prevents neutronic coupling 21 

between fissile arrays. Herein, the source convergence of the k– and time-source methods are 22 

examined in addition to the proposal of acceleration in the time-source method. 23 

The development of the -eigenvalue calculations, which includes the asymptotic behavior 24 

of the delayed neutrons, have been performed in recent years (Nauchi, 2014; Zoia et al., 2015; 25 

Josey and Brown, 2018; Nauchi, 2019; Vitali et al., 2020). The -eigenvalue calculations in 26 

which the asymptotic behavior of the delayed neutrons is considered must solve a nonlinear 27 



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

 4 

neutron transport equation. The scope of this study is limited to addressing a situation where 1 

delayed neutrons are neglected and only prompt fission neutrons are considered. 2 

 3 

2. Review of Monte Carlo -eigenvalue calculation methods 4 

 This section briefly reviews a few representative Monte Carlo -eigenvalue calculation 5 

methods. Therefore, some contents of this section may be a duplication of previous studies, such 6 

as (Yamamoto and Miyoshi, 2003; Yamamoto, 2011; Yamamoto and Sakamoto, 2019a). 7 

2.1 k- method 8 

First, the k– method is presented. The -eigenvalue mode neutron transport equation is as 9 

follows: 10 

          
 

    
           

 

  
                                                 

where 11 

                                      

     
  

                             , (2) 

          
     

  
                             
  

                       

    the macroscopic total cross section,     the macroscopic scattering cross section,    12 

 the macroscopic fission cross section,     the prompt neutron spectrum,     the number of 13 

prompt neutrons per fission, and    the neutron velocity. Because    in Eq. (1) is supposed to 14 

be unity in the -eigenvalue mode calculation,  on the left-hand side is sought such that    15 

becomes unity. Eq. (1) was derived by substituting the time-dependent neutron flux            16 

in the time-dependent neutron transport equation 17 

            
 

    

 

  
                                                             

 with                  and dividing the resulting equation by         . Eq. (1) is similar to 18 

the eigenvalue equation for keff except that the second term on the left-hand side,        19 

         , exists and that the delayed neutrons are neglected. The power iteration algorithm for 20 

keff-eigenvalue calculations can be used to calculate    in Eq. (1). Unlike the keff-eigenvalue 21 

calculation, we must consider the second term on the left-hand side of Eq. (1). Hence, each time 22 



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

 5 

the particle travels a distance    in the jth flight path, the weight    before the flight changes 1 

to the following: 2 

            
  

     
                                                           

where   is determined in the previous generation. The typically adopted methods for 3 

considering the additional term,     , is the adjustment of cross sections (Zoia et al., 2014; 4 

Josey and Brown, 2018). Meanwhile, the method expressed as Eq. (5) can be applied without 5 

any modification even when the system contains a void region and whether  is positive or 6 

negative. At the end of each generation,    is calculated in the same manner as in the 7 

keff-eigenvalue calculations. The  used for Eq. (4) in the next generation is obtained such that 8 

   approaches unity, as follows: 9 

                                                                         

where m is the generations index and b is a positive value. The -eigenvalue is calculated by the 10 

arithmetic mean of   beyond the skipped generations. Because the latest -eigenvalue is 11 

updated using the -eigenvalue in the previous generation, an intergeneration correlation exists 12 

in the -eigenvalue owing to Eq. (6) as well as the fission source distribution inherited from the 13 

previous genration. Therefore, the standard deviation of the mean  values is more 14 

underestimated than the keff-eigenvalue. The underestimation should be discussed as another 15 

topic and is out of the scope of this study. 16 

 17 

2.2 Time-source method 18 

 The time-source method is a different approach for -eigenvalue calculations (Shim, 2014, 19 

2015; Yamamoto and Sakamoto, 2019a). In this section, the Monte Carlo algorithm of the 20 

time-source method is briefly explained. 21 

The eigenvalue equation to be solved for the time-source method is the following: 22 

                     
 

    
                                           

which is the same as Eq. (1) except that    is no longer necessary. The time source is defined 23 

by the right-hand side of Eq. (7). The time sources at the mth cycle, which are used for the next 24 

cycle, are sampled stochastically at each collision site during the course of the random walk 25 
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 6 

process, as follows: 1 

             
 

           
                                                         

where    the number of time sources at the collision site,    the weight of the particle 2 

before collision,    uniform pseudo random number between 0 and 1, and    the cycle 3 

index. Int [x] denotes the largest integer less than or equal to x;      is the -eigenvalue 4 

calculated in the previous cycle. By introducing      in Eq. (8), the number of time sources in 5 

each cycle can be almost unchanged over all the cycles. The information required for the fission 6 

source in the k– method are the position and the nuclide that causes the fission. Meanwhile, 7 

those of the time-source method are the energy, direction, and position, which are the same as 8 

those of the colliding particle. Hence, the memory storage of the time-source method is larger 9 

than that of the k– method. The -eigenvalue using the collision estimator is obtained at the 10 

end of each cycle as follows: 11 

      
  

           
  
           

  
  

                                             

where i and j denote the ith collision and jth source particles, respectively;     the sum of the 12 

source particle’s weight in the mth cycle. The -eigenvalue using the track length estimator is 13 

expressed as follows: 14 

       
  

              
  

  

                                                           

where i denotes the ith track, and      the track length of the ith track from the jth source 15 

particle. 16 

In the time-source method, fission neutrons and all their progenies that are generated by the 17 

second term on the left-hand side of Eq. (7) must be followed within the cycle; therefore, the 18 

computation time of the time-source method is longer compared with that of the k– method. 19 

The computation time required for following the fission neutrons varies depending on the 20 

system’s multiplication factor. As the prompt neutron multiplication factor,        approaches 21 

unity, the computation time per source particle becomes longer. If        is larger than unity, 22 

the time-source method is not applicable owing to the endlessly continuing fission chain. A 23 
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 7 

solution for this problem will be proposed later herein. 1 

  2 

3. Source convergence of -eigenvalue calculation 3 

The dominance ratio of the fission source power iteration is the ratio of the second-largest 4 

keff-eigenvalue to the largest keff-eigenvalue. That is, the dominance ratio is defined in such a way 5 

that the convergence of flux to the fundamental mode is faster when the dominance ratio is 6 

smaller. The dominance ratio determines the speed or stability of the fission source convergence. 7 

In the k– method, the largest eigenvalue of    is unity. Therefore, the dominance ratio of the 8 

k– method can be expressed as 9 

                                                                                      

where      is the first higher-order eigenvalue of    in the -eigenvalue mode equation, Eq. 10 

(1). When obtaining     , the  in Eq. (1) is fixed at the fundamental mode -eigenvalue. 11 

The dominance ratio of the time-source method is analogously defined by 12 

   
  
  
                                                                                

where     the -eigenvalue of the fundamental mode;     the -eigenvalue of the first 13 

higher-order mode. The difference of the two dominance ratios is discussed using a simple 14 

model below. 15 

 Based on the one-dimensional one-energy group diffusion theory, the fundamental mode 16 

-eigenvalue equation is expressed as 17 

   
          

  
 
                                                         

where D = the diffusion coefficient;   
   the geometrical buckling of the fundamental mode; 18 

    the absorption cross section. When the geometry is a one-dimensional slab of width H 19 

(including the extrapolated length),   
        . The first higher-order mode equation of the 20 

k– method is expressed as 21 

   
     

    

    
 
  
 
                                                         

where   
          (the geometrical buckling of the first higher-order mode). Therefore, 22 

     (i.e., the dominance ratio of the k– method,   ) is expressed as 23 
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 8 

Meanwhile, the first higher-order mode equation of the time-source method is expressed as 1 

   
          

  
 
                                                               

Using Eqs. (13) and (16), the dominance ratio of the time-source method is as follows: 2 

   
  
  

 
   

         

   
         

                                                        

The dominance ratios are obtained using the constants below: 3 

   1 cm,    0.1 cm
−1

,    30 cm    3×10
5
 cm/s, 4 

and      is a variable parameter. The dominance ratios    and    are compared in Fig. 1 as a 5 

function of        where                 
     . Whereas    decreases with       ,    6 

shows an inverse tendency. Because the numerator of Eq. (17) is zero for       =1,    7 

approaches zero as the system approaches the prompt critical state, which explains the decrease 8 

in    with       . Fig. 1 illustrates that        when           . Therefore, the 9 

convergence of the time source requires less cycles and is more stable than that of the fission 10 

source unless the system is significantly below the prompt criticality. The time-source method is 11 

robust in terms of source convergence, especially in nearly prompt critical systems. However, 12 

the lower dominance ratio does not necessarily mean better computational performance. This 13 

issue will be discussed in the numerical tests in Section 5. 14 

[Fig. 1] 15 

4. Wielandt method for -eigenvalue calculation 16 

 The Wielandt method is applied to Monte Carlo keff-eigenvalue calculations to improve 17 

fission source convergence. In particular, the effect of the Wielandt method is remarkable in a 18 

system with a dominance ratio close to unity (Yamamoto and Miyoshi, 2004; Brown, 2005). 19 

Introducing the Wielandt method reduces the dominance ratio, which enables source 20 

convergence to be achieved in fewer power iterations. In this study, we attempt to apply the 21 

Wielandt method to Monte Carlo -eigenvalue calculations that use the time-source method, 22 

although it has already been proposed for deterministic methods (Wachspress, 1966). With the 23 

analogy of the Wielandt method for the fission source power iteration method, the -eigenvalue 24 

mode transport equation based on using the Wieland method is rewritten from Eq. (7) as follows 25 

(Wachspress, 1966): 26 
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where     the shifted -eigenvalue. The third term on the left-hand side of Eq. (18) can be 1 

treated in the same manner as in the k– method. Hence, each time the particle travels a distance 2 

   in the jth flight path, the initial weight    changes as follows: 3 

            
    

     
                                                                  

Eq. (8), which determines the time sources in the next cycle, can be rewritten as 4 

                 
 

           
                                               

The -eigenvalue can be obtained by the collision and track length estimators, separately, as 5 

follows: 6 

      
  

           
  
           

  
  

                                           

       
  

              
  

  

                                                             

In a keff-eigenvalue problem using the Wielandt method, the dominance ratio is expressed as 7 

(Wachspress, 1966) 8 

   

 
    

 
 
  

 
      

 
 
  

                                                                         

where       the fundamental eigenvalue of the keff-eigenvalue mode;         the first 9 

higher-order eigenvalue of the keff-eigenvalue mode;     a parameter for the Wielandt method. 10 

The dominance ratio of the time-source method using the Wielandt method is analogously 11 

expressed as 12 

   
     
     

                                                                         

In Eq. (23),    must be selected to be larger than     . The Wielandt method is typically used 13 

to reduce the dominance ratio by selecting a negative value for   . However, a positive value 14 

can be selected for   . Even if    is a positive value, Eqs. (19) through (22) would hold. When 15 

   is a positive value, the weight of a particle decreases as it travels, as suggested by Eq. (19). 16 

Therefore, a positive value of    shortens the long fission chain in a nearly prompt critical 17 
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 10 

system and reduces the computation time for each source particle. In particular, when a prompt 1 

multiplication factor,       , is larger than unity, the time-source method fails, as stated 2 

previously. Even in such a case, the time-source method is applicable by selecting    as 3 

follows: 4 

         ,                               (25) 5 

where    is a positive value for a super prompt critical system, as defined in Section 2.1. 6 

 Because    is larger than   , a positive value of    increases the dominance ratio 7 

according to Eq. (24), and the source convergence is worsened. However, as shown in Fig. 1, the 8 

dominance ratio of the time-source method is inherently low except in deeply subcritical systems. 9 

It is anticipated that the increase in the dominance ratio caused by a positive    value will not 10 

significantly deteriorate the source convergence. Fig. 2 shows the dominance ratio    as a 11 

function of        for several   . Even when     5000 s
−1

, the dominance ratio is still 12 

smaller than 0.8, and the source convergence is considered to be stable. 13 

[Fig. 2] 14 

 The Wielandt method for keff-eigenvalue calculations is applicable to the k– method for 15 

improving the fission source convergence: 16 

          
 

    
         

 

  
             

 

  
 

 

  
                       

Because    is supposed to be unity,    must be selected to be larger than unity. The algorithm 17 

of the Wielandt method for the k– method is the same as that for keff-eigenvalue calculations. 18 

 In the keff-eigenvalue calculations, introducing the Wielandt method changes the expected 19 

number of fission neutrons per a history by a factor of (Shim and Kim, 2009) 20 

    
    

  
  

    

  
 

 

       
 

         
                                        

This factor L for the number of the time sources is analogously: 21 

   
 

       
                                                                     

Because      in a subcritical system, selecting a positive value of    decreases the number 22 

of the time sources and also decreases the computational time per a history. 23 

 24 
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5. Numerical examples 1 

5.1 Overview of test problems 2 

Numerical examples for testing the source convergence of the time-source method for 3 

-eigenvalue calculations are presented in this section. The calculations were performed for a 4 

one-dimensional two-slab array system, as shown in Fig. 3. The two fissile slabs were separated 5 

by an 18-cm-thick isolator made of light water. The light-water isolator was sufficiently thick 6 

such that this slab system was loosely coupled. The fissile slab comprised a homogenized 7 

light-water moderated UO2 fuel rod array. The calculations were performed using an in-house 8 

research-purpose code and three-energy group constants, which are listed in Table 1. Isotropic 9 

scattering was assumed in this study. The geometry of the slab system was symmetric but 10 

loosely coupled owing to the thick isolator. Therefore, the reference solution of the converged 11 

source distribution was symmetric. 12 

[Fig. 3][Table 1] 13 

5.2 Convergence in slightly below prompt criticality 14 

 The first example addresses a system slightly below the prompt criticality, where         15 

0.996 and the fundamental mode -eigenvalue     −102 s
−1

. The slab thickness W shown in 16 

Fig. 3 is 16.4 cm. The fission matrix method was used to assess the neutronic coupling 17 

quantitatively, as follows (Dufek and Gudowski, 2009; Carney et al., 2014; Pan et al., 2015; 18 

Dufek and Holst, 2016): 19 

 
      
      

  
  
  
     

  
  
                                                          

where the matrix element      the probability of a fission neutron born in slab j owing to one 20 

average fission neutron starting in slab i;     the fission neutrons in slab i;     the 21 

eigenvalue of the fission matrix. Note that this fission matrix is in the -eigenvalue mode and 22 

differs from the conventional one that is defined in the keff-eigenvalue mode. The eigenvalue of 23 

Eq. (29),   , is supposed to be unity. Therefore, the matrix elements exhibit the following 24 

relations in the symmetric system: 25 

                                         (30) 26 

                                         (31) 27 

                                          (32) 28 
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 12 

A similar matrix, which is referred to as the time-source matrix hereinafter, can be defined for 1 

the time source as follows: 2 

  
      
      

  
  
  
   

 

 
 
  
  
                                                         3 

where      the probability of a time source born in region j owing to one average time source 4 

starting in region i;     the time sources in region i. In this symmetric test problem, regions 1 5 

and 2 for the time-source matrix are assigned to the left and right half parts, respectively, as 6 

shown in Fig. 4. The matrix elements and the eigenvalue exhibit the following relations in the 7 

symmetric system: 8 

                                        (34) 9 

                                        (35) 10 

                                         (36) 11 

The matrix elements,     and    , are shown in Tables 2 and 3, respectively. The degree of 12 

coupling between two regions can be represented by the nondiagonal elements,     or     . 13 

The fact that      is much larger than     can be understood by comparing Figs. 3 and 4. 14 

While the neutronic coupling of the fission sources between the two fissile slabs was interrupted 15 

by the thick isolator, time sources were produced even in the isolator, and neutrons passed 16 

frequently over the boundary between two regions, thereby causing      to be much larger 17 

than    . 18 

[Fig. 4][Table 2][Table 3] 19 

The time-source matrix elements were calculated in the same manner as the fission matrix in 20 

terms of the source regions. That is, the time source probability between two fuel slabs were 21 

calculated and they are listed in Table 4, where        , for example, denotes the probability of 22 

a time source born in the fuel slab 2 owing to one average time source starting in the fuel slab 1. 23 

        and         are almost half of         and        . Thus, the time sources are 24 

still strongly coupled between two fuel slabs even though the fuel slabs are separated by the 25 

thick light water isolator. 26 

[Table 4] 27 

 The -eigenvalue calculations were performed using the k– and time-source methods 28 

using the in-house research-purpose code. The calculations using the k– method were 29 
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 13 

performed in 200 inactive generations and 10,000 active generations with 50,000 histories per 1 

generation. The calculations using the time-source method were performed in 10 inactive cycles 2 

and 800 active cycles with 20,000 histories per cycle. The first higher-order -eigenvalues,    3 

were obtained using the method proposed by Booth (2003), Yamamoto (2009), and Yamamoto 4 

(2011). With the same method, the first higher-order eigenvalues of    (i.e.,      ) were 5 

obtained;      is the first higher-order eigenvalue of Eq. (1) with a fixed fundamental mode 6 

-eigenvalues,    . The eigenvalues are shown in Table 5. Using these eigenvalues, the 7 

dominance ratios of the k– and the time-source methods are, respectively, 8 

         0.99270 ± 0.00003,                    (37) 9 

   
  
  

                                                                           

[Table 5] 10 

The fundamental and first higher-order mode fission source distributions are shown in Fig. 5, 11 

and those of the time source are shown in Fig. 6. Fig. 5 shows that the fission-source distribution 12 

of the first-order higher mode is almost identical to that of the fundamental mode, which 13 

typically occurs in a loosely coupled system. In such a situation,      can be approximated by 14 

the second eigenvalue of the fission matrix, Eq. (29), as follows: 15 

     
                                   

 
                               

which precisely agrees with    by Eq. (37). Meanwhile, as shown in Fig. 6, the fundamental 16 

mode time-source distribution is different from the first higher-order mode distribution, 17 

especially in the isolator. The first higher-order -eigenvalue,    is inaccurately approximated 18 

by the second eigenvalue of the time source matrix, Eq. (33), as follows: 19 

  

                                   
                                   

which is significantly overestimated compared with    (−309.2 s
−1

) in Table 5. 20 

[Fig. 5][Fig. 6] 21 

 The performances of the source convergence are compared between the k– and 22 

time-source methods. In Fig. 7, the ratio of the fission sources in both slabs,      , is plotted as 23 
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 14 

a function of generation when the initial source was uniformly distributed in slab 2 only. 1 

Approximately 400 generations were required for the fission source ratio to reach unity without 2 

using the Wielandt method (“ke = ∞” in Fig. 7). The ratios where the Wielandt method was 3 

applied are plotted in Fig. 7. Convergence was attained in fewer cycles as    decreased toward 4 

unity. Fig. 8 shows the relative CPU time per fission source and the relative figure of merit 5 

(FOM) as a function of   . The FOM is defined as the inverse of the product of the total CPU 6 

time and the square of the standard deviation of the -eigenvalue. Whereas the CPU time per 7 

fission source decreases with   , the FOM increases with   . Although the Wielandt method 8 

improves the fission source convergence, the computational efficiency is not always improved in 9 

terms of the FOM, which has been reported previously (e.g., Yamamoto and Miyoshi., 2004). 10 

[Fig. 7][Fig. 8] 11 

Similarly, the ratios of the time source,      , are plotted in Fig. 9 when the initial time 12 

sources were allocated in the right-half region only. Without the Wielandt method (“e = 0” in 13 

Fig. 9), the time-source method required only three cycles for the ratio to reach unity. This fast 14 

convergence can be attributed to the low dominance ratio or the large nondiagonal elements of 15 

the time-source matrix. However, because the fission chain per source is long with    0, 16 

negative values were used for    to reduce the computation time per time source. The ratios, 17 

     , with some negative values of    are plotted in Fig. 9. The figure shows that the source 18 

convergence decelerates with the increase in    owing to the dominance ratio that is higher 19 

than that with     . Fig. 10 shows the relative CPU time per time source and the relative 20 

FOM of the -eigenvalue as a function of   . Whereas the CPU time per time source decreases 21 

with the increase in   , the FOM is almost constant regardless of   . For example, when     22 

500 s
−1

, the source convergence is reached after 10 cycles and the FOM is almost the same as 23 

that with     , and the CPU time per time source is one fifth. A shorter computation time per 24 

source implies a shorter fission chain, which reduces the data storage for the time-source bank. 25 

Therefore, the use of an appropriate positive    is desirable provided that the source 26 

convergence and FOM remain satisfactory. 27 
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 [Fig. 9][Fig. 10] 1 

5.3 Convergence of time-source method above prompt criticality 2 

The second example addresses a system slightly above the prompt criticality where 3 

        1.006 and the fundamental mode -eigenvalue     167 s
−1

. The slab thickness W 4 

shown in Fig. 3 is 16.8 cm. A situation where the calculated        slightly exceeded unity 5 

despite the system being below the prompt criticality could occur owing to the biases in the 6 

calculation method. The eigenvalues obtained using the k– method are shown in Table 6. In 7 

this system, the time-source method cannot be used without the Wielandt method. According to 8 

Eq. (24),    must be selected to be larger than   . Table 7 shows the   , dominance ratio, 9 

relative CPU time per time source, and relative FOM for     500, 1000, and 2000 s
−1

. The 10 

FOMs were almost constant regardless of   . The numerical tests in this section exemplifies 11 

that the Wielandt method enables the time-source method to be applied to super prompt critical 12 

systems. 13 

[Table 6] [Table 7] 14 

Besides the system slightly above the prompt criticality in this example, the time source 15 

method can be made available for a super critical system having a much higher keff if    is 16 

selected to be larger than   . 17 

 18 

5.4 Convergence of -eigenvalue in a deeply subcritical system 19 

 The two numerical tests above address a nearly prompt critical system. This section presents 20 

a different source convergence in a deeply subcritical system, where W = 7.0 cm,         21 

0.611, and     −5630 s
−1

. Owing to this large     , the particles’ weights increase 22 

significantly according to Eq. (5) while they travel in the isolator. This effect intensifies the 23 

neutronic coupling between the two slabs, compared with the keff-eigenvalue calculation. Fig. 11 24 

compares the fission-source distributions calculated by the keff-eigenvalue calculation and k– 25 

method. The fission-source distributions by the two methods are clearly different. The 26 

fission-source distribution of the k– calculation shift toward the interface between the fuel and 27 

the isolator, which is due to the larger  eigenvalue. Table 8 shows the   ,   , and      values. 28 

Table 9 shows the dominance ratios of the k– method, time-source method, and keff-eigenvalue 29 



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

 16 

mode. The dominance ratio of the k– method,      is much smaller than unity, as predicted in 1 

the simple model in Section 3, whereas it is close to unity in the nearly prompt critical system, as 2 

shown in Tables 5 and 6. Meanwhile, the dominance ratio of the keff-eigenvalue mode, 3 

                is still nearly unity, where          is the first higher-order eigenvalue of the 4 

prompt multiplication factor. The dominance ratio of the time-source method is much smaller 5 

than unity, but it is much larger than that in the nearly prompt critical system in Section 5.2, 6 

which is consistent with the result in Section 3. In Fig. 12, the ratios of the fission sources in 7 

both slabs,       are plotted as a function of generation when the initial source was uniformly 8 

distributed in slab 2 only. The ratio of the time sources,       is also plotted in the same figure. 9 

The convergence of the k– method is much faster than that of the keff-eigenvalue mode 10 

calculation, and it is almost equivalent to that of the time-source method. 11 

[Fig. 11][Fig. 12][Table 8][Table 9] 12 

6. Conclusions 13 

 Issues regarding the source convergence of the k– and time-source methods for 14 

-eigenvalue calculations were discussed herein. The stability of time-source convergence is 15 

dominated by the ratio of the fundamental mode -eigenvalue to the first higher-order 16 

-eigenvalue, which is much smaller than the dominance ratio of the k– method except for 17 

deeply subcritical systems. The convergence of the time-source method is primarily stable, 18 

especially in nearly critical systems. 19 

However, the time-source method requires a longer computation time per source in nearly 20 

critical systems owing to the long-lasting fission chain. The Wielandt method is introduced 21 

herein to reduce the computation time of the time-source method and to increase the dominance 22 

ratio instead of decreasing it. This usage of the Wielandt method is contrary to the ordinary 23 

application of the Wielandt method, where it improves the fission source convergence in a 24 

keff-eigenvalue calculation by decreasing the dominance ratio. The adverse effect on the 25 

time-source convergence owing to the increase in the dominance ratio is limited because the 26 

dominance ratio of the time-source method is inherently low except in deeply subcritical systems. 27 

The time-source method cannot be applied to super prompt critical systems owing to the 28 
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endlessly continuing fission chain. However, the time source method becomes applicable to 1 

super prompt critical systems by introducing the Wielandt method. 2 

 In a deeply subcritical system, the dominance ratio of the k– method is lower than that of 3 

the keff-eigenvalue mode calculation. The large -eigenvalue in a deeply subcritical system 4 

enhances the neutronic coupling in the k– method even in loosely coupled systems. Hence, the 5 

fission-source convergence of the k– method becomes more stable in a deeply subcritical 6 

system, whereas the dominance ratio of the time-source method becomes larger with increasing 7 

depth of the subcriticality. 8 

  9 
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Fig. 1 Dominance ratios    of the k– method and    of the time-source method as a 

function of       . 
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Fig. 2    as a function of        for several   . 
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Fig. 3 One-dimensional two-slab array system for the k– method. 
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Fig. 4 One-dimensional two-slab array system for the time-source method. 

 

 

  

18 cm

Fuel 

W W

Fuel 
Light water

Isolator

Region 1 Region 2



 

 

Fig. 5 Fission-source distributions of the fundamental and first higher-order modes. 
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Fig. 6 Time-source distributions of the fundamental and first higher-order modes. 
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Fig. 7 Ratios of the fission sources in both slabs for ke = 1.05, 1.2, and ∞. 
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Fig. 8 Relative CPU time per source and relative FOM as a function of ke. 
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Fig. 9 Ratios of the time sources in both regions for    0, 100, 200, 500, 1000, and 2000 s
−1

. 
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Fig. 10 Relative CPU time per source and relative FOM as a function of   . 
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Fig. 11 Fission-source distributions of -eigenvalue method and keff-eigenvalue mode in the 

deeply subcritical system. 
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Fig. 12 Fission source ratios of -eigenvalue and keff-eigenvalue modes and time-source ratio 

in the deeply subcritical system. 
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Table 1 Three-group constants for UO2 fuel rod array and light water 

  UO2 fuel rod array  Light water 

Total cross 

section (cm
-1

) 

    0.29829 0.33207 

    0.83334 1.1265 

    1.6389 2.7812 

Fission cross 

section (cm
-1

) 

    0.0030586   

    0.0021579   

    0.056928   

Absorption 

cross section 

(cm
-1

) 

    0.003385 0.00030500 

    0.011895 0.00036990 

    0.086180 0.0182500 

Group transfer 

cross section 

(cm
-1

) 

  
    0.073843 0.10464 

  
    0.0 0.0 

  
    0.043803 0.097961 

Neutrons per 

fission 
   2.4   

Fission 

spectrum 

    0.878198   

    0.121802   

    0   

Neutron velocity 

(cm/s) 

   1.66743×10
9
 

   1.73734×10
7
 

   3.46850×10
5
 

 

 

Table 2 Elements of the fission matrix for    16.4 cm 

    0.99638 ± 0.00004     0.003646 ± 0.000004 

    0.003645 ± 0.000004     0.99633 ± 0.00004 

 

 

Table 3 Elements of the time source matrix for    16.4 cm 

     0.64944 ± 0.0041      0.35278 ± 0.0034 

     0.35441 ± 0.0034      0.64479 ± 0.0041 

 

 

Table 4 Elements of the time source matrix for    16.4 cm 

        0.53266 ± 0.0045         0.26255 ± 0.0038 

        0.26164 ± 0.0037         0.53801 ± 0.0048 

 

 

Table



Table 5 Fundamental and first higher-order mode eigenvalues for    16.4 cm 

    (s
−1

)    (s
−1

)      

k- −101.6 ± 0.3 −309.2 ± 0.2 0.99270 ± 0.00003 

 Time source −103.8 ± 0.6 ─ ─ 

 

 

Table 6 Fundamental and first higher-order mode eigenvalues by the k- method for    16.8 

cm 

    (s
−1

)    (s
−1

)            
*
 

k- 166.8 ± 0.3 −280.5 ± 0.2 0.99330 ± 0.00004 1.00597 ± 0.00003 
*
Eigenvalue    in Eq. (1) with    0. 

 

 

Table 7 Results of the time source method for    16.8 cm 

   (s
−1

)    (s
−1

) Dominance ratio Relative CPU 

time/source 

Relative FOM 

500 165.5 ± 1.3 0.427 1.00 1.00 

1000 164.8 ± 1.8 0.651 0.40 1.02 

2000 166.3 ± 1.3 0.804 0.18 1.01 

 

 

Table 8 Fundamental and first higher-order mode eigenvalues for    7 cm 

    (s
−1

)    (s
−1

)      

k- −5630.6 ± 0.1 −6910.7 ± 0.7 0.85706 ± 0.00004 

 Time source −5631.0 ± 0.8 ─ ─ 

 

 

Table 9 Dominance ratios by the three methods for    7 cm 

 Dominance ratio Remark 

k- 0.857       

Time source 0.814        

keff-eigenvalue 0.981                  

      = 0.61122 ± 0.00003  

        = 0.59935 ± 0.00003 
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