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Abstract

The advent of light sources has realized the availability of intense and ultrashort (∼10 femtosec-

onds) laser pulses in the wide wavelength regime ranging from THz to hard X-ray. Femtosecond

laser pulses have opened up new research fields of ultrafast electronic and structural dynamics in

light–matter interaction. Noble gas clusters are model systems for investigating light–matter inter-

action due to their characteristics of an isolated many-body system. It has been reported that a

cluster exposed to intense laser pulses is highly ionized and can form a nanoscale high-dense plasma,

nanoplasma. Elucidation of the mechanism of nanoplasma formation and corruption is important

for the understanding of light–matter interaction, and numerous researches of nanoplasma have been

conducted. Structure is a fundamental property of a matter and the static structure and structural

changes of a sample under light fields give insight into light–matter interaction. In the preceding

works, almost all information on nanoplasma has been deduced from ion and electron spectroscopy,

and the structural dynamic in nanoplasma is discussed indirectly with information on those mea-

surements.

X-ray free-electron laser (XFEL) sources recently developed provide intense and ultrashort X-ray

pulses, which enable investigation of the structure of nanoscale samples in the particle-by-particle

regime. XFEL pulses also allow imaging of the structural dynamics with high spatial and temporal

resolutions. The combination of the shot-by-shot imaging technique and other spectroscopies is ex-

pected to realize the study of light–matter interaction where characteristics of single targets and the

intensity of the incident pulses are controlled/specified. Recent studies using this scheme have re-

vealed unexpected structural dynamics in nanoplasma, however available information on structural

changes in nanoplasma is still limited. In this work, two experiments were carried out at the SPring-8

Ångstrom Compact free-electron LAser (SACLA) to establish the size- and structure-selective eval-

uation scheme at SACLA and to investigate atomic-scale structural changes in nanoplasma.

In the first experiment, sub-micron xenon (Xe) clusters were irradiated by XFEL pulses (5.5 keV)

with the peak fluence of 16 µJ/µm2 and diffraction images from the clusters were recorded in co-

incidence with fluorescence and ion signals for each FEL shot. The FEL fluence and cluster radii

extracted from each diffraction image had a clear correlation with the fluorescence and ion spectra,

which showed the validity of the size- and structure-selective evaluation scheme by using the pre-
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sented experimental setup.

In the second experiment, an intense near-infrared (NIR, 1.55 eV) pump laser pulse with the intensity

of 4×1016 W/cm2 heated a single nanoscale Xe cluster and a XFEL pulse (11 keV) with the intensity

of 4×1017 W/cm2 probed the state of the resulting nanoplasma. The time-resolved signals of Bragg

reflection from the nanoclusters showed that the crystalline order in a Xe cluster disappears from

its surface with maintaining the crystalline order of its inner core in nanoplasma transition driven

by the irradiation of a NIR pulse within a few hundred femtoseconds and that the observed local

disordering in nanoplasma is governed by plasma sound speed.

2



Contents

1 Introduction 11

2 Fundamental processes in light–matter interaction 16

2.1 Light-electron and light-atom interaction . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.1 Elastic scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.2 Photoexcitation, photoionization and following processes . . . . . . . . . . . . 24

2.1.3 Ionization under an intense field . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2 Interaction of light in the X-ray regime with extended objects . . . . . . . . . . . . . 27

2.2.1 Scattering by extended objects . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.2 Small-angle X-ray scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.3 Bragg scattering: coherent scattering by a crystal . . . . . . . . . . . . . . . . 29

2.3 Laser–cluster interaction: nanoplasma formation in the intense laser field . . . . . . 34

2.3.1 Wavelength dependence of nanoplasma formation . . . . . . . . . . . . . . . . 34

2.3.2 Size dependence of nanoplasma formation . . . . . . . . . . . . . . . . . . . . 35

2.3.3 Structural and electronic damage under laser field . . . . . . . . . . . . . . . 35

2.3.4 Exploration of structural dynamics of nanoplasma using coherent X-ray scat-

tering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3 Concepts of experimental apparatus 39

3.1 Free-electron laser source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.1.1 Brilliance: an indicator of light sources . . . . . . . . . . . . . . . . . . . . . . 39

3.1.2 X-ray emission in an undulator . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.1.3 SASE emission in a FEL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.1.4 SACLA: the first facility providing FEL pulses with sub-Å wavelength . . . . 43

3.1.5 FEL diagnostics in the experimental chambers . . . . . . . . . . . . . . . . . 47

3.2 Optical laser systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.3 Cluster generation and jet source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3.1 Rare gas clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3.2 Principle of cluster generation by adiabatic expansion . . . . . . . . . . . . . 50

3.3.3 Scaling law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.3.4 A pulsed cluster jet source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3



3.4 Ion time-of-flight spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.4.1 Principle of the ion time-of-flight spectroscopy . . . . . . . . . . . . . . . . . 56

3.5 X-ray photon detector (MPCCD sensor) . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.6 Signal and data processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.6.1 Timing chart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.6.2 Configuration of the data acquisition system . . . . . . . . . . . . . . . . . . 61

4 Results and discussion I:

Multi-spectroscopic study of single Xe clusters using XFEL pulses 62

4.1 Experimental setups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.1.1 XFEL pulses and X-ray optics . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.1.2 The cluster source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.1.3 Experimental chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.1.4 Adjustment of the position and timing . . . . . . . . . . . . . . . . . . . . . . 67

4.1.5 Ion TOF spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.1.6 MPCCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.1.7 Experimental parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2 Preprocessing of experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.2.1 Extraction of “hit” images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.2.2 Correction of baseline of MPCCD sensors . . . . . . . . . . . . . . . . . . . . 71

4.2.3 Background correction of fluorescence spectra . . . . . . . . . . . . . . . . . . 71

4.2.4 Baseline correction of TOF spectra . . . . . . . . . . . . . . . . . . . . . . . . 72

4.3 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.3.1 Extraction of the cluster size and the FEL fluence . . . . . . . . . . . . . . . 73

4.3.2 Extraction of the number and the photon energy of florescence photons . . . 76

4.3.3 Assignment of charge states and the kinetic distributions by using SIMION . 77

4.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.4.1 SAXS signals and properties of clusters . . . . . . . . . . . . . . . . . . . . . 81

4.4.2 Fluorescence spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.4.3 TOF spectra of Xe ions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.5 Summary of results and discussion I . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5 Results and discussion II:

Ultrafast structural dynamics of nanoparticles in intense laser fields 89

5.1 Experimental setups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.1.1 Laser sources and X-ray optics . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.1.2 The cluster source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.1.3 Experimental chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.1.4 Adjustment of the position and timing . . . . . . . . . . . . . . . . . . . . . . 95

5.1.5 Ion TOF spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4



5.1.6 MPCCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.1.7 Experimental parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.2 Preprocessing of experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.2.1 Extraction of “hit” images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.2.2 Calibration of the delay time with the temporal jitter . . . . . . . . . . . . . 100

5.3 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.3.1 Determination of the center of image . . . . . . . . . . . . . . . . . . . . . . . 102

5.3.2 Extraction of the parameters of a Bragg spot . . . . . . . . . . . . . . . . . . 102

5.3.3 Analysis of ion TOF spectrum (NIR irradiation only) . . . . . . . . . . . . . 104

5.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.4.1 Distribution of Bragg spots: virtual powder diffraction . . . . . . . . . . . . . 105

5.4.2 Assignment of Bragg spots: crystalline structure of Xe clusters in their neutral

state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.4.3 Temporal development of the “hit rate” of Bragg spots . . . . . . . . . . . . . 107

5.4.4 Temporal development of the lattice constant of Xe nanocrystals . . . . . . . 108

5.4.5 Data filtering for further discussion . . . . . . . . . . . . . . . . . . . . . . . . 109

5.4.6 Temporal development of the intensity and the width of Bragg spots . . . . . 109

5.4.7 How local disordering proceeds during/after nanoplasma formation? . . . . . 110

5.4.8 Surface disorder model and the temporal evolution of the core radius . . . . . 113

5.4.9 Interpretation of the experimental results . . . . . . . . . . . . . . . . . . . . 114

5.5 Summary of results and discussion II . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6 Summary and outlook 117

6.1 Review of the present work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.2 Future perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5



List of Figures

1.1 Simulative snapshots of the atomic-scale corruption of a protein sample under a single

hard X-ray laser pulse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.2 Small-angle X-ray scattering experiments on individual xenon clusters at LCLS . . . 13

1.3 Temporal evolution of the electron density in nanoplasmas generated from Xe clusters

irradiated by NIR laser pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1 Photon cross sections in carbon and xenon . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2 A schematic of scattering by a free electron . . . . . . . . . . . . . . . . . . . . . . . 20

2.3 Frequency dependence of the cross section of a bound electron . . . . . . . . . . . . 23

2.4 Schematics of Auger decay, Coster-Kronig decay and fluorescence emission of a core-

ionized atom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.5 The wavelength dependence of the dominant ionization mechanism . . . . . . . . . . 26

2.6 Schematics of field ionization, multi-photon ionization, and inner-core ionization . . 26

2.7 A schematic layout of a SAXS experiment . . . . . . . . . . . . . . . . . . . . . . . . 28

2.8 Schematics of a real lattice and its reciprocal lattice . . . . . . . . . . . . . . . . . . 30

2.9 A schematic of the reflection of an incident photon field by a pair of planes composed

of atoms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.10 A schematic of the Ewald sphere construction in 2D . . . . . . . . . . . . . . . . . . 32

2.11 A schematic of nanoplasma formation and its development . . . . . . . . . . . . . . . 34

2.12 X-ray pump–X-ray probe SAXS experiment on Xe clusters at LCLS . . . . . . . . . 37

2.13 An X-ray pump–X-ray probe WAXS experiment on Xe clusters at LCLS . . . . . . . 38

3.1 The peak brilliance vs the photon energy plots of some current and future synchrotron

and SASE light sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2 Schematics of several X-ray generating methods using magnets . . . . . . . . . . . . 41

3.3 A schematic of microbunching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.4 A schematic of the slippage of the light wave with respect to the electron beam in an

undulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.5 A schematic of the accelerator of SACLA . . . . . . . . . . . . . . . . . . . . . . . . 44

3.6 An overview of the optical system of BL3 at SACLA . . . . . . . . . . . . . . . . . . 45

6



3.7 An overview of the X-ray optical system from the downstream side of OH to EH2 at

BL3 of SACLA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.8 The arrival timing monitor and the dispersive spectrometer . . . . . . . . . . . . . . 46

3.9 A schematic of KB mirrors and the deployment of KB mirrors in SACLA . . . . . . 47

3.10 Photographs of the position monitors . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.11 A schematic of the optical laser system implemented in SACLA . . . . . . . . . . . . 48

3.12 A schematic of a supersonic gas expansion into the vacuum . . . . . . . . . . . . . . 52

3.13 Experimentally observed distributions of cluster sizes . . . . . . . . . . . . . . . . . . 54

3.14 Schematics of a solenoid pulse valve and an attachment nozzle . . . . . . . . . . . . 55

3.15 A schematic diagram of a test TOF spectrometer . . . . . . . . . . . . . . . . . . . . 57

3.16 Quantum efficiency and photographs of MPCCD sensors . . . . . . . . . . . . . . . . 58

3.17 A timing chart of the trigger, the cluster jet pulses, the XFEL pulses and the NIR

pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.18 A schematic of data flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.1 A schematic diagram of the experimental setup used in the first experiment . . . . . 63

4.2 A photograph of the entire apparatuses . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.3 The photon energy spectrum of XFEL pulse measured for the experiment . . . . . . 64

4.4 Cluster source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.5 Schematics of the chambers and the pumping system . . . . . . . . . . . . . . . . . . 66

4.6 Photographs of the source chamber and the second skimmer . . . . . . . . . . . . . . 66

4.7 Ion TOF spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.8 A typical DN distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.9 A schematic of the procedure for baseline correction of the MPCCD images . . . . . 71

4.10 Typical histograms of CCD count of images of single MPCCD sensors . . . . . . . . 72

4.11 Baseline correction of ion TOF spectra . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.12 The summed-up diffraction image and a Friedel centrosymmetry map . . . . . . . . 74

4.13 A schematic of detection of scattering photons by a planar detector . . . . . . . . . . 75

4.14 A schematic of calculation of radial profiles . . . . . . . . . . . . . . . . . . . . . . . 76

4.15 A typical simulation result of ion trajectories with SIMION . . . . . . . . . . . . . . 77

4.16 Acceptance angles and KEx-tT OF curves for Xe ions . . . . . . . . . . . . . . . . . . 78

4.17 A typical result of the fitting to a TOF spectrum . . . . . . . . . . . . . . . . . . . . 80

4.18 Characteristic results of the multi-spectroscopic measurements . . . . . . . . . . . . 82

4.19 Characteristic SAXS images observed in the experiment . . . . . . . . . . . . . . . . 83

4.20 The 2D electron density map reconstructed by using a refinement method . . . . . . 83

4.21 Radial profiles and distributions of cluster radius . . . . . . . . . . . . . . . . . . . . 84

4.22 Correlation maps between the observables obtained from fluorescence spectra and

SAXS images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.23 Ion TOF spectra of Xe clusters with various sizes and XFEL fluences . . . . . . . . . 86

7



4.24 XFEL fluence dependence on the charge state of Xe ions. . . . . . . . . . . . . . . . 87

5.1 A schematic diagram of the experimental setup . . . . . . . . . . . . . . . . . . . . . 90

5.2 Photographs of the experimental chamber and its interior . . . . . . . . . . . . . . . 91

5.3 The photon energy spectrum of XFEL pulse . . . . . . . . . . . . . . . . . . . . . . . 92

5.4 Photographs of instruments installed along the XFEL and NIR paths to perform the

experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.5 Photographs of the cluster source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.6 Schematics of the chambers and the pumping system . . . . . . . . . . . . . . . . . . 95

5.7 Close-up photographs of the installed instruments . . . . . . . . . . . . . . . . . . . 96

5.8 Ion TOF spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.9 SWD octal MPCCD sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.10 The histograms of the number of Bragg spots observed in the hit images for pristine

clusters and for all images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.11 Calibration of the temporal jitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.12 The positions of Bragg spots from the GaAs crystal . . . . . . . . . . . . . . . . . . 102

5.13 A typical result of 2D Gaussian fitting to Bragg spots . . . . . . . . . . . . . . . . . 103

5.14 The averaged ion TOF spectrum from Xe clusters under the irradiation of the NIR

pulses with the intensity of 4 × 1016 W/cm2 . . . . . . . . . . . . . . . . . . . . . . . 104

5.15 An accumulated diffraction image and a typical image of a Bragg spot . . . . . . . . 105

5.16 A radial distribution of Bragg spots from pristine Xe clusters . . . . . . . . . . . . . 106

5.17 Temporal development of the hit rates for each Bragg reflection . . . . . . . . . . . . 107

5.18 Temporal development of the momentum transfer of the Bragg spots at the position

of fcc (111) reflection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.19 A schematic of the X-ray scattering under distributions in the cluster size and the

XFEL intensity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.20 Delay dependence of the profiles of Bragg spots from fcc (111) reflection . . . . . . . 110

5.21 Three models to investigate for interpretation of the experimental observation . . . . 111

5.22 Results of the simulation using the three models . . . . . . . . . . . . . . . . . . . . 112

5.23 Temporal evolution of the core radius of a Xe crystal and a scheme of cluster disordering114

8



List of Tables

2.1 The relative yields of Coster-Kronig decay and fluorescence emission for a L-shell-

vacant Xe atom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.1 Typical parameters of the electron beam and the X-ray pulse of SACLA . . . . . . . 44

3.2 Typical radiation parameters of BL3 at a photon energy of 10 keV . . . . . . . . . . 46

3.3 Lennard-Jones parameters for rare gas atoms . . . . . . . . . . . . . . . . . . . . . . 49

3.4 Characteristic constant of rare gas atoms . . . . . . . . . . . . . . . . . . . . . . . . 53

3.5 Specification and typical performance of an MPCCD module . . . . . . . . . . . . . 59

4.1 Specification of vacuum pumps used in the experiment . . . . . . . . . . . . . . . . . 65

4.2 List of the voltages applied to the electrodes and the detector . . . . . . . . . . . . . 67

4.3 List of experimental parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.4 The statistics of the SAXS images having the signals from clusters . . . . . . . . . . 71

4.5 The statistics of the SAXS images in terms of their pattern types . . . . . . . . . . . 82

5.1 Specification of pumps used in the experiment . . . . . . . . . . . . . . . . . . . . . . 95

5.2 List of the voltages applied to the components of the spectrometer . . . . . . . . . . 96

5.3 List of experimental parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.4 List of the values used for the HitFinding . . . . . . . . . . . . . . . . . . . . . . . . 100

9



10



Chapter 1

Introduction

Since the discovery of X-rays at the end of the 19th-century [1], the fundamental organization of mat-

ter has been explored much more profoundly by using the X-ray diffraction techniques. By Laue’s

and Bragg’s contributions, X-rays have also enabled us to understand the fundamental aspects of

atoms and crystals [2, 3]. On the other hand, the progressive development of laser technology over

the last decades has enabled to explore the characteristics and timescales of dynamics in various

chemical/physical processes. Recent progress in free-electron lasers (FELs) and high-order har-

monic generation (HHG) lasers allows us to study with shorter wavelength lasers up to the X-ray

spectral regime. For the sake of the pulse duration getting shorter and the intensity higher, recent

laser pulses allow for coincident analyses of structure and properties which combine diffraction and

spectroscopies, and new research fields such as femtochemistry [4] and attosecond science [5] have

opened up.

The advent of short-wavelength FELs has enabled to study the structure and dynamics of various

forms of matter ranging from atoms [6–9] and molecules [10–13] to condensed matter [14–16]. FELs

deliver highly intense and ultrashort pulses in the wide spectral regime from ultraviolet (UV) to

hard X-ray [17–19]. Especially, X-ray free-electron laser (XFEL) sources have provided new oppor-

tunities to study the structure of single particles with the femtosecond (fs) time resolution and the

atomic spatial resolution, based on the diffraction-before-destruction scheme [20]. Fig. 1.1 shows

the results of a simulation on the temporal development of the structure of a protein induced by a

single X-ray (12 keV) pulse. The internal structure of the sample remains during the irradiation of

the X-ray pulse when a single X-ray pulse with a duration of a few fs is introduced. This simula-

tion shows the validity of the diffraction-before-destruction scheme by the ultrashort X-ray pulses.

Intense and short X-ray pulses delivered from XFEL sources, therefore, enable investigations of the

structure of nanoscale samples and biomolecules [21–25] in the particle-by-particle scheme. The

diffraction-before-destruction scheme also allows for observation of transient changes in the struc-

ture of a sample in its highly excited state, and the study of ultrafast dynamics in laser–matter

interaction by using this scheme has become an active field.
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Figure 1.1: Simulative snapshots of the atomic-scale corruption of a protein sample under a single
hard X-ray laser pulse. The components of the target protein quickly start to disintegrate each other
under the X-ray irradiation but the structure remains in a case where the incident X-ray pulse has
a duration of a few femtoseconds. This result shows that the pristine structure of the target can be
taken by using ultrashort X-ray pulses before destruction. From [20]. Reprinted with permission
from Nature Publishing Group.

While XFEL pulses opened the opportunities for taking snapshots of single particles, chemical/physical

processes in a matter under an intense laser field in the X-ray spectral regime have also been in-

vestigated. For the study of the fundamental aspects of laser–matter interaction, atomic clusters

have been regarded as simple models. Especially rare gas clusters are often used due to their char-

acteristics. First, they can be easily generated by adiabatic expansion through a nozzle. Second,

their size is tunable by changing the pressure and temperature. Third, they are isolated systems

with bulk density. Today, the properties and responses of clusters in intense laser fields have been

widely studied experimentally by using methods including charged-particle spectroscopy [26–40],

fluorescence spectroscopy [41, 42], and X-ray diffraction [43–50], as well as theoretically [51–56].

Early experimental studies of laser–cluster interaction using FELs started with ion spectrometry.

In the first study carried out at the Free-Electron Laser in Hamburg (FLASH) [28], unexpected

energetic ion emissions were observed from xenon (Xe) clusters exposed to the vacuum ultraviolet

(VUV) laser pulses (12.7 eV) with the intensity up to 7 × 1013 W/cm2. This was interpreted as

that a Xe cluster got highly excited via ionization and the following heating under irradiation of the
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VUV pulses and finally became a nanoscale plasma with the bulk-like electron density, often called

nanoplasma, which has been intensely studied in the research field using the intense near-infrared

(NIR) laser [26, 27]. This study invoked a discussion regarding the dynamics in clusters. Many

works have been carried out using the ion [9, 29–32, 35] and electron [33, 34, 36, 37, 40] spectra

obtained by averaging over the ensemble of FEL shots. However, recent works [57, 58] revealed that

the properties of individual clusters are smeared out by the accumulation of spectra. It is because

of the laser profile as well as the size distribution and structural isomers of clusters originating from

the generation methods. So experimental techniques allowing for studies without such averaging

are necessary for deeper insights into the laser–matter interaction.

A combination of single-shot imaging with spectroscopies has a possibility of the study of the laser–

matter interaction. Single-shot imaging technique gives information on sample such as size and shape

as well as the intensity of the irradiated laser pulses [43–49, 59]. This selective multispectroscopy

has recently been demonstrated at the Linac Coherent Light Source (LCLS) [46] using soft X-ray

FEL pulses (800 eV). Fig. 1.2(a) shows a schematic of the experimental setup and some single-shot

small-angle X-ray scattering (SAXS) images from single Xe clusters and Fig. 1.2(b) shows a result

of the multispectroscopic measurement with diffractive imaging. This study succeeded in observing

the non-linear increase of the dominant charge state of Xe ions generated after the irradiation of a

single X-ray pulse by sorting and filtering the dataset with the cluster size and the field intensity at

the actual reaction point extracted from the single SAXS images. They demonstrated the effective-

ness of the combination of spectroscopies with the single-shot diffractive imaging. Development of

the multispectroscopic experimental apparatus in the hard X-ray spectral regime is the first topic

of this thesis.

Figure 1.2: Small-angle X-ray scattering experiments on individual xenon clusters at 800-eV photon
energy. (a) A schematic of the experimental setup and characteristic scattering images. From the
scattering images, the cluster size and the FEL intensity at the actual reaction point could be
determined. (b) FEL intensity dependence of the dominant and average charge states. The dashed
lines are the guide for the eyes. From [46]. Reprinted with permission from the American Physical
Society (APS).
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Pump-and-probe techniques with FELs allow one to investigate the temporal development of the

nanoplasma with high temporal resolution down to a few tens of fs. The firstly reported experiment

pursuing the structural changes in nanoplasma expansion with diffractive imaging was conducted

at LCLS [48]. Xe clusters with the radii of 15–20 nm were irradiated by single NIR laser pulses

(1.55 eV) with the intensity of 2 × 1015 W/cm2, and the diffraction patterns from the irradiated

clusters were collected with soft X-ray FELs (1.55 keV). Fig. 1.3 shows the temporal evolution of

the electron density of Xe clusters obtained from the collected diffraction patterns. Within a few

hundred fs, the intensity of the diffraction patterns decreased from the larger momentum transfer q

and the local minima of the radial profiles shifted to larger q. The loss and shift could be explained

by a surface softening of the electron density of the clusters, which is predicted by a theoretical

calculation with hydrogen clusters [55] in the NIR regime and that with nanoscale carbon spheres

[60] in the hard X-ray regime. From these studies, one can infer that a nanoplasma generated from

a Xe cluster under irradiation of the NIR laser pulses starts to expand initially from its outer layer

and its inner core shrinks. The SAXS studies introduced above give an insight into nanoplasma

development in terms of the changes of the electron density, but how the local structure, or the

local order, in the target is changed under irradiation of intense laser pulses is unclear. To figure

out this point, a pioneering work of an X-ray pump–X-ray probe study with a wide-angle X-ray

scattering (WAXS) technique was carried out at LCLS [61, 62] and the authors insisted on a sudden

lattice contraction in Xe nanocrystals after the XFEL irradiation. These studies have shown the

effectiveness of the pump-and-probe diffractive imaging as well as the ultrafast structural changes

in highly excited atomic clusters, but following questions are unsolved: how is the local order in a

crystal changed under irradiation of intense laser pulses and how can it be understood?

In this work, experimental approaches combining imaging and spectroscopies were developed and

the static structure and dynamic structural changes in clusters under the NIR laser field were

investigated. In the first experiment, analysis of the scattering patterns determines the cluster

radius and the actual XFEL fluence for each shot, with which one can select ideal data sets. The

structural information on the single clusters extracted from the diffraction images gives an insight

into the growth process of rare gas clusters in adiabatic expansion. By sorting the signals from the

ion and fluorescence spectroscopies by the cluster size and the XFEL fluence, this work succeeded in

finding clear correlations between these signals. In the second experiment, Bragg spots from single

Xe clusters were collected and the ultrafast structural dynamics in nanoplasma development was

discussed based on the observables obtained from the Bragg spots and ion signals. The intensity

and width of the Bragg spots show a clear correlation with the delay time after the NIR irradiation,

from which a non-uniform loss of the crystalline order in a Xe cluster was made clear. Including the

above-described findings, this work explores answers for the following questions:

• How effective the multispectroscopy using single-shot diffractive imaging is for investigation

of the structure and dynamics of nanoscale samples under intense laser pulses?
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Figure 1.3: Temporal evolution of the electron density in nanoplasmas generated from Xe clusters
irradiated by NIR laser pulses. The decrease of the intensity and the shift of their local minima of
diffractive images shown in the right panel are well explained by a surface softening model shown
in the left and center panels. From [48]. Reprinted with permission from Nature Publishing Group.

• How is the local structure of nanoscale crystals changed after the irradiation of NIR laser

pulses?

• What are the time scales of the changes in the local structure of crystals induced under the

NIR irradiation?

This thesis is organized as follows. Chapter 2 summarizes fundamental processes in light–matter

interaction that are used throughout this work. Chapter 3 describes fundamentals in experimental

aspects especially focusing on FELs and rare gas clusters. Chapter 4 presents the results of multi-

spectroscopic study using single-particle coherent diffractive imaging (CDI) at SACLA. Chapter 5

presents an application of the experimental scheme developed on the basis of the knowledge from the

first experiment, where the structural dynamics in nanoplasma on the atomic scale was investigated

by the time-resolved diffractive imaging at SACLA. Chapter 6 finally summarizes the present work

and future perspectives.
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Chapter 2

Fundamental processes in

light–matter interaction

This chapter summarizes the fundamental concepts of the light–matter interaction. We will focus

on the processes in the optical regime and overview those in the X-ray regime. Firstly, photon

scattering, absorption, and following processes by an electron and an atom are introduced. Secondly,

the discussion is developed to extended objects, especially nanoscale particles and clusters. The line

of the discussion in this chapter follows the books of Thompson, X-ray data booklet [63], Bohren and

Huffman, Absorption and scattering of light by small particles [64], and Als-Neilsen and McMorrow,

Elements of Modern X-ray Physics [65].

2.1 Light-electron and light-atom interaction

When a photon interacts with an atom, the photon is absorbed or scattered by one of the electrons

bound to the atom. The processes after/on absorption are categorized into the followings:

• Photoexcitation: the electron goes up to the upper level of the energy state of the atom.

• Photoionization: the electron is ejected into the continuum

• Pair production: an elementary particle and its antiparticle are created (e.g. electron and

positron).

• Photonuclear absorption: the nucleus of the atom absorbs the photon and another photon or

neutron is emitted.

The scattering of a photon can be classified into two types in terms of the change of photon energy

after interaction:

• Elastic/Coherent scattering: the photon is scattered without energy transfer to the electron.

• Inelastic/Compton scattering: the photon transfers its energy to the electron, resulting in the

loss of energy of the scattered photon.
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The frequency (probability) of these processes is often described as the cross section [63]. Fig. 2.1

shows photon cross sections in carbon and xenon (Xe) as functions of photon energy. As shown

in both carbon and Xe, pair production and photonuclear absorption are important typically in

the photon-energy range over 1 MeV [63]. Therefore, the dominant effects for the interaction with

photons with a few keV energy are photoexcitation, photoionization and scattering. The following

subsections describe three processes related to the main experiments of this thesis on the following

order: elastic scattering, photoexcitation, and photoionization.

Figure 2.1: Photon cross sections in carbon (a) and xenon (b) as functions of photon energy hν.
In each figure, σtot: total cross section, τ : photoeffect (photoionization + photoexcitation), σcoh:
coherent scattering, σincoh: incoherent scattering, κn, κe: pair production. The data set is obtained
from [66] (0.1 keV ≤ hν ≤ 1 MeV; used with permission from Elsevier) and [67] (1 MeV ≤ hν ≤ 100
GeV; used with permission from AIP Publishing).

2.1.1 Elastic scattering

Elastic scattering by an electron/atom has been discussed not only in the classical-mechanical picture

but also in the quantum-mechanical picture. Though it can be treated accurately in the quantum-

mechanical picture, the elastic scattering of photon will be discussed in the classical-mechanical

picture in this section because the classical approach gains a fundamental and intuitive insight into

the elastic scattering by an electron or an atom.

Propagation of an electromagnetic field: starting from Maxwell’s equations

It is reasonable and usual that the discussion of the propagation of an electromagnetic field starts

from Maxwell’s equations. Maxwell’s equations consist of four fundamental laws, which are given
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by the following (in MKS units) [64]:

∇ · D(r, t) = ρ(r, t), (2-1)

∇ · B(r, t) = 0, (2-2)

∇ × E(r, t) = −∂B
∂t

(r, t), (2-3)

∇ × H(r, t) = ∂D
∂t

(r, t) + J(r, t), (2-4)

where E is the electric field vector, D is the electric displacement vector, H is the magnetic field

vector, B is the magnetic induction, J is the current density, and ρ is the charge density. The

electric displacement D and the magnetic induction B in a material can be described as follows:

D = ϵ0E + P, (2-5)

B = µ0(H + M), (2-6)

where P is the electric polarization and M is the magnetic polarization of a material induced by

the external electromagnetic field.

No sources: planer wavefield: Consider firstly the situation where the wavefield propagates in vac-

uum. P ≡ 0 and M ≡ 0 in this situation. By combining Maxwell’s equations and using the

mathematical relation ∇ × ∇ × A = ∇(∇ · A) − ∇2A (A is an arbitrary vector), one can derive an

extensive form of the vector wave equation for the electric field:

(︃
∂2

∂t2 − c2∇2
)︃

E(r, t) = 0, (2-7)

where c is the speed of light in vacuum and given by the following expression:

c = 1/
√

µ0ϵ0.

In this expression, ϵ0 and µ0 are the permittivity and permeability in vacuum, respectively. The

solution of Eq. 2-7 can be given by a planer field:

E(r, t) = E0e−i(k·r−ωt), (2-8)

where k and ω satisfy a dispersion relation c|k| = ω. This result simply shows that the electromag-

netic field propagates in vacuum with the phase velocity vp = c.

One can infer the propagation of the electromagnetic wave in a matter from the above result. When

an electromagnetic field propagates in the material, its vp is given by 1/
√

ϵµ, where ϵ and µ are

the permittivity and permeability of the material, respectively. Using the ordinal expression of the

refractive index n = √
ϵµ/

√
µ0ϵ0, vp is equal to c/n.
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The refractive index can be treated as the complex, n can be written as n = n1 + in2. Its real part

(n1) and imaginary part (n2) are related to the phase shift and attenuation, respectively. One can

see these relationships by simple consideration like the below. Consider the situation that the planar

wavefield propagates through the material in the z-direction. Then the wavefield can be written by

E(z, t) = E0e−iω(t−z/c)eiω(n1−1)z/ce−ωn2z/c,

where the dispersion relation in the material ω = kvp = kc/n was used. The above result shows

that the wavefield after propagating the distance z is phase-shifted by ω(n1 − 1)z/c and attenuated

by e−ωn2z/c. Especially in the X-ray regime, the refractive index is slightly different from 1, so the

refractive index is usually expressed as follows:

n = 1 − δ + iβ. (2-9)

Using this expression and the relation between the frequency and the wavelength, ω = 2πc/λ, the

wavefield discussed above is rewritten by

E(z, t) = E0e−iω(t−z/c)e−i 2πδ
λ ze− 2πβ

λ z. (2-10)

Scattering field by a moving charged particle: Secondly, consider the situation where the planer

wavefields propagate in the existence of a moving particle with the charge Q. In this situation, the

particle oscillates in the field and makes another electric field, which is equivalent to the scattering

field of the incident planar wave. An extension of this situation is exactly one of the scattering

experiments, where the incident photon pulses can be taken as planer wave pulses at the reaction

points and scattered by the multi-electron system. Like the case of vacuum, the corresponding

wave equation can be deduced from Maxwell’s equations by using and leaving the source J and ρ,

resulting in the following equation:

(︃
∂2

∂t2 − c2∇2
)︃

E(r, t) = − 1
ϵ0

[︃
∂J(r, t)

∂t
+ c2∇ρ(r, t)

]︃
. (2-11)

From Eq. 2-11, the electric field by a moving charged particle can be derived as the following form:

E(r, t) = Q

4πϵ0c2
n × {n × v̇(r, t − r/c)}

r
, (2-12)

where n ≡ r/|r| is the normal vector of r and v̇ is the acceleration of the particle. Eq. 2-12 shows

that the scattered field by a moving charged particle depends on its acceleration, which can be

obtained from the equation of motion.
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Scattering field by a free electron

A free electron under an electromagnetic field feels the Lorentz force:

FLorentz(r, t) = −e (E(r, t) + v(r, t) × B(r, t)) , (2-13)

where v is the velocity if the free electron. The second term of the Lorentz force is negligible under

the non-relativistic condition (|v| ≪ c). Using the equation of motion mev̇ = FLorentz (me is the

mass of an electron), the scattering field by an electron at r = 0 can be given by

Efree(r, t) = −|E| sin Θ e2

4πϵ0mec2
e−iω(t− r

c )
r

k
|k|

, (2-14)

where Θ is the angle between the polarization direction of E and the scattering direction k/|k|. The

first fraction part of the right side of Eq. 2-14 above is well known as the classical electron radius:

re = e2

4πϵ0mec2 . (2-15)

Figure 2.2: A schematic of scattering by a free electron. θ and ϕ are the azimuthal and polar angles
in the polar coordinate, respectively.

Scattering field by a bound electron

An electron bound to an atom is often modeled by an oscillator, the electron oscillates around the

atom with a frequency. This model is called the Lorentz oscillator model and the combination of

the model and Eq. 2-12 gives insight into the scattering by an electron bound to an atom in the

semi-classical picture. Assuming the atom is located on the origin of the real space, the equation of

motion by the Lorentz model can be described as

mev̇ = FLorentz − meγdampv − meω2
resr, (2-16)
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where γdamp is a damping rate and ωres is the oscillation frequency of the bound electron. Assuming

that the external field is a plane wave E = E0e−iωt, the solution of Eq. 2-16 has the form r = r0e−iωt

and r0 is given by the following:

r0 = eE0

me

1
ω2 − ω2

res + iγdampω
. (2-17)

The acceleration can be easily calculated:

v̇ = − ω2

ω2 − ω2
res + iγdampω

E0e−iωt, (2-18)

and the scattered field can be written as

Ebound(r, t) = −|Ei| sin Θ ω2

ω2 − ω2
res + iγdampω

re

r
e−iω(t− r

c ) k
|k|

. (2-19)

Scattering field by an atom, the atomic form factor

Scattering by an atom can be simply modeled by an extension of the Lorentz oscillator model. From

this simple approximation, one can see the basic properties of scattering by an atom. In the semi-

classical-mechanical picture, the electron density of an electron can be expressed as ρ(r) = δ(r−r0),

where r0 is the coordinate of the electron. Then the electron density of an atom can be given by

the summation:

ρ(r, t) =
Z∑︂

j=1
δ(r − rj(t)), (2-20)

where Z is the total number of electrons bound to the atom and rj is the coordinate of the j-

th electron. The scattered field can be expressed as the superposition of scattered fields by each

electron bound to the nucleus. Scattered fields by electrons have different phases due to the different

scattering points (coordinates) of each electron. The phase difference of the j-th electron can be

expressed as −q · ∆rj , where q ≡ k − k0 is the difference of the wave vector of scattered field from

that of the incident field, called the scattering vector (the momentum transfer), and ∆rj = rj −ratom

is the relative coordinate of the j-th electron to the nucleus. Including the phase difference, the

scattered field by an atom is given in the following form:

E(r, t) = −|Ei| sin Θ

⎛⎝ Z∑︂
j=1

ω2e−iq·∆rj

ω2 − ω2
res,j + iγdamp,jω

⎞⎠ re

r
e−iω(t− r

c ) k
|k|

. (2-21)

Atomic form factor: From Eq. 2-21, one can obtain the so-called atomic form factor1 [68]:

f(q, ω) =
Z∑︂

j=1

ω2e−iq·∆rj

ω2 − ω2
res,j + iγdamp,jω

. (2-22)

1Atomic form factor is often referred to as atomic scattering factor.
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Using the atomic form factor, the scattered field by an atom can be also expressed as follows:

E(r, t) = −|Ei| sin Θf(q, ω)re

r
e−iω(t− r

c ) k
|k|

. (2-23)

The atomic form factor can be separated into the real and imaginary parts [65, 68]: f(q, ω) =

f ′(q, ω) + if”(q, ω). The atomic form factor is related to the refractive index of materials. If a

material is composed of N atoms whose atomic form factors are fj(q, ω), then its refractive index

n can be expressed by using the forward atomic form factor fj(0, ω):

n = 1 − δ + iβ = 1 − re

2π

N∑︂
j=1

fj(0, ω). (2-24)

This relation shows that the real part of the atomic form factor is related to the phase shift δ and

the imaginary part is related to attenuation β.

Differential scattering cross section

The differential scattering cross section is defined by the following [65]:

dσ

dΩ(Ω) ≡ The power of field scattered to the direction Ω
The power of the incident field = Pscatr

2

Pinc
(2-25)

The Poynting vector, S ≡ E × H, represents the energy flow by an electromagnetic field [64], and is

useful to calculate the power of the electromagnetic field. The power of the electromagnetic field P

is given by the inner product of its direction and Poynting vector: P = S · k/|k|. Assuming that a

planer wavefield Einc = |E0|eik0·r−ωtk0/|k0| is used as the incident field, which is the most popular

case of the experiments using electromagnetic beam, the differential scattering cross section of a free

electron is obtained by using Eq. 2-14 and has the following form:

dσ

dΩ(Ω) = r2
e sin2 Θ. (2-26)

Using Eq. 2-19, the differential scattering cross section of a bound electron is expressed as

dσ

dΩ(Ω) = r2
e sin2 Θ ω4

(ω2 − ω2
res)2 + γ2

dampω2 . (2-27)

sin2 Θ is often called the polarization factor and can be expressed by using the polar angle and

azimuthal angle (defined in Fig. 2.2):

sin2 Θ = 1 − sin2 2θ cos2(ϕ − φ). (2-28)

Similarly, the differential cross section of an atom can be given by the following:

dσ

dΩ(Ω) = r2
e |f(q, ω)|2 sin2 Θ (2-29)
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The total cross section of a free electron is given by the integral of Eq. 2-26:

σfree = 8π

3 r2
e ≡ σT homson (2-30)

This cross section is well known as the Thomson cross section and does not depend on the frequency

of the incident field. Similarly, the total cross section of a bound electron is

σbound = σT homson
ω4

(ω2 − ω2
res)2 + γ2

dampω2 (2-31)

→

⎧⎨⎩ σT homson (ω ≫ ωres)

σT homson

(︂
ω

ωres

)︂4
(ω ≪ ωres and ωres ≫ γdamp)

. (2-32)

Eq. 2-31 is strongly dependent on the frequency of the incident field. Fig. 2.3 shows the profile of

Eq. 2-31. One can interpret the behavior of the cross section of a bound electron as follows:

• The cross section has its maximum peak at ω = ωres and the width of the peak is given by

γdamp/2.

• The cross section approaches the cross section of Thomson scattering for ω ≫ ωres, which

suggests that electrons under a high-frequency field can be treated as free electrons.

• The cross section reduces to the cross section for Rayleigh scattering for ω ≪ ωres under the

condition of ωres ≫ γdamp.

Figure 2.3: Frequency dependence of the cross section of a bound electron. The formula of the
plotted curve is given by Eq. 2-31. Here γdamp is assumed to be 0.1ωres.
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2.1.2 Photoexcitation, photoionization and following processes

Photoexcitation or photoionization occurs when a photon is absorbed by an atom. Photoexcitation

is the phenomenon where one electron in a certain energy state goes up to the higher energy state

after absorbing a photon. Photoionization is the phenomenon where one electron gain energy by

absorbing a photon and goes up to the continuum state, that is, the electron is released from the

bind of the atom. As shown in Fig. 2.1, the cross section of photoionization is strongly dependent

on the photon energy of the absorbed photon, and this is also true of photoexcitation. In most

elements, the ionization energy of the valence electrons is on the order of ten electron volts (eV),

that is, a single photon in the VUV regime can ionize valence electrons. On the other hand, the

ionization energy of the core electrons is on the order of a hundred eV, and the photons in the X-ray

regime can ionize electrons in the core electronic shell of the atom.

When a core electron is ionized, the resulting ion has core vacancy and is not in the minimal energy

state. So certain relaxation occurs in the core-vacancy ion. There are the following relaxation

processes: Auger decay, Coster-Kronig decay, and fluorescence emission. These three processes of

relaxation are depicted in Fig. 2.4. The energy relaxation sequentially occurs until the core-ionized

ion reaches the final state (the energetically favorable state). The possibility of the occurrence of

the above processes depends on elements and vacancy shells. Tab. 2.1 shows the relative yields of

Coster-Kronig decay and fluorescence emission for a L-shell-vacant Xe atom [69].

Table 2.1: The relative yields of Coster-Kronig decay (fi,j) and fluorescence emission (ωi) for a
L-shell-vacant Xe atom. Xe atom has three levels for the L shell (L1, L2, L3). fi,j corresponds to
the Coster-Kronig yield for radiationless transitions between Li and Lj levels. Note that the sum
of the relative yields for all decay processes including Auger decay is unity. From [69]. Reprinted
with permission from AIP Publishing.

Type Fluorescence Coster-Kronig
Symbol ω1 ω2 ω3 f1,2 f2,3 f2,3

Relative yield 0.046 0.083 0.085 0.19 0.28 0.154

2.1.3 Ionization under an intense field

The recent development of laser source has given the opportunity to use laser pulses with intensities

over 1015 W/cm2 in experiments. These intense lasers have opened up the study of other mechanisms

of ionization: field ionization and multi-photon ionization. These mechanisms are depicted in Fig.

2.6. Field ionization is a process where the atomic potential is modulated and a bound electron can

escape the modulated potential via tunneling of the potential barrier or overcomes the barrier. The

former is often called tunnel ionization (TI) and the latter barrier-suppressed ionization (BSI). An

intense field causing BSI can be inferred from a simple model of the atomic potential modulated by

the electric field of the laser. Consider an electron under the potential of a Q-charged ion and an

24



Figure 2.4: Schematics of Auger decay (a), Coster-Kronig decay (b) and fluorescence emission (c)
of a core-ionized atom. In Auger decay, a core hole is filled by an electron in an upper shell and
another electron in an upper shell is emitted from the ion. In Coster-Kronig decay, a core hole (e.g.
LI) is filled by an electron in an upper shell of the same level (e.g. LII) and another electron in the
further higher shell is emitted. In fluorescence emission, a core hole is filled by an electron in an
upper shell and a photon (fluorescence) with the energy equivalent to the difference of energy level
is emitted. After [65].

electrostatic field directed to the z-direction. The effective potential can be written by

U(z) = − qe2

4πϵ0

1
|z|

− eEz. (2-33)

This potential has the local maximum as a “barrier” with the energy Ub = −2
√︁

qe3E/4πϵ0 at the

position z =
√︁

qe/4πϵ0E. When this barrier gets below the binding energy, the electron can escape

from the ion. A typical value of the first ionization potential is on the order of 10 eV. Hence, the

threshold intensity is on the order of 1016 W/cm2.

Multi-photon ionization (MPI) is a process where some photons with the photon energy below

certain binding energy of an electron bound to an atom are absorbed simultaneously and the bound

electron is released from the atom. The kinetic energy of the released electron can be written as

Ekin = nhν − EIP , (2-34)

where n and hν are the number and the energy of the absorbed photons, respectively, and EIP

is the binding energy (ionization potential) of the electron. The probability of ν-photons MPI is

strongly dependent on the laser intensity I and can be written by Γν = σνIν , where σν is the cross

section of ν-photons MPI. Furthermore, high energy photon can ionize electrons in the inner core

of an atom directly. The wavelength dependence of the dominant ionization mechanism by intense

laser pulses is well summarized in Fig. 2.5.

The dominant process depends on the wavelength and the strength of the incident laser field. There is
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Figure 2.5: The wavelength dependence of the dominant ionization mechanism. From [70].
Reprinted with permission from APS.

a measure called the Keldysh parameter [71] often used for judging the significance of field ionization

over single- or multi-photon ionization [70, 72, 73]. The Keldysh parameter γ is defined by

γ ≡ EIP

2Up
, (2-35)

where EIP is the first ionization energy and Up is the ponderomotive energy of the laser field defined

by

Up = e2E2
0

4meω2 . (2-36)

Figure 2.6: Schematics of field ionization (a), multi-photon ionization (b), and inner-core ionization
(c).
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2.2 Interaction of light in the X-ray regime with extended

objects

Since the absorption cross section of atoms in the X-ray spectral regime is low, the absorption and

multiple scattering by atoms are negligible. Under these circumstances, a simple kinetic considera-

tion can be applied. This section focuses on X-ray scattering by extended objects, i.e. ensembles of

atoms.

2.2.1 Scattering by extended objects

Photon scattering by objects can be expressed by an extensive picture of scattering by atoms.

Consider the situation where a polarized photon beam with a wavelength of λ and the number

density of J0 propagates to a target composed of N atoms. The scattering wave by the target can

be expressed by the superposition of scattering waves by each atom. Hence, the scattering amplitude

of the target, which is an analogy of the atomic form factor, can be defined by using atomic form

factors of each atom:

S(q, ω) =
∑︂

j

fj(q, ω) exp(−iq · rj), (2-37)

where rj is the relative position of the j-th atom to the center of the target. Using the scattering

amplitude, the differential cross section of the target is given by

dσ

dΩ(Ω) = r2
e |S(q, ω)|2{1 − sin2 2θ cos2(ϕ − φ)} (2-38)

Therefore, the number of photons scattered to the solid angle Ω can be formulated as follows:

Ns(Ω) = J0σ(Ω)dΩ = J0r2
e |S(q, ω)|2{1 − sin2 2θ cos2(ϕ − φ)}dΩ (2-39)

2.2.2 Small-angle X-ray scattering

In this subsection, the basic equations for small-angle X-ray scattering (SAXS) will be summarized.

Fig. 2.7 shows a schematic of a SAXS experiment. An incident X-ray beam is scattered by a sample

and the scattered photons are detected by a position-sensitive detector such as an imaging plate.

The scattered photons construct an image reflecting on the characteristics of the sample. Typically

the radial profile of the image is extracted and plotted as a function of the momentum transfer so

that one can infer the overall feature of the sample from the profile.

When an incident beam with the wavelength of λ and the number density of J0 propagates to a

target, the number of scattering photons can be described by the following:

Ns(Ω) = J0σ(Ω)|S(q)|2dΩ

= J0r2
e{1 − sin2 2θ cos2(ϕ − φ)}

⃓⃓⃓⃓∫︂
target

d3rρ(r) exp(−iq · r)
⃓⃓⃓⃓2

dΩ, (2-40)
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Figure 2.7: A schematic layout of a SAXS measurement. A monochromatic X-ray beam is introduced
to the reaction point and photons scattered by a sample are detected by a set of detectors. Usually, a
position-sensitive detector is used. The scattered photons from isotropic samples have the tendency
to show a concentric pattern, and the profile obtained by azimuthal averaging shows peaks depending
on the structure of the samples. From [65]. Reprinted with permission of John Wiley and Sons.

where ρ(r) is the electron density of the target. In particular, the integral term in Eq. 2-40 can be

calculated for spherical targets having the uniform electron density. Here targets are assumed to be

spherical (radius r0) and to have the uniform electron density:

ρ(r) =

⎧⎨⎩ ρ0 (|r| ≤ r0)

0 (otherwise)
(2-41)

When the target sphere is composed of N single elements with the atomic number Z, the number

of electrons in the target can be connected with there parameters:

4πρ0r3
0

3 = NZ (2-42)

Using these factors, Eq. 2-40 can be reduced to the below formula:

Ns(Ω) = J0r2
e(4πρ0r3

0)2{1 − sin2 2θ cos2(ϕ − φ)}
[︃

sin qr0 − qr0 cos qr0

(r0)3

]︃2
dΩ (2-43)

= J0r2
e(3NZ)2{1 − sin2 2θ cos2(ϕ − φ)}

[︃
sin qr0 − qr0 cos qr0

(qr0)3

]︃2
dΩ, (2-44)
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where the magnitude of the momentum transfer can be related to the scattering angle θ:

q = |q| = 4π

λ
sin θ. (2-45)

2.2.3 Bragg scattering: coherent scattering by a crystal

It is called that a sample has a crystalline structure if the atoms or molecules constructing the

sample make a lattice in some periodic manner. Photons scattered from a crystalline sample have

been also proven to show periodic intense spots in certain scattering angles on a detector. These

bright spots are well known as Bragg spots and their profiles reflect the crystalline properties of the

sample such as the distance between an atom and one of the neighborhood, i.e. the lattice constant.

Each Bragg spot corresponds to a plane consisting of some of the components, which is identified

with the so-called Miller indices. This subsection will introduce some concepts on crystals and two

ways of treatment of reflection from a crystal: Bragg’s law and Laue’s condition. The Bragg law

and the Laue condition are proven to be exactly equivalent to each other in mathematics.

Conceptualization of crystals

Coordinates of the components of a crystal: For simplicity, assume that the components of the tar-

get crystal are atoms. Due to its periodicity, the coordinates of atoms in the crystal can be defined

by three fundamental vectors, a1, a2, a3:

x(p, q, r) = pa1 + qa2 + ra3, (2-46)

where p, q, r is integers. The lattice can be described by a series of the delta functions:

z(r) =
∑︂

p

∑︂
q

∑︂
r

δ(r − x(p, q, r)). (2-47)

The reciprocal lattice: The Fourier transform of the lattice z(r) also constructs another series of

delta functions, which is often called the reciprocal lattice [74]. Mathematically the reciprocal lattice

can be expressed as

Z(q) =
∫︂

drz(r)e−iq·r (2-48)

= 1
Vc

∑︂
h

∑︂
k

∑︂
l

δ(q − x∗(h, k, l)), (2-49)

where Vc = a1 · (a2 × a3) is the volume of the unit cell of the real lattice. The center of the delta
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functions, x∗(h, k, l), can be expressed by using three fundamental vectors in the reciprocal space:

x∗(h, k, l) = ha∗
1 + ka∗

2 + la∗
3, (2-50)

a∗
1 = 2π

Vc
(a2 × a3),

a∗
2 = 2π

Vc
(a3 × a1),

a∗
3 = 2π

Vc
(a1 × a2).

The fundamental vectors in the reciprocal space satisfy the orthogonal relation with the fundamental

vectors in the real space:

ai · a∗
j = 2πδij , (2-51)

where δij = 1 (i = j), 0 (i ̸= j). Fig. 2.8 shows the construction of the real lattice and its reciprocal

lattice.

Figure 2.8: Schematics of a real lattice (a) and its reciprocal lattice (b). Adopted from [65].
Reprinted with permission of John Wiley and Sons.

Miller indices: For each group of (h, k, l), there is a series of lattice planes to which the reciprocal

vector x∗(h, k, l) is perpendicular. This means all the lattice planes in a crystal can be uniquely

identified with a corresponding group of indices (h, k, l). The indices characterizing reciprocal vectors

are called Miller indices and the corresponding plane is often referred to as the (hkl) plane. The

distance between a (hkl) plane and the adjacent (hkl) plane is given with the magnitude of the

corresponding reciprocal vector:

dhkl = 2π

|x∗(h, k, l)| . (2-52)

For a crystal whose lattice belongs to the cubic space group in crystallography, dhkl can be expressed

as

dhkl = a√
h2 + k2 + l2

. (2-53)
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Bragg’s law

Consider a situation where a photon field with a wavelength λ and the strength E0 propagates to

planes composed of atoms and reflect, as shown in Fig. 2.9. The photon field reflecting from the

bottom plane, Ebottom, travels a distance longer than the photon field reflecting from the top plane,

Etop, and the difference of the travel length is given by L = 2d sin θ, where d is the distance between

the two planes and θ is defined in Fig. 2.9. Then the superposed field of Etop and Ebottom is detected

by a detector. The strength of the detected field can be given as

Edetect = Etop + Ebottom = E0(1 + ei 2π
λ ×2d sin θ) × eiϕ,

where ϕ is a phase shift common to Etop and Ebottom coming from the propagation. From the above

expression of Edetect, one can see that the two fields strengthen each other when the difference of

the travel length satisfies the following relationship:

2d sin θ = nλ, (2-54)

where n is an arbitrary integer. On the contrary, the two fields weaken each other if 2d sin θ =

(n + 1/2)λ. These relations show that the superposed field of photons scattered in the angle θ

satisfying Eq. 2-54 has high intensity. The equation 2-54 is well known as the Bragg law. Actually

the number of the planes is dependent on the size of the target crystal, and the Bragg law is well

valid under a condition where the distance of the detector from the interaction point of the incident

photons and the target is enough far from the size of the target and the focal size of the incident

beam.

Figure 2.9: A schematic of the reflection of incident photon field by a pair of planes composed of
atoms. The two planes are distant from each other by d. The incident field reflects in the direction
characterized by a scattering angle θ.

Laue’s condition

The electron density of the crystal can be expressed by combining the lattice function (Eq.2-47) and

the electron density of each component atom. Similar to the derivation of Eq. 2-37, the scattering
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amplitude of the crystal can be expressed as

Scrystal(q, ω) =
∑︂

p

∑︂
q

∑︂
r

fj(q, ω) exp(−iq · x(p, q, r)) (2-55)

The intensity of the scattered field from the crystal is proportional to |Scrystal(q, ω)|2, and |Scrystal(q, ω)|2

has the maximum value when q · x(p, q, r) = 2π × n (n is an arbitrary integer). Considering the or-

thogonal relationship between the fundamental vectors, any x∗(h, k, l) satisfies this condition. This

is known as Laue’s condition.

Ewald sphere

The concept of the Ewald sphere is useful for visualizing diffraction in the reciprocal space. Consider

the situation depicted in Fig. 2.10: an incident X-ray beam with the wavenumber vector k0 is

scattered in the direction with an angle θ. In the Ewald sphere construction, a circle with a radius

of |k0|, called an Ewald sphere, is drawn so that the terminal point of k0 is on a reciprocal lattice

point (denoted by O in Fig. 2.10), and the starting point of the wavenumber vector of the elastically

scattered beam, k, is on the center of the circle. Then the terminal point of k (denoted by T in Fig.

2.10) is on the circle. The Laue condition satisfies only when the point T is on a reciprocal lattice

point. In other words, one can observe the Bragg diffraction only when some reciprocal lattice

points are on the circle. When the target crystal is rotated, then the reciprocal lattice of the crystal

is also rotated, and this rotation can be reflected on the Ewald sphere construction by rotating the

reciprocal lattice around the point O.

Figure 2.10: A schematic of the Ewald sphere construction in 2D. The Ewald sphere has a radius
|k0| = 2π

λ and one of the reciprocal lattice points (usually x∗(0, 0, 0)) is on the same point as the
terminal point of the wavenumber vector of the incident beam, as denoted by O. The wavenumber
vector of the scattered beam is drawn as its starting point is on the center of the Ewald sphere and
its terminal point on the Ewald sphere, as denoted by T .

Scherrer’s equation

Effects of crystal size on the profile of a Bragg spot has been investigated by Paul Scherrer [75]. He

showed that the width of a Bragg spot contains information on the crystal size and derived a simple
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relationship given by

β = Kλ

τ cos θ
, (2-56)

where K is a dimensionless value depending on the shape of the crystal, λ is the wavelength of the

incident X-ray beam, τ is a characteristic size of crystal, and θ is the Bragg angle. For a spherical

crystal, K is given as (4/3)(π/6)1/3 [76].
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2.3 Laser–cluster interaction: nanoplasma formation in the

intense laser field

Plasma is often called the fourth state of matter and positively charged particles and negatively

charged particles (often electrons) coexist in the matter in the plasma state. Nanoparticles have been

reported to become a nanoscale plasma with a bulk-like density of electrons, so-called nanoplasmas,

immediately in the irradiation of intense laser pulses2. The mechanisms of nanoplasma formation

and corruption have been studied widely by using clusters [70]. A simple description of nanoplasma

formation and its development deduced from the preceding studies is as follows [54]:

1. A single laser pulse ionizes a sample and the electrons are emitted, which develops the positive

Coulomb potential of the sample.

2. When the Coulomb potential becomes deep enough, then electrons ionized from the compo-

nents of the target are trapped by the potential and can move freely in the target. These

electrons are often called quasifree electrons. At this stage, the ionization to the outside of

the target becomes frustrated and nanoplasma formation begins.

3. Electrons in the nanoplasma gain kinetic energy from the laser field or exchange their kinetic

energy with the components and electrons.

4. The nanoplasma expands by the internal pressure of the electron gas or by the Coulombic

force, and finally the component ions and electrons are disintegrated.

Fig. 2.11 describes the above processes of nanoplasma dynamics. The expansion mechanism of

nanoplasma depends on the properties of the irradiation field and the sample size. The following

subsections will discuss each dependence.

Figure 2.11: A schematic of nanoplasma formation and its development. From [54], licensed under
CC BY-NC-SA 3.0.

2.3.1 Wavelength dependence of nanoplasma formation

The nanoplasma formation is dependent on the wavelength, or the photon energy, of the excitation

laser field. As mentioned in subsection 2.1.3, the intense NIR3 laser field can lead field ionization
2Any matter has been thought to become plasma under intense laser pulses.
3λ =760–1,400 nm [77].
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of samples and subsequently transfer their energy to ionized electrons via inverse Bremsstrahlung

heating, finally resulting in the nanoplasma formation/expansion. As the wavelength is shorter,

the electric field effect is suppressed and MPI mechanisms possible. In the VUV4 regime, MPI

and inverse Bremsstrahlung heating are dominant processes of sample heating, and the ionization

is further driven by collisions of electrons and ions inside the strongly coupled plasma [28]. In the

extreme ultraviolet5 (EUV) to hard X-ray6 regime, direct photoionization and subsequent multistep

ionization become the dominant ionization mechanisms.

2.3.2 Size dependence of nanoplasma formation

Studies using small clusters have suggested that small samples irradiated by a laser field tend to

explode via Coulomb repulsion [26, 78, 79]. Small samples cannot trap electrons efficiently and the

heating of the samples is suppressed due to their little frequency of electron-ion collisions. As a result,

the irradiated samples become an ensemble of positively charged ions and explodes by Coulomb

repulsion. On the other hand, large clusters tend to efficiently trap electrons in their deep Coulomb

potentials coming from their size and therefore thermalize efficiently. Consequently, the resulting

nanoplasma expands rather hydrodynamically due to comparably high electron temperatures [26,

79].

2.3.3 Structural and electronic damage under laser field

Intense laser fields make samples highly excited and the configuration inside the samples could

be strongly changed. The changes in the configuration, often referred to as “sample damage,” is

classified with regards to two aspects [20, 80, 81]:

• Electronic damage: changes in the electronic configuration (e.g. the energy level of atoms, the

whole potential in a sample).

• Structural damage: changes in the structure of samples.

The electronic damage is inevitable under irradiation of intense laser field and could lead to bond

breaking and changes in the scattering factor, which limits the achievable spatial resolution of the

structure retrieved from diffraction images. The structural damage follows the electronic damage

and could make it difficult to investigate the structure of samples in their non-damaged state.

A molecular dynamics simulation conducted by Neutze et al. [20] indicates that X-ray pulses with a

few to tens fs duration have the possibility of investigating the morphology and macroscopic structure

of samples before structural damage starts. This finding gives a concept “diffract-before-destroy” to

the diffractive imaging using FEL pulses. While diffractive imaging methods with FEL pulses have

been applied to various types of samples, it has been also an active field to investigate these damage
4λ =10–200 nm [77].
5λ =10–121 nm [77].
6λ =1–100 pm [77].
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processes. Determining their timescales, effects on the measured signals and the structural changes

in the samples is important to accurately retrieve the structure from the diffraction patterns and

understand laser–matter interaction, and recently the actual correlations between diffraction images

and other spectroscopic have been studied by combining diffractive imaging and spectroscopies

[44, 46, 49].

2.3.4 Exploration of structural dynamics of nanoplasma using coherent

X-ray scattering

While electronic property and underlying processes of nanoplasma and its formation have been

investigated by using charged-particle and fluorescence spectroscopies for a long time, it is very

recent that the direct visualization of the structure and structural changes in nanoplasma was

realized. As introduced in chapter 1, the first experiment investigating the structural changes in

nanoplasma expansion by using CDI was performed at LCLS [48]. The results are summarized in

Fig. 1.3 and indicate gradient changes in the electron density propagating from the surface of the

nanoplasma generated from a Xe cluster irradiated by an intense NIR laser pulse. This phenomenon

is called surface softening. Surprisingly, the speed of the observed surface softening estimated from

the experimental/theoretical results is on the same order of the plasma sound speed well defined in

the equilibrium state, even while non-equilibrium processes proceed in the nanoplasma development.

Here the plasma sound speed is given by [26]

vplasma =
√︃

ZkBTe

m
, (2-57)

where Z is the average charge of plasma, kB is the Boltzmann constant, Te is the temperature of the

electron gas in the plasma, the so-called electron temperature, and m is the mass of the component

ions in the plasma7. The similarity of the core shrinking speed to the plasma sound speed remains

a question to reveal.

The surface softening of nanoplasma is also observed in an experiment using soft X-ray FELs, which

was conducted at LCLS [82]. In this experiment, Xe clusters with the average radius of 61 nm

were irradiated by 1.5-nm (826 eV) single X-ray pulses with the intensity of 2 × 1016 W/cm2, and

the SAXS intensity was collected in the long time scale from 0 to 800 fs after X-ray pumping. Fig.

2.12(a) shows the temporal change of diffraction intensity from pure Xe nanoclusters, which exhibits

a decrease of the diffraction intensity at the larger q and a shift of its local minima to larger q. This

behavior is very similar to that of the NIR-heated Xe clusters.

The SAXS studies introduced above give an insight into nanoplasma development in terms of the

changes in the electron density. On the other hand, an X-ray pump–X-ray probe study with a WAXS

technique carried out at LCLS [61, 62] gives some clues for understanding atomic-scale structural
7Here a plasma consisting of electrons and single-species ions is assumed.
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Figure 2.12: X-ray pump–X-ray probe SAXS experiment on Xe clusters at LCLS that shows surface
softening of X-ray excited nanoplasma. (a) The temporal development of the diffraction intensity
from 0 and 800 fs. (b) The temporal evolution of the cluster radius induced by 1.5-nm XFELs.
From [82], licensed under CC BY 4.0.

changes in the nanoplasma formation. In this study, Bragg reflection signals from Xe clusters excited

by single hard X-ray FEL pulses were collected in coincidence with ion spectroscopy. Fig. 2.13(a)

shows the temporal shift of the position of the observed spots from fcc (220) Bragg reflection, and

Fig. 2.13(b) shows the temporal evolution of the lattice constant and the apparent lattice disorder

of Xe crystals induced by the XFEL irradiation. After excitation, the lattice constant shrinks within

80 fs, which means that a Xe cluster undergoes a transient lattice contraction in solid-to-nanoplasma

transition before it expands, while the ion time-of-flight spectra suggest a rapid expansion of the

nanoplasma, as the authors mentioned. According to the authors, this paradoxical situation is inter-

preted as ultrafast changes in electronic configuration upon ionization as follows. Quasifree electrons

in a highly excited Xe cluster have increased mobility and behave like delocalized valence electrons,

which converts the van der Waals bonds of the Xe cluster into a more “metallic-like” state. As a

result, the change in the bond character leads to the shrinkage of the lattice constant.

These groundbreaking investigations have shown the effectiveness of the pump-and-probe diffractive

imaging as well as the ultrafast structural changes in highly excited atomic clusters. However, the

way of changes in the local order in a crystal and the underlying processes are still unclear. This is

a theme of the second experiment of this thesis.
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Figure 2.13: An X-ray pump–X-ray probe WAXS experiment on Xe clusters at LCLS that shows
an early evolution of the nanoplasma transition. From [61], licensed under CC BY-NC 4.0.
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Chapter 3

Concepts of experimental

apparatus

The principle and design concept of the experimental apparatus are described in this chapter. We

constructed experimental setups for the multispectroscopy of free-flying nanoclusters at SACLA.

The interaction of xenon clusters with the intense laser pulses was studied by using a combination

of X-ray scattering methods, fluorescence and ion spectroscopies in this work. The components of

the experimental setups are described in the following sections: 3.1 XFEL source, 3.2 optical laser

system, 3.3 cluster source, 3.4 ion time-of-flight detector, 3.5 X-ray detector, and 3.6 signal and data

processing. The specific setups for each experiment will be described in chapters 4 and 5.

3.1 Free-electron laser source

From the discovery of X-rays by Röntgen, X-rays have been used to study the structure of any

material and various types of X-ray sources have been developed. Today, intense laser pulses with

a duration of a few tens femtoseconds can be provided by FEL sources in wide spectral regimes [83]

since the first development of FEL source in the 1970s [84].

3.1.1 Brilliance: an indicator of light sources

While several aspects of light sources determine the quality of the beam they produce, FEL and

synchrotron light sources are often characterized by a spectral brightness, or peak spectral brilliance.

Brilliance B is defined as [65]

B = n

∆t × A × Ω × ∆E
, (3-1)

where n is the number of emitted photons, ∆t is the period of the emission, A is the cross section of

the source, Ω is the solid angle defined as the product of the horizontal divergence and the vertical

one of the beam, and ∆E is 0.1% of the bandwidth of the center of the energy spectrum. Fig. 3.1

shows the peak spectral brilliance of some synchrotron and FEL sources. Most of the synchrotron
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sources currently operated are classified as the third generation. FEL sources are classified as the

fourth generation and have linear accelerators (linacs) of the initial electron beam.

Figure 3.1: The peak brilliance vs the photon energy plots of some current and future synchrotron
and SASE light sources. From [85], licensed under CC BY 3.0.

3.1.2 X-ray emission in an undulator

FELs are often characterized by peak brilliance. The principle of laser emission is the same over all

of the linac-based light sources shown in Fig. 3.1. The linacs are composed of a set of alternating

magnets, which is called “undulator.” When a group of electrons (called an electron bunch) passes

in an undulator, electrons in the bunch are accelerated in an undulator so that their kinetic energy

gets relativistic. Simultaneously the electrons are periodically deflected due to the alternating mag-

netic fields and electrons in the bunch move on a wiggling path. Bremsstrahlung radiation occurs at

timings when the direction of the electron bunch is changed. Fig. 3.2 shows a schematic of radiative

emission in the X-ray generation methods using magnet arrays.

Each magnet in an undulator is spatially small and the magnetic fields between each pair of magnets

are set to low. Under these configurations, the deflection of electrons is small and therefore the

radiation angle is small, which realizes that the radiated photons from the electrons can overlap

and interact with the electrons in every undulator period [65]. When the phase of electron wiggling

matches that of the undulator period, the interference of the radiation and the electron bunch is

constructive, that is, the superposition of the early emitted radiation waves and the late emission
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Figure 3.2: Schematics of several X-ray generating methods using magnets (orange & green). The
emitted spatial power distribution is expressed in light blue in the right side. From [86], licensed
under CC BY 3.0.

waves makes more intense radiation waves. This is the principle of lasing by an undulator and

happens at a resonant wavelength given by

λres,und = λu

2γ2

(︃
1 + K0

2 + γ2θ2
)︃

, (3-2)

where λu is the undulator period, γ is the Lorentz factor γ = 1/
√︁

1 − v2/c2 , θ is the observation

angle, and K0 is the undulator parameter. The undulator parameter is given by [87]:

K0 = eB0λu

2πmc
, (3-3)

where B0 is the magnetic field between the magnets. Eqs. 3-2 and 3-3 show that the wevelength

of the radiaion waves depends on the magnetic field between the pairs of magnets and therefore

can be tuned by changing the magnetic field. As a result, the power of emitted radiation depends

quadratically on the number of magnetic dipole pairs [88]:

P ∝ n2
mag (3-4)
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3.1.3 SASE emission in a FEL

Undulators can emit a brilliant photon beam through the interaction between the emitted radia-

tion and electrons in the path. When the length of the undulators increases, further constructive

interference between emitted fields and electrons occurs. Although the accelerated electrons have

relativistic velocity in the traveling path, their velocity is slightly slower than the speed of light.

This means that the propagating photons and electrons have a phase difference, and depending on

the phase, each electron gains or loses energy during the interaction with the photon field. Conse-

quently, an electron bunch will be periodically modulated and behave like a set of smaller bunches

in the photon field. This modulation is referred to as “microbunching.” Fig. 3.3 shows a schematic

of microbunching in a long undulator.

Figure 3.3: A schematic of microbunching. As an undulator gets longer, an electron bunch travels
and interacts with the emitted radiation fields in the longer path, which leads to the periodic
modulation of the electron bunch. Then each microbunch in the modulated bunch interacts with
the radiation fields and eventually, the radiated photons make a coherent beam. The emitted
power increases exponentially with respect to the length of the undulator and saturated at a certain
undulator length. From [89], licensed under CC BY 3.0.

To achieve microbunching, an electron bunch has to interact with the radiation field collectively, and

this occurs only when the electrons have a narrow spatial and kinetic energy distributions. These

distributions are characterized by a quantity called “emittance”, and low-emittance electron bunches

is essential for light sources to generate high-quality laser pulses. Each FEL source is designed to

produce low-emittance bunches, and the resonance condition occurs when θ = 0 (see Eq. 3-2). So,

λres,F EL = λu

2γ2

(︃
1 + K0

2

)︃
. (3-5)

Under this resonant condition, the emitted light overtakes the electrons by exactly one radiation

cycle during the undulator period. That is, the period of the oscillation of electrons in the field

matches the period of the oscillation of electrons in the undulator, resulting in the enhancement

of the intensity of the radiated beam. This is a key process of laser emission by FELs and called
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“slippage” [87]. Fig. 3.4 shows a schematic of the slippage. During the travel in a long undulator,

the electron bunch interacts with the phase-matched photon field and becomes more structured,

and thereby the photon field is amplified, which is often called “self-amplification”. This type of

radiation is called self-amplification by spontaneous emission (SASE), and the power of emission

depends quadratically on the number of electrons:

P ∝ n2
e. (3-6)

Figure 3.4: A schematic of the slippage of the light wave with respect to the electron beam in an
undulator. From [62], licensed under CC BY-NC 3.0.

3.1.4 SACLA: the first facility providing FEL pulses with sub-Å wave-

length

The SPring-8 Ångstrom Compact free-electron LAser (SACLA) is the FEL light source that was

used in this work. SACLA is located at the SPring-8 synchrotron facility in Hyogo Prefecture,

Japan. SACLA came online in 2011 as the second hard X-ray FEL in the world [90] and operates

for users in 2012. The SACLA electron accelerator uses S-band and C-band technologies in the

acceleration part. This technology has been tested and verified at SPring-8’s first FEL facility,

SPring-8 Compact SASE Source (SCSS). As built on the concept of a compact FEL, SACLA has

only a 700 m length (the acceleration part: 400 m, the undulator part: 240 m, the experimental

research building for users: 60 m along the direction of XFEL injection), so SACLA is the shortest

among the existing XFEL sources.

Beamline

The detail of SACLA at the time of its operation is depicted in Fig. 3.5. The electron injector has a

single-crystal cerium hexaboride (CeB6) and generates a low-emittance electron beam of ∼ 6π mm

mrad [91]. A single electron beam is collimated and then accelerated and compressed alternately in

three C-band acceleration tubes and compression systems, resulting in an electron bunch with high
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current up to 3 kA and relativistic kinetic energy. After acceleration and compression, the electron

bunch is introduced to an undulator. As a key component of the technologies building SACLA,

magnet arrays are installed inside vacuum chambers (in-vacuum undulator system), which allows

us to decrease the magnet size down to an 18-mm periodic length (λu) and increase the effective

magnetic field between pairs of magnets. With this device, a sufficiently high magnetic deflection

parameter K0 up to 2.2 is achieved at the time of 2012 [90] and nowadays reaches 2.7 [92]. The

electron bunch is deflected by a magnet into a dump after exiting the undulator, and the generated

X-ray laser pulse is deflected and focused by soft or hard X-ray mirrors and introduced to the ex-

perimental hutches.

Typical parameters of the electron beam and the X-ray pulse at the time of 2019 [92] are listed in

Tab. 3.1. SACLA can provide XFEL pulses with the shortest wavelength (0.634 Å[90]) of all the

existing XFEL facilities. SASE operation can be used normally, and recently two-color emission

and self-seeding emissions have been realized and available [93, 94]. In addition to the operation

at beamlines 2 (BL2) and 3 (BL3), soft X-ray FEL pulses are available at beamline 1 (BL1) since

2016.

Figure 3.5: A schematic of the accelerator of SACLA. From [90]. Reprinted with permission from
Nature Publishing Group.

Table 3.1: Typical parameters of the electron beam and the X-ray pulse of SACLA. From [92],
licensed under CC BY 3.0.

Parameter BL1 BL2 and BL3
Electron beam energy (max.) 800 MeV 8.5 GeV

Bunch charge 0.2-0.3 nC 0.2-0.3 nC
Peak current 0.3 kA > 10 kA

Bunch length (FWHM1) < 1 ps < 20 fs
Repetition (max.) 60 Hz 60 Hz
Undulator period 18 mm 18 mm

Undulator K0 value (max.) 2.1 2.7
# of undulator units 4.5 m × 3 5 m × 18 (BL2), 5 m × 21 (BL3)

Photon energy 40–150 eV 4–15 keV
FEL pulse energy 0.1 mJ 100 eV 0.7 mJ 10 keV

BL3 of SACLA is the main beamline and designed by taking account of flexibility in user experi-

ments. It has been widely used for various purposes and many notable results have been generated
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from this beamline. A schematic of the X-ray optics from down to the optical hutch (OH) of BL3

is shown in Fig. 3.6. The X-ray optical system has two monitoring systems installed to OH and

the experimental hutch 1 (EH1): an arrival timing monitor for pump-and-probe experiments [95],

and an inline spectrometer for X-ray photon diagnostics [96]. Fig. 3.7 shows an overview of the

X-ray optical system from the downstream side of OH to EH2. A diffraction grating installed in

OH splits XFEL beam into three pulses, which are often referred to as the 0th-order (main beam)

and the ±1st-order branches. The −1st branch is guided to a gallium arsenide (GaAs) crystal of

the arrival timing monitor installed in EH1. The +1st branch is diffracted by a Si crystal of the

dispersive spectrometer and detected by a multi-port charge-coupled device (MPCCD) sensor to

monitor XFEL spectra for each shot. The inline spectrometer is installed in the upstream vacuum

duct of the XFEL pass and composed mainly of a thin diamond film and an MPCCD sensor. The

configuration of the diamond film is adjusted so that it diffracts XFEL pulses to the MPCCD sensor.

Due to the high transmittance of the film, the inline spectrometer enables shot-by-shot diagnostics

of the photon energy of XFEL pulse.

Figure 3.6: An overview of the optical system of BL3 at SACLA. SCM(MCP): screen monitor
with a microchannel-plate image intensifier, BM: thin-foil beam monitor, WM: thin-foil wavelength
monitor, M: total reflection mirror, DCM: double-crystal monochromator, PD: photo diode, GM:
scattering-based gas monitor, SA: solid attenuator. From [97], licensed under CC BY 3.0.

Figure 3.7: An overview of the X-ray optical system from the downstream side of OH to EH2 at
BL3 of SACLA. TRMs: total reflection mirrors, DCM: double-crystal monochromator, M1 and M3:
mirrors to reflect the −1st-order branch, CCs: channel-cut crystals, AT: silicon attenuator, CRLs:
compound refractive lenses. From [98], licensed under CC BY 4.0.
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Table 3.2: Typical radiation parameters of BL3 at a photon energy of 10 keV. From [97], licensed
under CC BY 3.0.

Parameter Value
Electron beam energy [GeV] 8
Repetition rate [Hz] (maximum) 60
Undulator deflection parameter (K value) 2.1
Photon energy [keV] 10
Bandwidth 5×10−3

Beam size at EH2 [mm, FWHM] 0.3
Peak power [GW] (at July, 2012) > 30
Pulse energy [mJ] 0.3
Average power [W] (at 60Hz operation) 0.02
Pulse duration [fs] < 10
Photons per pulse 2×1011

Arrival timing monitor

There is a fluctuation between the arrival timings of an XFEL pulse and a NIR pulse when using

these pulses for pump-and-probe experiments. The fluctuation is referred to as jitter. It is of

importance to measure the jitter to compensate for the difference between the arrival timings and

thereby increase the temporal resolution. Fig. 3.8 shows a schematic of the arrival timing monitor.

It utilizes the property of a GaAs crystal that the transmittance of GaAs in the optical spectral

regime decreases by absorbing X-ray photons. For each shot, a NIR pulse is irradiated to the crystal

vertically, and a −1st-order branch of an XFEL pulse is irradiated to the GaAs crystal with an

angle of 45◦. Then the spatial distribution of the NIR transmittance of the crystal is measured by

a CCD camera. The temporal jitter between XFEL pulses and optical laser pulses reflects on the

edge of the transmittance shown in the measured CCD images.

(a) (b)

Figure 3.8: The arrival timing monitor and the dispersive spectrometer. (a) A top-view diagram of
the optical system. (b) A schematic of the arrival timing monitor and the dispersive spectrometer. A
grating installed in OH2 splits XFEL pulses into the main beam and branches for photon diagnostics
and measurements of the temporal jitter between XFEL and optical laser pulses. For each shot, the
−1st-order branches and NIR pulses are irradiated to a GaAs crystal and images of the crystal are
recorded by a CCD camera. From [98], licensed under CC BY 4.0.
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Experimental hutches

BL3 has five experimental hutches, each of which is designed for specific purposes. EH2 is designed

for pump-and-probe measurements and one can investigate ultrafast dynamics in laser-matter in-

teraction by the use of EH2. EH2 has Beryllium compound refractive lenses (CRLs) as a focusing

system of XFEL pulses [98]. The CRLs can focus XFEL pulses with the photon energy available

at SACLA (5–15 keV), and the resulting focal spot size reaches around 1 µm at full width at half

maximum (FWHM). EH3 is designed for coherent focusing and has a focusing system composed of

a pair of mirrors in the Kirkpatrick-Baez (KB) geometry [99], whose schematic is shown in Fig. 3.9.

The KB mirror focusing system has the ability to focus XFEL pulses down to 1 µm (FWHM) at the

photon energy of 10 keV, and the resulting power density can reach 1018 W/cm2 at the focal point.

Thus, the XFEL beam available in EH3 is suitable for the investigation of nonlinear phenomena

and optics, CDI experiments of the nanoscale samples and non-crystal samples such as biomolecules,

and so on.

Figure 3.9: A schematic of KB mirrors and the deployment of KB mirrors in SACLA. The incident
X-ray beam is focused both horizontally and vertically by a pair of concave mirrors down to 1 µm
at FWHM. From [100]. Reprinted with permission from Nature Publishing Group.

3.1.5 FEL diagnostics in the experimental chambers

A home-made position monitor was installed to each reaction chamber in order to monitor the

positions of XFEL and NIR pulses in a vacuum. Fig. 3.10 shows photographs of the position

monitors used in the two experiments for this thesis. The position monitor had three elements: a

cerium-doped yttrium aluminum garnet (Ce:YAG) screen, a gallium arsenide (GaAs) crystal, and a

gold (Au) cross wire. These elements were used for the following purposes:

• Ce:YAG screen: to monitor the position of XFEL beams.

• GaAs crystal: to check spatial and temporal overlaps between XFEL and optical laser pulses

in pump-probe experiments.
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• Au cross wire: to check the focal size of XFEL beams.

The beam position monitor was installed to the reaction chamber so that the center of these elements

could be moved to the designed reaction point. In the experiments, the Ce:YAG screen was used to

adjust the position of the reaction chamber in order to overlap the designed reaction point with the

XFEL focal point.

Figure 3.10: Photographs of the position monitors used in the SAXS experiment (a) and the WAXS
experiment (b). Each element set on a stainless plate with holes is used for their appropriate
purposes as described in the main text. The beam position monitor shown in (b) has a 1-mm hole
next to the Au cross wire and the hole was used to adjust the position of the reaction chamber.

3.2 Optical laser systems

SACLA has an optical laser system which is suitable for pump-and-probe measurements. Fig.

3.11 shows a schematic of the optical laser system implemented in SACLA [97]. The Ti:sapphire

chirped-pulse-amplification system is operated at 1 kHz and the laser pulses can be introduced in

synchronization with the XFEL shots by using the master clock for the SACLA accelerators. The

laser system provides NIR (800 nm) laser pulses with the pulse energy on the order of 1 mJ.

Figure 3.11: A schematic of the optical laser system implemented in SACLA. The Ti:sapphire laser
system can provide second and third harmonics other than 800-nm NIR laser pulses. From [97],
licensed under CC BY 3.0.
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3.3 Cluster generation and jet source

Clusters are ensembles of particles such as atoms and molecules, and have been studied as isolated

many-body systems. While various methods of generating clusters have been developed, the method

utilizing adiabatic expansion of gas to the vacuum has been widely used for generating clusters from

the gaseous flow. This section will describe the properties of clusters generated from the gaseous-

state jet and the principle of cluster generation with the adiabatic expansion, partly by following

the discussion in Ref. [101, 102].

3.3.1 Rare gas clusters

Clusters have the following properties:

• Clusters have the bulk-like density.

• The number of atoms/molecules in a cluster, which is often called “cluster size,” can be tuned.

The cluster size ranges from a few atoms2 to mesoscopic sizes such that one can classify a

cluster as a bulk material.

• A cluster is regarded as a finite system and has no energy dissipation into its surroundings.

In this work, Clusters composed of xenon atoms were used as the sample in the experiments. Rare

gas atoms have closed electron shells and are chemically stable. The interaction force binding rare

gas atoms in a cluster is the van der Waals force, which is well approximated by a Lennard-Jones

potential:

V (r) = 4ϵ

{︃(︂σ

r

)︂12
−
(︂σ

r

)︂6
}︃

, (3-7)

where r is the interatomic distance, ϵ and σ are Lennard-Jones parameters and often referred to

as the depth of the potential (binding energy) and the diameter of atom, respectively. Tab. 3.3

shows the values of the Lennard-Jones parameters. With this simple interaction force and the above

features, rare gas clusters are regarded as ideal samples and have been widely used to study laser-

matter interaction and well characterized.

Table 3.3: Lennard-Jones parameters for rare gas atoms. From [103]. Reprinted with permission
from AIP Publishing.

Atom Helium Neon Argon Krypton Xenon
σ [Å] 2.63 2.78 3.40 3.60 4.06

ϵ/kB [K] 6.03 34.9 122 158 229

Studies on the structure of rare gas clusters have reported that they form an icosahedral structure

for relatively small sizes, typically in nanometer scale [104], and that the stable structure is changed

into a face-centered cubic (fcc) structure or a hexagonal closed-packed (hcp) structure when their

size increases [105, 106]. The experiment for this work also observed xenon clusters with fcc and

hcp structures by using a WAXS technique, which will be described in chapter 5.
2For example, clusters formed by two, three, ... atoms are called dimers, trimers, etc.
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3.3.2 Principle of cluster generation by adiabatic expansion

As shown in Tab. 3.3, the binding energy of rare gas atoms corresponds to the temperature on the

order of a few to hundreds Kelvin (K), so rare gas atoms can be aggregated together only when

the temperature of the gas is enough low. Supersonic expansion is a common phenomenon used to

create clusters in the gaseous state, which can be realized by releasing gas from a reservoir into a

vacuum through a nozzle. The gas in the reservoir is kept at a certain stagnation pressure p0 and a

certain stagnation temperature T0. p0 is usually set so that the mean free path of the gaseous atoms

is much smaller than the nozzle diameter, which achieves a condition that many collisions occur in

the nozzle during the gas expansion but that no collisions occur in the supersonic expansion.

Collisions for cluster aggregation

Firstly let us discuss an intuitive picture of cluster aggregation by collisions, which has been intro-

duced in some studies [102, 107]. The starting point of the cluster aggregation is the formation of

a dimer. A dimer can be formed in a three-body collision, where two monomers bind each other

and the third one is usually evaporated by removing the excess binding energy from the bound

monomers. This can be expressed mathematically by the following formula,

A1 + A1 + X → A2 + X, (3-8)

where A1 is a monomer and X can be a certain body. The subsequent cluster growth from an

aggregate can be achieved by the aggregate colliding another aggregate/monomer. This can be

described mathematically as follows:

An + Am ⇄ A∗
n+m. (3-9)

Here n, m denote the number of monomers in the aggregates An, Am. In this collision, the new

aggregate A∗
n+m is in a meta-stable state so it is possible to dissociate if no subsequent collisions

release excessive energy from it. The deactivation by collision with another body can be formulated

as

A∗
n+m + X ⇄ An+m + X, (3-10)

where X is another body again and can add or remove energy from A∗
n+m. The initial stages of the

cluster growth are driven by monomer addition, and cluster–cluster coagulation becomes dominant

in the later stage of the growth as more and more clusters are generated.

Phenomenological description of adiabatic expansion

Here the target gas is assumed to be an ideal gas, which is a good approximation for a gas flow

composed of rare gas atoms. Fig. 3.12 shows a schematic of the adiabatic expansion. The velocity

distribution of the gas in the reservoir follows thermal distribution3 at a set temperature T0. The
3This distribution is so-called a Maxwell-Boltzmann distribution.
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enthalpy for an ideal gas in the reservoir can be given as

H0 = CP T0. (3-11)

Here CP is the specific heat at constant pressure. The expansion of the gas through the nozzle

occurs when the stagnation pressure is higher than the backing pressure pb, i.e. the pressure at the

outlet region. It is well known that the expansion will be supersonic only when the pressure ratio

pb/p0 exceeds a critical value of G, which is given by

G =
(︃

γ + 1
2

)︃ γ
γ−1

, (3-12)

where γ = CP /CV (CV is the specific heat at constant volume). For atomic gases, γ can be treated

as a value independent of temperature. In the nozzle, the steady gas flow is formed and directed to

the outlet, and the enthalpy is converted into kinetic energy. Based on the conservation of energy,

the following relation is satisfied:

H0 = CP T + 1
2mv2, (3-13)

where T is the local temperature along with the gas flow, m is the mass of the atoms in the gas and

v is the speed of the gas flow. Under the supersonic condition, where p0/pb ≥ G, the speed of the

steady gas flow reaches the sound speed at the exit of the nozzle, and increases beyond the sound

speed after exiting the nozzle. The sound speed is given as

cs =
√︃

γkBT

m
, (3-14)

where kB is the Boltzmann constant. By rewriting Eq. 3-13 with the sound speed, the following

relation between T and T0 can be derived:

T

T0
=
(︃

1 + γ − 1
2 M2

a

)︃−1
, (3-15)

where Ma is a Mach number: Ma ≡ v/cs.

In the adiabatic expansion, the gas volume increase and the gas temperature decreases accordingly,

which results in a decrease of cs and therefore an increase in Ma, as indicated in Fig.3.12. Actually

the adiabatic expansion does not hold when the gas volume increases enough and the frequency of

atomic collisions is too low, so there is a terminal value of the temperature and the velocity of the

gas flow, v∞ and T∞. v∞ is given as

v∞ =

√︄
2(CP − CV )

m

γ

γ − 1T0, (3-16)
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and T∞ is empirically given as a function of P0, T0, and the nozzle diameter d:

T∞ = K(P0d)−4/5T
9/5
0 , (3-17)

where K is a specific constant dependent on the gas species. v∞ is useful to calculate gas or cluster

flight times as tflight = D/v∞, where D is the flight length and often set as the distance between

the nozzle orifice and the interaction point between the gas jet and another incident beam.

Figure 3.12: A schematic of a supersonic gas expansion into the vacuum. The gas is stored in a
reservoir at pressure p0, temperature T0, and the speed of the gas is thermally distributed (Ma ≪ 1).
As the gas enters the nozzle area, it is accelerated to the speed of sound (Ma = 1) and as the
gas expands, the temperature T drops altering the speed of sound such that the gas now travels
supersonically (Ma ≫ 1). From [102]. Reprinted with permission of Springer Nature.

Mach disk and experimental consideration

The appearance of the supersonic jet stream, as shown in Fig. 3.12, is also important for the

experimental aspect of introducing samples to the interaction region. After the gas stream exits the

nozzle, Ma increases to some value much larger than 1. The region where Ma ≫ 1 is referred to as

“a zone of silence”, where the gas flow is not influenced by other particles or boundary conditions.

At the borders of the zone of silence, the pressure inside the zone of silence is lower than the outside

pressure, and the recompression of the expanding flow by oblique shock waves at the border (called

“barrel shock”) occurs. Especially the front side of the boundary is called “Mach disk” and the Mach

disk must be distant from the exit of the nozzle enough so that the clustering of gaseous atoms and

its transport to the reaction region is achieved without any disturbance by the shock waves at the

boundary. The distance from the nozzle to the Mach disk has been investigated experimentally and

can be given as the following analytic form [108]:

xMD

d
= 0.67

√︃
p0

pb
. (3-18)
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This shows that the backing pressure must be enough low compared to the stagnation pressure so

that the cluster jet is introduced to the reaction region. For experiments, one can decrease pb by

separating the region of jet expansion into separately pumped compartments with skimmers at their

interfaces. This differential pumping scheme is also adopted to the experimental chambers used in

the experiments for this work.

3.3.3 Scaling law

It has been studied well and known that the average cluster size is strongly dependent on the gas

type, P0, T0 and the shape of a nozzle (especially its diameter). There is an empirical scaling law

found by Hagena and his collaborators [109–111] which makes it easy to estimate the mean cluster

size. The scaling parameter Γ∗ is given by the following formula:

Γ∗ = KgasT
0.25qgas−1.5
0 p0dqgas

eq . (3-19)

In Eq. 3-19, Kgas is a characteristic constant specific to the element of the gas. Kgas for some rare

gases are shown in Tab. 3.4. qgas is an exponent value specific to the gas species and varies between

0.5 and 1. According to the experiments by Hagena et al. [109–111], qgas is usually set to 0.85. deq

is the equivalent nozzle diameter for sonic nozzles. For conical nozzles, deq can be written as [108]

deq = 0.74 d

tan α
, (3-20)

where α is the half-opening angle of the nozzle. The relation between the mean cluster size ⟨N⟩ and

Γ∗ is known to be the following [108, 112, 113]:

⟨N⟩ =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

no cluster formation is observed (Γ∗ < 350)

38.4
(︂

Γ∗

1000

)︂1.64
(350 < Γ∗ < 1800)

33
(︂

Γ∗

1000

)︂2.35
(1800 < Γ∗ < 104)

100
(︂

Γ∗

1000

)︂1.8
(104 < Γ∗ < 106)

(3-21)

For Γ∗ > 106, the formula ⟨N⟩ = 33
(︂

Γ∗

1000

)︂2.35
is suggested again [108, 114].

Table 3.4: Characteristic constant of rare gas atoms. From [115]. Reprinted with permission from
AIP Publishing.

Element Helium Neon Argon Krypton Xenon
Kgas 3.85 185 1646 2980 5554

Cluster size distribution

In general, a supersonic expansion technique creates clusters of different sizes and structural isomers.

It has been reported in some investigations [116–118] that clusters generated solely through monomer

addition follow a size distribution of exponential decay, while that larger clusters generated by
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cluster-cluster coagulation follow a log-normal distribution as shown in Fig. 3.13. The formula of a

log-normal distribution is as follows:

f(N) = 1
Nσ

√
2π

exp
[︃
− (ln N − µ)2

2σ2

]︃
, (3-22)

where µ, σ correspond to the mean and standard deviation of the distribution curve, respectively.

With these parameters, the mean cluster size ⟨N⟩ and its standard deviation S can be given as

follows:

⟨N⟩ = exp(µ + σ2/2), S = ⟨N⟩
√︁

exp(σ2) − 1. (3-23)

The size distribution can be an experimental challenge to resolve, especially for investigating size-

dependent effects. Electron diffraction techniques [119] have been used to determine ⟨N⟩, mean

temperature, and mean geometry of the ensemble of clusters. As FELs have been available now,

one can determine the size and structure of a single particle from a diffraction image [44, 45, 47, 48].

Figure 3.13: Experimentally observed distributions of cluster sizes. Adapted from [118]. Reprinted
with permission from Elsevier.

Conversion from clsuter size to cluster radius

In this work, ⟨N⟩ is often converted into the radius of a cluster, r0. For the conversion, the expression

using the Wigner-Seitz radius rs is a good approximation [120]. rs is given by

rs =
(︃

3Mmol

4πρNA

)︃1/3
, (3-24)

where Mmol is the molar mass, ρ is the mass density, and NA is the Avogadro number. rs is typically

given in the unit of Å. In the assumption that clusters are symmetric in 3D, the cluster radius can

be described as

r0 = rs⟨N⟩1/3. (3-25)
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3.3.4 A pulsed cluster jet source

At the end of this section, an experimental consideration for cluster generation is introduced. It

is important to introduce less than one cluster in the FEL focal volume to achieve a single-shot

single-particle condition suitable for CDI measurements of single nanoparticles. As described in the

previous subsections, it is also important to increase the degree of vacuum, i.e. to reduce pb, so that

clusters can be generated and introduced to the reaction point. To achieve these conditions, pulsed

jet sources are often used owing to their following features:

• They can generate a gas jet pulse with low volume, which makes a high-vacuum condition as

well as sample consumption lower than continuum sources.

• The timing of injecting a jet pulse is adjustable electrically, that is, the injecting timing can

be synchronized with the timing of FEL shots.

In the experiments carried out in this work, pulsed solenoid valves were used to generate a pulse jet

beam. The left panel of Fig. 3.14 shows a schematic of a pulsed valve (Parker Series 99) which was

used in this work. The valve has a magnetic cylinder surrounded by a solenoid coil and a poppet in

the cylinder normally closes the orifice of the valve. When applying a voltage to the solenoid coil, the

magnetic cylinder is pulled back and the poppet gets away from the orifice, leading to the introduc-

tion of the gas jet. With this mechanism, this valve can generate a pulsed jet beam by application of

pulsed voltage to the solenoid coil. For generating larger clusters efficiently, a convergent-divergent

nozzle4 was mounted on the orifice side of the valve. A schematic of the convergent-divergent nozzle

is shown in the right panel of Fig. 3.14.

Figure 3.14: Schematics of a solenoid pulse valve and an attachment nozzle. From [62], licensed
under CC BY-NC 3.0.

From the experimental investigation, the scaling law holds in the case of clustering in the adiabatic

expansion of a steady flow [108]. On the other hand, a recent experiment [47] using a pulsed valve

for cluster generation has observed that there are clusters generated in the “afterpulse” following

the main jet pulse introduced by a pulsed valve and that the clusters in the afterpulse have the size
4A convergent-divergent nozzle is often referred to as a conical nozzle.
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much beyond the predicted size with the scaling law. This is thought to be due to a certain effect

occuring at the timing of the closing of the valve [47].

3.4 Ion time-of-flight spectrometer

Ion time-of-flight (TOF) spectroscopy has been widely used to study the dynamics of laser–matter

interaction. In this section, the principle of the ion TOF spectroscopy is introduced.

3.4.1 Principle of the ion time-of-flight spectroscopy

Firstly, consider an ion with the mass of m and the charge of q under a constant electric field E.

The acceleration that the ion feels is given by a = (q/m)E according to the equation of motion.

When this ion has the zero initial velocity and moves a distance L in the direction of E, then the

elapsed time is

t = L

v
= L

2V

√︃
m

q
, (3-26)

where V is the voltage between the start position and the goal position distant from the start po-

sition by L. Eq. 3-26 shows that the ratio m/q can be determined by measuring the TOF between

two distant points under some electric field.

Further, assume that ions have positive charges, and consider a simplified TOF spectrometer shown

in Fig. 3.15, which consists of the followings:

• a pusher: an electrode to which a voltage is applied to push the positively charged ions towards

a detector,

• an extractor: an electrode to which a voltage lower than that applied to the pusher is applied,

• a drift tube: a tube having zero voltage, and

• a detector.

TOF spectrometers with this configuration are known as Wiley-McLaren-type spectrometers [121]

and the spectrometer used in the second experiment for this thesis has a similar configuration (see

chapter 5). Assume that the electric field between the pusher and the extractor and the field between

the extractor and the tube is constant and their direction is perpendicular to the electrode. The

kinetic energy of the ion with initial velocity v = (vx,0, 0, 0) is given by the following:

K(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
mv2

x,0
2 + qxEs (0 ≤ x < s)

mv2
x,0

2 + qsEs + q(x − s)Ed (s ≤ x < s + d)
mv2

x,0
2 + qsEs + qdEd (s + d ≤ x < s + d + L)

(3-27)

Using these and the formula of the x component of the speed vx =
√︁

2K(x)/m, the TOF of the ion

from the starting point S to the detection point G on the detector can be calculated analytically
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and given by the following:

TS→G = ts + td + tL (3-28)

ts =
∫︂ s

0

dx

vx(x) =
√︃

2m

q

√︃
s

Es + v2
x,0/2q

(3-29)

td =
∫︂ s+d

s

dx

vx(x) =
√︃

2m

q

⎛⎝
√︂

sEs + dEd + v2
x,0/2q −

√︂
sEs + v2

x,0/2q

Ed

⎞⎠ (3-30)

tL =
∫︂ s+d+L

s+d

dx

vx(x) = 1
2

√︃
2m

q

L√︂
sEs + dEd + v2

x,0/2q
(3-31)

These formulas indicate that the initial position s has less effect on the total TOF when the electric

field between the extractor and the tube is stronger than that between the pusher and the extractor.

Figure 3.15: A schematic diagram of a test TOF spectrometer.

In practice, more sophisticated spectrometers have been used for TOF measurement and the TOF

is much more difficult to calculate analytically. Some simulation tools such as SIMION [122, 123]

are used to simulate trajectories of ions in the designed spectrometers.
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3.5 X-ray photon detector (MPCCD sensor)

In general, when a photon is absorbed by a semiconductor part of a charge-coupled device (CCD)

element, the photon creates charges in the element. The number of those charges reflects the pho-

ton energy of the absorbed photon, so one can obtain the photon energy of the absorbed photon by

reading the charges from the CCD element.

MPCCD sensors [124] have recently developed for experiments using XFEL pulses at SACLA. An

MPCCD module consists of 8 arrays of CCD elements, each of which is a metal-oxide insulator

(MOS). An MPCCD module is designed to be used in experiments using XFEL pulses and has the

following features:

• It has high sensitivity (quantum efficiency) in the X-ray regime, as shown in Fig. 3.16(a).

• It has 8 ports for 1 array of CCD elements to read out generated charges from, which allows

a high-speed readout and therefore high-frequency measurements.

The specification and the typical performance of an MPCCD module are shown in Tab. 3.5.

Figure 3.16: Quantum efficiency and photographs of MPCCD sensors. (a) Typical quantum effi-
ciency of MPCCD. The dataset for visualization was a courtesy of T. Kameshima. (b) Design of a
single MPCCD sensor. The detection area is 25.4×51.2 mm2. From [124]. (c) Design of an octal
MPCCD sensor. The detection area is around 102×102 mm2. From [124]. (b) and (c) are reprinted
with permission from AIP Publishing.

The raw signal of the MPCCD sensor, here called “CCD count,” has the unit of digital number

(DN). The number of detected photons can be calculated by using the following relation:

Nphoton = (CCD count) × Gain

hν/ϵ
, (3-32)

where Gain is the system gain of the MPCCD sensor (in the unit of 1/DN), hν is the photon

energy of detected photons (eV), and ϵ is the energy required to generate an electron-hole pair in

the component semiconductor (eV). Since the CCD elements are composed of Si, ϵ = 3.65 eV.
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Table 3.5: Specification and typical performance of an MPCCD module. From [124]. Reprinted
with permission from AIP Publishing.

Specification
Description Parameters Unit
Pixel size 50×50 µm
Pixel number 1024× 512 N/A
Imaging area 51.2 × 25.6 mm2

Sensing material Epitaxial silicon N/A
Sensing layer thickness 50 µm
Sensor structure Front-illumination N/A
Image format Full frame transfer N/A
Operation temperature 0 to −30 ◦C
Quantum efficiency 80 % at 6 keV

20 at 12 keV
Max. frame rate in un-binned mode 60 Hz
Max. pixel readout speed 5.4 MHz
Readout port 8 N/A

Typical performance
Description Parameters Unit
System noise 100-250 e- rms
Peak signal 2500-3000 photons/pixel with 6 keV X-ray

4.1-5.0 Me-/pixel
Radiation hardness >3.2 ×1014 photons/mm2 with 12 keV X-ray
Frame rate 30 Hz
Pixel readout speed 3.3 MHz
Dark signal 600 ke-/pixel/s at 293 K
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3.6 Signal and data processing

3.6.1 Timing chart

A time chart of the signals used in the experiments is shown in Fig. 3.17. The master oscillator

installed to SACLA generates master signals, which determines the repetition rate of the XFEL

beam. The XFEL shots are triggered by signals delayed to the master signals by 15.3 ms. The

timing of the valve opening is adjusted for purposes specific to each experiment.

Figure 3.17: A timing chart of the trigger, the cluster jet pulses, the XFEL pulses and the NIR
pulses.
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3.6.2 Configuration of the data acquisition system

The configuration of the data acquisition system used in the experiments is depicted in Fig. 3.18.

Scattering signals were collected by the single and octal MPCCD sensors and stored in the storage of

SACLA. The ion signals collected by the ion TOF spectrometer were stored in the prepared storage

or the storage of the SACLA high-performance computing (HPC) server. In the time-resolved

experiment for this work, images collected by the arrival timing monitor were also stored in storage

of SACLA HPC server. For each FEL shot, signals were linked with a tag number, which is the

number delivered from the facility to identify each FEL shot. The extracted data were put together

into a database for analysis to access them easily.

Figure 3.18: A schematic of data flow. During the measurements, signals collected by the octal
MPCCD sensor were stored in the database constructed in the SACLA facility. Ion signals were
collected by the spectrometer and stored in our storage or the storage of the SACLA HPC server.
Scattering signals and the images of the arrival timing monitor for each FEL shot were linked to
each other with single tag numbers. The observables extracted from the signals were put together
into a database for analysis.
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Chapter 4

Results and discussion I:

Multi-spectroscopic study of single

Xe clusters using XFEL pulses

We present the results of multispectroscopy of xenon cluster [125] in this chapter. XFELs deliver

ultrashort coherent laser pulses in the X-ray regime enabling investigation of the structure of nano-

scale samples in the particle-by-particle scheme. The XFEL-based X-ray diffraction technique can

provide a size- and structure-selective evaluation of the light–matter interaction processes when

combined with other spectroscopic methods. This combined technique has the possibility to give

the insight into light-matter interaction on the level inaccessible in the traditional experimental

schemes. In this study, single-shot SAXS measurements combined with fluorescence and ion TOF

spectroscopies by using XFEL pulses provided from SACLA were demonstrated. The experimental

methods, procedures of data processing and analysis, and the findings are detailed below.

4.1 Experimental setups

The experiment in this study was carried out at EH3 of BL3 [97] of SACLA [90]. The experimental

setups are summarized in Fig. 4.1. Fig. 4.2 shows a photograph of the experimental apparatus in

EH3. This experimental system was composed of the following apparatuses.

• XFEL source: SACLA

• Cluster source: a pulsed cluster jet generator

• Ion detector: an ion time-of-flight spectrometer

• Photon detector: MPCCD sensors

Specific parameters of this experiment are described in this section.
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Cluster source

Ion spectrometer

Single MPCCD

Single MPCCD

Octal MPCCD

KB mirrors

XFEL pulses

W aperture

Figure 4.1: A schematic diagram of the experimental setup used in the first experiment. XFEL
pulses were focused by a pair of KB mirrors. The cluster beam was generated through adiabatic
expansion and introduced through two skimmers to the reaction point. The scattered photons were
collected by an octal MPCCD sensor installed 1,500 mm from the reaction point in the direction of
XFEL beam. Fluorescence photons were detected by two single MPCCD sensors, whose distances
from the reaction point were 600 mm and 800 mm, respectively. Ions were collected by an ion TOF
spectrometer, set on the upper side of the chamber. From [125], licensed under CC BY 4.0.

Reaction chamber

XFEL

Figure 4.2: A photograph of the entire apparatuses. An ion time-of-flight spectrometer was installed
vertically in a chamber (reaction chamber). The reaction chamber was set on the downstream of the
XFEL path. Another chamber equipped with a pulsed gas jet source was connected to the reaction
chamber so that the direction of the gas jet beam was perpendicular to that of the XFEL pulses.
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4.1.1 XFEL pulses and X-ray optics

XFEL pulses were focused by the KB mirror system to 1.5 × 1.3 µm (vertical & horizontal direc-

tions, FWHM). We adopted 5.5 keV for X-ray photon energy slightly above the L-edge of the Xe

atom. The photon energy of each XFEL pulse was measured by a spectrometer with a double-crystal

monochromator system before the experiment. Fig. 4.3 shows the photon energy spectrum of XFEL

pulses accumulated on several tens shots. The photon energy used in the experiment was estimated

to be 5.48 keV by fitting this curve with a Gaussian function. The corresponding wavelength and

wavenumber were 2.26 Å and 2.79 Å−1, respectively. The averaged fluence of the XFEL pulses was

determined to be 16 µJµm2 from the observed diffraction patterns.

Figure 4.3: The photon energy spectrum of XFEL pulse measured for the experiment. The dashed
line is a fitting curve and the resulting photon energy is 5.48 keV.

The KB mirror system often causes undesirable scattered light, so-called parasitic scattering, which

is mainly due to unexpected scattering of the X-ray beam by the edge of the mirrors. The parasitic

scattering is critical for CDI experiments because it causes artifacts on the detected signals. In this

experiment, a pair of aperture plates made of tungsten and had square holes with different sizes was

installed to the upstream side of the experimental chamber. The positions of the aperture plates

were adjusted by monitoring the intensity of the parasitic scattering appearing on the octal MPCCD

sensor.

A beam position monitor was put on a translator and installed to the reaction chamber so that the

center of these elements could be moved to the designed reaction point. The Ce:YAG screen was

used to adjust the position of the reaction chamber in order to overlap the designed reaction point

with the XFEL focal point.

4.1.2 The cluster source

A cluster jet source was implemented with a pulse valve. Fig. 4.4 shows photographs of the cluster

source used in this experiment. The cluster source shown in Fig. 4.4(a) has a pulse valve mount
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made of copper (Cu) on a cold unit made by Oxford Instruments Corp. The opening of the solenoid

valve is controlled by using a dedicated controller IOTA ONE. A convergent-divergent nozzle was

mounted on the front plate of the solenoid valve with a support made of aluminum (Al), as shown

in Fig. 4.4(b). An indium sheet gasket was inserted between the Cu nozzle and the pulse valve to

ensure the gas sealing. The diameter and half angle of the nozzle are 200 µm and 4◦, respectively.

Liquid nitrogen was used as the refrigerant to cool the source. The duration of the pulsed gas beam

was set to 1 ms and the repetition rate was set to 10 Hz to match that of the XFEL shots. The

stagnation pressure was set to 21 bar and the stagnation temperature was set to 300 K (without

cooling) and 250 K (with cooling).

(a) (b)

Figure 4.4: Cluster source. (a) A photograph of the cluster source used in the experiment. (b) A
photograph of the top of the valve. A convergent-divergent nozzle was attached on the front plate
of the solenoid valve via a sealing indium gasket and covered with an Al support to fix its position
on the valve.

4.1.3 Experimental chamber

Our apparatus consists of three vacuum chambers, i.e. cluster source chamber, differential pumping

chamber and reaction chamber (Fig. 4.5(a)). Fig. 4.6 shows a photograph of the source chamber.

A cluster source is mounted on a motorized three-axis stage and installed in the cluster source

chamber. The cluster beam passes two skimmers so that the core of the cluster jet can be delivered

to the reaction point. Each vacuum chamber equipped with several pumps as shown in the schematic

diagram (Fig. 4.5(b)) and Tab. 4.1. This configuration has enabled to keep the high vacuum during

the experiment which is often essential for effective cluster generation. The pumping system could

reduce the pressure in the cluster source chamber and the differential pumping chamber without

gas load as low as 10−4 Pa and 10−5 Pa, respectively.

Table 4.1: Specification of vacuum pumps used in the experiment. The pumping speed is for N2.
Chamber TMPs Roughing pumps
Cluster source Pfeiffer HiPace 700 (685 L/s) × 1 ULVAC DIS-500 (10 L/s) × 1

Priffer TMU 521 (510 L/s) × 2
Differential pumping Edwards STP-iX455 (450 L/s) × 2 Common to Cluster source
Reaction Pfeiffer HiPace 700 (685 L/s) × 1 Busch FO-0030 (10 L/s)

Edwards STP-301 (300 L/s) × 1
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Cluster source chamber

Differential pumping chamber

Nozzle

Octal

MPCCD

Reaction chamber

Skimmer

(a) (b)

Figure 4.5: Schematics of the chambers and the pumping system. These are courtesy of K. Nagaya.
(a) A schematic of the chambers. The source chamber is composed of two parts for differential
pumping. A skimmer with a diameter of 0.5 mm was set to the interface between the cluster source
chamber, and a skimmer with a diameter of 1.0 mm was set to the interface between the differential
chamber and the reaction chamber. The cluster source was installed so that its top was a few tens
mm distant from the cusp of the first skimmer. (b) A schematic of the pumping system.

(a) (b)

Di erential 

pumping

Cluster

source

Figure 4.6: Photographs of the source chamber (a) and the second skimmer (b). The second skimmer
was installed to the interface between the differential pumping chamber and the reaction chamber.

66



4.1.4 Adjustment of the position and timing

The position of the reaction chamber was adjusted coarsely by using the three-axis stage under

the chamber so that the designed reaction point and the focal point of incident XFEL pulses were

overlapped. The position of the cluster source was aligned by the motorized translator so that the

core of the cluster jet could be introduced to the reaction point in the reaction chamber. To achieve

this condition, a quadrupole mass spectrometer (QMS), which is named microvision2 and made by

MKS Corp., was set on the downstream of the gas jet and the volume of gas jet reaching the mass

spectrometer was monitored. The position of the gas jet was determined by using Ar gas and by

maximizing the yields of dimers and trimers detected by the QMS. The final distance between the

nozzle and the top of the first skimmer was set to around 25 mm.

4.1.5 Ion TOF spectrometer

The ion TOF spectrometer used in the experiment is shown in Fig. 4.7. This spectrometer has

five electrodes (U1, U2, U3, D1, and D2), and two detectors (HEX 80) made by RoentDek Handels

GmbH. The detectors are composed of a micro-channel plate (MCP) and a delay-line anode and

suitable for detection of charged particles. The reaction point was the center of the region between

the two electrodes U1 and D1. Generated ions were extracted toward the upper detector along the

electron field generated by applying the voltages to the electrodes. The applied voltages are listed in

Tab. 4.2. When ions are detected by HEX 80, the voltage applied to HEX 80 is changed depending

on the intensity of the ion signal. For each XFEL shot, the voltage applied to HEX 80 was recorded

by a high-speed digitizer (Acqiris DC282) made by Agilent Technologies.

Table 4.2: List of the voltages applied to the electrodes and the detector.
Parameter HEX 80 U3 U2 U1 D1 D2
Voltage [V] -1,800 0 1,000 1,500 2,000 2,750
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HEX 80

U3
U2
U1
D1
D2

reaction 

region

(a) (b)

360 mm

15 mm

13 mm

10 mm

15 mm

92 mm

Figure 4.7: Ion TOF spectrometer. (a) A schematic of the ion TOF spectrometer. Voltages were
applied independently to the five electrodes and HEX 80. Ions generated were extracted to HEX
80 installed to the upper side of the spectrometer. (b) A photograph of the reaction region. Each
electrode was insulated to each other by ceramic spacers. The position monitor showing up in (b)
has targets for adjusting the position of the reaction chamber.

4.1.6 MPCCD

An octal MPCCD sensor was installed at the downstream side of FEL and recorded SAXS signals.

The distance of the octal MPCCD sensor from the reaction point was 1,500 mm. The size of the

center hole of the MPCCD sensor was adjusted to avoid the direct beam of FEL. With this setup, the

detector covered a scattering angle range of 0.10–2.8◦, which corresponds to a momentum transfer of

q = 0.049–1.4 nm−1. Two single MPCCD sensors were set in front of two viewports of the reaction

chamber. The distances of the single MPCCD sensors from the reaction point were 600 mm and

800 mm, respectively. The SAXS and fluorescence signals detected by the MPCCD sensors were

stored in the storage of the SACLA HPC server.
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4.1.7 Experimental parameters

At the end of this section, the experimental parameters are shown in Tab. 4.3.

Table 4.3: List of experimental parameters. Single MPCCD sensors are numbered for convenience.
The peak fluence of XFEL pulses was estimated by analyzing the obtained SAXS images.

Cluster source
Gas Xenon
Stagnation pressure [bar] ∼ 21
Stagnation temperature [K] ∼ 300
(cooling) ∼ 250

Pulsed valve
Nozzle diameter [µm] 200
Nozzle half angle [degree] 4
Pulse duration [ms] 1.0
Jet delay [ms] (Xe atom) 13.3
(main pulse) 12.3
(after-pulse region) 10.3

XFEL
Photon energy [keV] 5.548
Repetition rate[Hz] 10
Pulse duration [fs] ∼ 10
Focus [µm2, FWHM] 1.5×1.3
Peak fluence [µJ/µm2] ∼ 16

Ion TOF spectrometer
HEX 80 [V] -1,800
U3 [V] 0
U2 [V] 1,000
U1 [V] 1,500
D1 [V] 2,000
D2 [V] 2,750

MPCCD sensor
System gain [eV] (Octal) 17.38
(Single 1) 17.74
(Single 2) 19.05
Energy to generate an
electron-hole pair [eV]

3.65
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4.2 Preprocessing of experimental data

4.2.1 Extraction of “hit” images

Totally 90,225 images were recorded in the experiment. At the first stage of analysis, the “hit”

images, where signals from the clusters show up, were chosen by the following procedure:

1. The number of pixels that had digital number (DN) above a threshold and in the specific

region, Nover, was calculated.

2. The images where the ratio of Nover to the total number of the target pixels Ntpix was above

another threshold were chosen as candidates for the hit images.

3. The final hit images were selected from all the candidate images by checking with the eyes and

by applying a fitting to the radial profiles of images, which will be described in the following

section.

Fig. 4.8(a) shows a typical DN distribution of an octal MPCCD image. The pixels in an 800×800-

pixel square around the center of the image and out of the center blank of the image were analyzed

for the thresholding. The threshold to DN was set to 85, corresponding to 1 photon. Fig. 4.8(b)

shows the ratio of Nover to Ntpix. The threshold to the ratio was set to 0.01 (1 %). The number

of the hit images was 81, and the resulting hit ratio, defined by the ratio of the number of the hit

images to the total number of the collected images, was 0.09 %.

During the experiment, three conditions for cluster generation were used: the normal pulse timing

at 300 K, the after-pulse timing (see section 3.3.4) at 300 K, and the normal pulse timing at 250 K.

The statistics of hit images are shown in Tab. 4.4. Most of the hit images were obtained by using

the after-pulse timing condition.

(b)(a)

Figure 4.8: (a) A typical DN distribution of the target pixels. The dashed line corresponds to
the threshold. (b) The ratio of Nover to Ntpix for sequential 1,000 FEL shots. The dashed line
corresponds to the threshold.
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Table 4.4: The statistics of the SAXS images having the signals from clusters.
Normal pulse timing, After-pulse timing, Normal pulse timing,

300 K 300 K 250 K Total hits Total FEL shots
1 69 11 81 90,225

4.2.2 Correction of baseline of MPCCD sensors

Images obtained from the MPCCD sensors had background due to the dark current of each CCD

element [124], as well as photons from the parasitic scattering, as shown in Fig. 4.9(b). To extract

the signals coming from the clusters, the following steps were applied to the collected images:

1. A background image for a hit image was calculated by averaging over the images with tag

numbers near the tag number of the hit image. The background image and the hit image are

linked together with the tag number.

2. A signal from clusters was obtained by subtracting the background image from the hit image.

Fig. 4.9(b)-(c) show the background image for the image shown in Fig. 4.9(a) and the background-

subtracted image, respectively. Each background image was obtained from almost 1,000 images.

(a) (b) (c)

Figure 4.9: A schematic of the procedure for baseline correction of the MPCCD images. (a) Raw
images had baselines coming from the dark current of each CCD element, which could influence
the data analysis. (b) Background images were calculated by averaging over the images with tag
numbers near the tag number of each hit image. (c) The background-subtracted images are free
from the non-signal background and the different baseline levels of CCD elements. All the images
are shown in the same color scale.

4.2.3 Background correction of fluorescence spectra

As for single MPCCD sensors, after the baseline correction, a background histogram of CCD count

was subtracted from the signal histogram in order to calculate the number and the photon energy

of fluorescence photons. For a specific image with signals from clusters, the background histogram

was calculated by averaging the histograms of CCD count from images measured at shots close to

the shot where the signal image was measured. Fig. 4.10 shows an example of raw histograms and

background spectra. The background histogram had the mean of 0 keV and the standard deviation

of 0.5 keV.
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Single 1 Single 2

Figure 4.10: Typical histograms of CCD count of images of single MPCCD sensors. The corre-
sponding background spectra were plotted with black dashed lines. The background-subtracted
histograms are plotted with green bars.

4.2.4 Baseline correction of TOF spectra

When a large number of ions is detected by the spectrometer, the following problems could occur:

• The baseline of the TOF spectrum is modulated.

• The detection efficiency of the spectrometer gets lower.

• The signal intensity is saturated, i.e., the signal intensity reaches the upper limit of the de-

tectable range of the digitizer.

Modulation of the baseline could lead to the undershoot and overshoot of the signals against the

detectable range of the digitizer, which makes the analysis of the TOF spectrum difficult. The base-

lines of each TOF spectrum were calculated by using a procedure that combines a moving average

and a Savitzky-Golay filter [126].

Fig. 4.11(a) shows an example of observed the raw TOF spectra in light blue and the corresponding

baseline in orange. Fig. 4.11(b) shows the baseline-corrected spectrum. The procedure successfully

compensated the modulated baseline. In most of the collected TOF spectra, the signals of doubly

charged Xe ions at ∼ 5 µs and those of singly charged Xe ions at ∼ 6 µs were crucially influenced

by the saturation, undershoot of the baseline and the lowering of the detection efficiency. Hence, it

is noted that the intensity of doubly/singly charged Xe ions were less reliable compared to highly

charged Xe ions.
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Figure 4.11: Baseline correction of ion TOF spectra. (a) A typical raw spectrum (light blue) and the
corresponding baseline (orange). The baseline was calculated by using a smoothing method based
on the moving average and used to compensate for the TOF spectrum. (b) The baseline-corrected
TOF spectrum.

4.3 Analysis

4.3.1 Extraction of the cluster size and the FEL fluence

The recorded SAXS images suggest that most of the observed clusters had spherical shapes. Based

on this fact, the clusters were assumed to be almost spherical and their radii and the fluences of the

XFEL pulses at the actual reaction point were extracted from the SAXS images by the following

procedure:

1. The center of the diffraction patterns was determined by maximizing Friedel centrosymmetry

of the sum of the hit images.

2. The radial profiles of each image were calculated by the averaging in the angle direction around

the determined center of the image.

3. FItting was applied to each radial profile.

Determination of the center of the diffraction patterns

Considering the discussion on scattering by an electron bound to an atom (subsection 2.1.1), the

scattering of hard X-rays by Xe atoms can be described by Thomson scattering. The absorption

efficiency of a 5.5-keV X-ray photon by a Xe atom is very low. Furthermore, the Ewald sphere is

approximated as a plane in the detectable range of momentum transfer in the experiment because

the maximum of the detectable momentum transfer (1.4 nm−1) is quite lower than the wavenumber

of the incident photons (27.9 nm−1). Therefore, the scattered intensity can be considered to satisfy

the Friedel centrosymmetry, I(q) = I(−q) [127].

Based on the discussion in Ref. [127], the Friedel centrosymmetry of the sum of the hit image was
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evaluated by using correlation functions:

Csym(x0, y0) = E − O

E + O
(4-1)

E =
∑︂

x,y∈ROIsym

[I0(x, y) + Isym(−x, −y; x0, y0)]2 ,

O =
∑︂

x,y∈ROIsym

[I0(x, y) − Isym(−x, −y; x0, y0)]2 ,

where x and y are the coordinates of the image, ROIsym is the range of interest without the missing

region of the detector (e.g. the center hole if the detector) for the calculation of Csym, (x0, y0) is the

coordinate of the center of the diffraction patterns (in the unit of pixel), and I0 and Isym are the

observed diffraction intensity and its so-called Friedel mate, respectively. In this work the Friedel

mate was given by I0(−(x − x0), −(y − y0)). The intensities of diffraction patterns were low and

even the diffraction pattern with highest intensity had only ∼ 10 photons/pixel at the center region

of image. To get better statistics for calculation, Csym of the sum of the hit images was calculated

to determine the center of the diffraction patterns. Fig. 4.12(a) shows the image made by summing

the hit images, and Fig. 4.12(b) shows the map of Csym in the (x0, y0) space. Here a 400×400-pixels

square region surrounding the center of the image was set as ROIsym. The pair (x0, y0) which was

around the center of CCD image and maximized Csym was taken as the center of the diffraction

patterns. The obtained values are (−8.52, 7.44).

(a) (b)

Figure 4.12: The summed-up diffraction image and a Friedel centrosymmetry map. (a) The image
made by summing the hit images. (b) A map of Csym in the (x0, y0) space.

Fitting to the radial profile

Fig. 4.13 shows a schematic of the detection of scattering photons by a planar detector. The solid

angle at the coordinate (xpix, ypix) on the detector can be written by

dΩ = cos3 2θ
A

L2 , (4-2)
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where A is the area of a pixel, L is the distance of the detector from the reaction point (camera

length), and (xpix, ypix) is related to the scattering angle θ:

2θ = tan−1

√︂
x2

pix + y2
pix

L
= tan−1 Rpix

L
. (4-3)

By substituting the solid angle in Eq. 2-44 and applying the azimuthal average, the number of

scattered photons in the experimental setup can be formulated as follows:

Ns(Rpix; r0, J0) = J0r2
e(3NZ)2 1 + cos2{2θ(Rpix)}

2

[︃
sin{q(θ(Rpix))r0} − q(θ(Rpix))r0 cos{q(θ(Rpix))r0}

{q(θ(Rpix))r0}3

]︃2

× cos3{2θ(Rpix)} A

L2 . (4-4)

The fitting function was based on Eq. 4-4 and the formula is

Ns(Rpix; r0, K, base) = K
1 + cos2{2θ(Rpix)}

2

[︃
sin{q(θ(Rpix))r0} − q(θ(Rpix))r0 cos{q(θ(Rpix))r0}

{q(θ(Rpix))r0}3

]︃2

×cos3{2θ(Rpix)}
L2 + base. (4-5)

In Eq. 4-5, the pre-factor and the pixel area A of Eq. 4-4 is put together into a parameter K, and

base represents an uniform baseline coming from the residual background.

Figure 4.13: A schematic of detection of scattering photons by a planar detector. scattered photons
in the direction characterized by (θ, ϕ) are detected by the detector pixel at (xpix, ypix).

Fig. 4.14 shows a schematic of the procedure of calculating the radial profiles. Diffraction images

were projected into the polar coordinate, and the radial profiles were calculated by averaging the

polar plot in terms of the angle direction. The cluster radii of each observed cluster and the FEL

fluence were obtained by fitting to the radial profiles of the diffraction patterns with the curve

expressed in Eq. 4-5. The total number of scattered photons can be calculated by using the fitting

curve as follows:

Nscat =
∑︂

xpix,ypix

Ns

(︂√︂
x2

pix + y2
pix; r0, K, 0

)︂
. (4-6)
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(a) (b) (c)

averaging

Figure 4.14: A schematic of calculation of radial profiles. The polar plot (b) was calculated by
projecting the raw image (a) from the Cartesian coordinates (qx, qy) to the polar coordinates (qr, ϕ)
with a cubic interpolation. The radial profile (c) was then calculated by averaging the polar plot in
terms of ϕ. In the calculation of the radial profile, only non-zero pixels were used; zero-value pixels
correspond to the missing region of CCD elements of the sensor.

4.3.2 Extraction of the number and the photon energy of florescence

photons

The number and the photon energy of fluorescence photons coming from Xe clusters were evaluated

with the fluorescence spectra recorded by the single MPCCD sensors. The procedure of evaluation

is as follows:

1. The specific energy range ROIflu where fluorescence photons were expected to appear was

determined on the basis of atomic fluorescence lines and the width of the background spectrum.

2. The numbers of fluorescence photons for each spectrum calculated by summing the photons

within ROIflu.

3. The mean photon energies of fluorescence photons for each spectrum were calculated by ap-

plying the weighted average to each spectrum within ROIflu.

Considering that 5.5-keV photons dominantly ionize electrons in the L shell of Xe atoms, ROIflu

was determined by choosing the surrounding energy range of the Xe atomic lines [128] as follows:

ROIflu = {hν ∈ R| min{L lines} − 3σBG ≤ hν ≤ max{L lines} + 3σBG} . (4-7)
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The number of fluorescence photons Nflu, the mean photon energy hνflu, their errors σN , σhνflu

and the variance of hνflu, Σ2
hνflu

, were calculated as follows:

Nflu =
∑︂

j,hνj∈ROIflu

max(Sj − Bj , 0), (4-8)

σ2
N =

∑︂
j,hνj∈ROIflu

(Sj + Bj), (4-9)

hνflu =
∑︁

j,hνj∈ROIflu
hνj max(Sj − Bj , 0)
Nflu

, (4-10)

σ2
hνflu

=
(︄∑︁

j,hνj∈ROIflu
hνj

√︁
Sj + Bj

Nflu

)︄2

+
(︃

σN

Nflu
× hνflu

)︃2
, (4-11)

Σ2
hνflu

=
∑︁

j,hνj∈ROIflu
(hνj − hνflu)2 max(Sj − Bj , 0)

Nflu
. (4-12)

In Eq. 4-8-4-12, Sj and Bj are the value of the raw signal spectrum and the background spectrum

at hνj , respectively. Each bin of energy for the histogram as shown in Fig. 4.10 is identified by j.

These values defined in Eq. 4-8-4-12 were calculated for each single MPCCD sensor and finally put

together.

4.3.3 Assignment of charge states and the kinetic distributions by using

SIMION

SIMION [122, 123] is a powerful tool to model ions and calculate their trajectories under a given

electric field. To attribute the charge states and kinetic energies to the ions in TOF spectra, trajec-

tories of Xe ions under the electric field of the spectrometer were simulated by using SIMION. The

setting of voltage shown in Tab. 4.3 was used in the SIMION simulations. Fig. 4.15 shows a typical

simulation result of trajectories of Xe ions. The ions are emitted in the direction toward the detector

(forward emission) or backward the detector (backward emission). When the kinetic energy of ions

increases, the detectable emission angle of ions is limited. Here the limit of the emission angle is

called the acceptance angle.

HEX 80

x axis

(b)

Emission 
direction

(a)

Figure 4.15: (a) A typical simulation result of ion trajectories with SIMION, where Xe3+ ions with
the kinetic energy of 500 eV were emitted in the uniform direction. Ions hitting the detector HEX
80 are counted for calculation of the acceptance. (b) The definition of the emission angle θ.

Since the spectrometer used in the experiment has axial symmetry in terms of the x-axis shown
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in Fig. 4.15(b), the threshold of angle which determines the acceptance of ions for the detector is

defined by the angle between the emission direction and the x-axis, θ. The threshold can be defined

in both forward and backward emission, so here the following angles are defined for convenience:

• θaccp,f (KEx, q): the acceptance angle for forward emission,

• θaccp,b(KEx, q): the acceptance angle for backward emission,

where q is the charge stage of an ion, and KEx is the absolute value of the x-component of the

initial KE of the ion, defined by KEx = KE × |cos θ|2. The relationship between the time-of-flight

tT OF and KEx can be also simulated by using SIMION.

Figs. 4.16(a)–(b) show the acceptance angles as functions of KEx. Each acceptance angle varies

monotonically at KEx = 0 ∼ 1000q eV, which allows the inner interpolation of the acceptance

angels easily in the range [0, 1000q] eV for each q. Fig. 4.16(c) shows a plot of KEx as a function

of tT OF for forward/backward emission. KEx varies monotonically in the forward emission. Note

that KEx increases sharply at some tT OF in each charge state, which could make the sharp TOF

peaks. By comparing the KEx-tT OF curves with the observed TOF spectra and by considering the

fact that the kinetic energy of ions increases with their charge state, the charge states of each TOF

peak could be assigned roughly and determined by the fitting described below.

(a) (b)

(c)

Figure 4.16: Acceptance angles and KEx-tT OF curves for Xe ions. (a) The charge and the initial
KE dependence of the acceptance angle of forward emission. (a) The charge and the initial KE
dependence of the acceptance angle of backward emission. (c) KEx-tT OF curves of each charge
state.

The mean and standard deviation of KE, KE(q) and σKE(q) respectively, were estimated by using
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two methods. The first method is to adopt the weighing average:

KE(q) =
∑︁

tT OF
KE(tT OF , q)I(tT OF , q)∑︁

tT OF
I(tT OF , q) (4-13)

σKE(q) =

⌜⃓⃓⎷∑︁tT OF

(︁
KE(tT OF , q) − KE(q)

)︁2
I(tT OF , q)∑︁

tT OF
I(tT OF , q) (4-14)

where KE(tT OF , q) is KE of a charge state q as a function of tT OF which is calculated by using

SIMION, and I(tT OF , q) is the intensity of a peak corresponding to q.

The second method is to use simulations with SIMION by assuming the kinetic energy distribution

(KED). The scheme is as follows:

1. Xe ions having a charge state q and an initial kinetic energy KE are generated and emitted in

the random direction. The distribution of emission direction is assumed to be uniform. This

simulation gives acceptance angles of forward/backward emissions in the SIMION coordinates,

denoted by θaccp,f (KE, q), θaccp,b(KE, q) respectively.

2. Pairs of the azimuthal angle θ and the polar angle ϕ are generated so that they are dis-

tributed uniformly, that is, (θk, ϕl) = (kπ/Nθ, 2lπ/Nϕ) (k = 0 ∼ Nθ − 1, l = 0 ∼ Nϕ − 1).

The pairs (θ, ϕ) satisfying cos θ cos ϕ ≤ cos θaccp,f (KE, q) are selected as the pairs identifying

ions emitted in the forward direction and collected by the detector. The pairs (θ, ϕ) satis-

fying cos θ cos ϕ ≥ cos θaccp,b(KE, q) are selected as the pairs identifying ions emitted in the

backward direction and collected by the detector.

3. The x-component of KE, KEx(θk, ϕl), are calculated from each of the selected pairs by using

the following relation:

KEx(θk, ϕl) = KE × |cos θk cos ϕl|2 . (4-15)

KEx is then converted to tT OF by using KE(tT OF , q).

4. A histogram of the values of tT OF obtained in the above procedure is calculated, and this

histogram, denoted by h(tT OF , KE, q), corresponds to the TOF spectra from the ions which

have the charge state of q and the initial KE of KE and are emitted in the uniform direction.

5. Finally, the TOF spectrum of ions having the charge state of q and the KED f(KE, µ, σ) (here

µ is the mean KE of KED and σ is the standard deviation of KED) is calculated as follows:

H(tT OF , q, µ, σ) =
∑︂
KE

f(KE, µ, σ)h(tT OF , KE, q) (4-16)

6. The peaks of each TOF spectrum are fitted with H(tT OF , q), from which KE(q) = (µ of the best fit)

and σKE(q) = (σ of the best fit) are obtained.

Fig. 4.17 shows a typical result of the fitting to a TOF spectrum. Here Nθ and Nϕ were set to

1,000. The ions were assumed to have Gaussian kinetic energy distributions. The peaks of highly
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charged Xe ions (q ≥ 3) are well reproduced by the fitting procedure, and the fitting could confirm

the assignment of the charge states.

Figure 4.17: A typical result of the fitting to a TOF spectrum. Highly charged ions (q ≥ 3) were
assumed to have Gaussian kinetic energy distributions. µ and σ of the kinetic energy distributions
were determined so that the calculated TOF spectra reproduced each peak best.
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4.4 Results and discussion

The multi-spectroscopic measurements of Xe clusters were carried out with the experimental setups

described in section 4.1. Fig. 4.18 shows typical results of the SAXS images, fluorescence spectra

and ion TOF spectra from Xe clusters recorded for each FEL pulse. Since the hit ratio is less than

0.1 % under the current condition, the recorded data of each FEL shot was considered mainly to

originate from a single cluster in the focus of the FEL pulse. Clear diffraction rings were observed in

the SAXS images of Xe clusters, and most of the SAXS images consisted of concentric rings. These

images suggest a spherical shape for the xenon clusters. The size of the Xe clusters and the fluence of

XFEL pulses at the actual reaction point were extracted by applying the analysis scheme described

in subsection 4.3.1. The obtained values of cluster size and XFEL fluence are given above Fig. 4.18

(a), (d) and (g). Fig. 4.18 (a)–(c) show the SAXS image, fluorescence and TOF spectra recorded at

the high fluence. The diffraction pattern had high intensity, and the fluorescence spectrum shows

an evident peak at around 4.5 keV, at the high energy side of the dark signal peak of the MPCCD

sensor at 0 keV. Highly charged ions were observed in the TOF spectrum. As the XFEL fluence and

the cluster size decreased, as shown in Fig. 4.18 (d)–(f) and (g)–(i), the SAXS signals got weaker,

the yield of fluorescence photons decreased, and less highly charged ions were observed, while ions

in the lower charge state showed up. These results indicate that XFEL–cluster interaction can be

investigated more accurately by using size- and fluence-selective measurements, i.e. by eliminating

the washout of characteristics of single targets due to size distribution of the sample and laser

intensity profile [46, 49, 57, 58].

4.4.1 SAXS signals and properties of clusters

Characteristics images and their interpretation

The SAXS images, or diffraction patterns, have information on the size and shape of the clusters

and the XFEL fluence at the actual reaction point. Fig. 4.19 shows characteristic diffraction pat-

terns from clusters. The diffraction patterns shown in Figs. 4.19(a)–(c) were observed by using the

after-pulse timing at 300 K, and the pattern shown in Fig. (d) was observed by using the normal

timing at 300 K. The statistics of patterns in terms of their pattern types is shown in Tab. 4.5. The

majority (over 90 %) of the observed diffraction patterns were composed of concentric circular rings

as shown in Fig. 4.19(a), which suggested spherically shaped clusters. A few diffraction patterns

showed diffraction rings with modulation of intensity as shown in Fig. 4.19(b)-(c), indicating that

non-spherical clusters were generated in the after-pulse timing. While these patterns are considered

to come from single clusters, there was one pattern consisting of Newton rings whose center was far

from the center of the MPCCD detector (Fig. 4.19(d)). This image indicates that a few clusters

were in the focal spot of FEL. Observation of these characteristic patterns has been reported in the

preceding studies using soft X-ray FELs [43–45, 47], and one can distinguish patterns coming from

single clusters from patterns coming from several clusters in the FEL focus.
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130 nm, 9.2 μJ/μm2
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Figure 4.18: Characteristic results of the multi-spectroscopic measurements. Each diffraction image,
fluorescence spectrum and ion TOF spectrum shown in (a)–(c), (d)–(f), and (g)–(i) were observed
from Xe clusters with the radius of cluster and the fluence (r0, J0) of (130 nm, 9.2 µJ/µm2), (68
nm, 6.7 µJ/µm2), (72 nm, 2.1 µJ/µm2), respectively. Scattered intensity was observed in the upper
region of diffraction images ((a), (d), (g)), which came from the parasitic scattering of the XFEL
pulses due to the configuration of the upstream optical system. From [125], licensed under CC BY
4.0.

Analysis of the SAXS image (Fig. 4.19(b)) using a gradient search algorithm in combination with

an initial estimate give an insight into the cluster growth process [129]. Fig. 4.20 shows the result

of the reconstruction of the 2D electron density map from the SAXS image (Fig. 4.19(b)). It shows

that a hailstone-shaped cluster, which has a shape of a large cluster (r0 = 130 nm) with a small

cluster (r0 = 20 nm) on its surface like a protrusion, were generated by using the after-pulse timing

of the gas jet. The observation of the hailstone-shaped clusters is a signature of cluster-cluster

aggregation for the growth of large clusters [47, 117, 130], while monomer addition is dominant in

the initial growth of clusters as discussed in section 3.3.

Table 4.5: The statistics of the SAXS images in terms of their pattern types.
Concentric Concentric

circular rings modulated rings Newton rings Total hits
74 6 1 81
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(a) (b)

(c) (d)

Figure 4.19: Characteristic SAXS images observed in the experiment. (a) Most of the observed
images were composed of uniform concentric circular rings. (b) The image having the highest signal
intensity showed modulated rings, suggesting a hailstone-shaped cluster [129]. (c) A few images
showed non-circular rings, which suggests non-spherical clusters. (d) Newton rings indicating a few
clusters were in the focal spot of FEL.

Figure 4.20: The 2D electron density map reconstructed by using a refinement method. (a) The
reconstructed 2D density map from the diffraction pattern shown in Fig. 4.19(b). The density map
is composed of one larger sphere component on its center and one smaller sphere component on the
surface of the larger one. (b) The diffraction pattern calculated from the density map shown in (a).
From [129], licensed under CC BY 4.0.
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Fitting results and the cluster size distribution

Fig. 4.21(a) shows typical radial profiles derived from diffraction images and the corresponding

fitting curves. The fitting assuming a single uniformly dense sphere with Thomson scattering re-

produced the experimental results well. Fig. 4.21 (b) shows the histogram of radii of the spherical

Xe clusters under the after-pulse condition at 300 K (top panel) and the normal pulse condition at

250 K (bottom panel). Fitting curves (black dashed lines) based on the log-normal distribution of

cluster size give the average cluster radius of 81 nm on the after-pulse condition and 35 nm on the

normal pulse condition with cooling. Cluster radii peaked around 80 nm and the larger clusters were

observed. These clusters have larger radii than the clusters predicted by The well-known scaling

law [108, 112] predicted the average cluster radius of 25–44 nm at 300 K and 32–61 nm at 250 K.

Compared with the predicted values, the after-pulse condition gave much larger clusters than the

predicted size, while the average size of clusters observed on normal pulse condition with cooling

are in good agreement with the predicted size. The generation of such larger clusters occurred be-

cause we adopted jet timing where extremely large Xe clusters can be generated on the after-pulse

condition [47].

(a) (b)

Figure 4.21: Radial profiles and distributions of cluster radius. (a) Characteristic radial profiles of
diffraction images. The radii of the Xe clusters giving the top and the bottom profiles are 81 nm
and 39 nm, respectively. The formula of the fitting curves (black dashed lines) is described in Eq.
4-5. (b) The histograms of radii of the observed Xe clusters on the after-pulse condition at 300 K
(top) and on the normal pulse condition at 250 K (bottom). The error bars are composed of the
statistical errors of the frequency of observation. The black dashed lines in (b) are fitting curves
based on a log-normal distribution of cluster size and give the averaged radii of 81 nm and 35 nm,
respectively. No clusters with the radii of 50–60 nm were observed on the after-pulse condition (top
panel in (b)), which could be an accidental error due to the low statistics.

4.4.2 Fluorescence spectra

As mentioned in subsection 4.3.2, the L-shell ionization of Xe atoms is dominant with photons with

the energy of 5.48 keV, and the fluorescence from L shells (Lβ and Lα lines) is expected to be emitted

dominantly. The fluorescence photons were observed around these Xe atomic fluorescence lines, as

shown in Fig. 4.18(b), (e), and (h). Furthermore, the probability of X-ray absorption by Xe atoms is

expected to very low and the expectation of the absorption rate by Xe atoms is estimated to be only
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a few percentages by using the cross section shown in Fig. 2.1(b). On the other hand, the preceding

study [9] using ion TOF spectroscopy has reported that highly charged Xe atoms were generated via

two-photon ionization within the exposure of single 5.5-keV XFEL pulses at the fluence equivalent

to those observed in this work. The number of fluorescence photons from a particle is proportional

to the product of J0 and the volume exposed to the incident photons under the conditions where the

intensity of the incident beam is not so extremely high. In the experiment, the cluster size was much

smaller than the focal spot of FEL, and therefore Nflu would be proportional to the product of J0

and the cluster volume, i.e. the number of atoms in the cluster N (∝ r3
0). On the other hand, it can

be shown by calculating Eq. 4-6 that Nscat is approximately proportional to Kr4
0, i.e. proportional

to J0r4
0 for spherical clusters with the observed size. Therefore, it can be expected that Nflu and

Nscat have a relationship Nflu × r0 ∝ Nscat. Fig. 4.22(a) shows the correlation between Nflu × r0

and Nscat, and there is evidence of linear correlation between Nscat and Nflu × r0. This indicates

that both the observed fluorescence and scattered photons actually came from the same targets for

each XFEL shot.

The position of the fluorescence photon peak was also plotted in Fig. 4.22(b). A broad peak was

found to be located at 4 keV, and the position of this peak was not changed by the FEL fluence.

Furthermore, the observed peak position corresponds to the fluorescence energies of the Xe atomic

Lα and Lβ lines. Therefore, these photons are the result of the radiative decay of inner-core excited

Xe atoms in the clusters. Although more detail discussion (e.g. multi-photon absorption) cannot be

expected due to limited statistics and the energy resolution of the fluorescence spectroscopy in the

current conditions, the above results show that fluorescence spectroscopy monitoring of the fluence

of the incident FEL pulses offers the possibility of studying the degree of inner ionization of samples

under intense laser field [9, 14, 15, 42, 131].

(a) (b)

Figure 4.22: Correlation maps between the observables obtained from fluorescence spectra and
SAXS images. (a) Correlation between the number of scattered photons and that of fluorescence
photons detected by one of the two single MPCCD sensors. The black dashed line is a guide for
the eyes representing Nflu × r0 ∝ Nscat. (b) Correlation between the X-ray dose (= cluster size ×
XFEL fluence) and the photon energy of fluorescence. The positions of the photon energies of Xe
atomic Lα and Lβ fluorescence are shown to the right side of (b). The error bars shown in (a) are
composed of the statistical errors of Nflu defined in Eq. 4-9 and Nscat. The error bars shown in (b)
are defined in Eq. 4-11. From [125], licensed under CC BY 4.0.
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4.4.3 TOF spectra of Xe ions

Ion TOF spectroscopy records ions generated in laser-matter interaction undergo the whole process

in the interaction. The charge distribution and the kinetic energy distribution of ions extracted from

recorded TOF spectra contain information on ion generation processes, with which the fundamental

mechanisms of the formation and development of nanoplasmas have been discussed.

Fluence and size dependence of TOF spectra and ion charge distributions

Fig. 4.23 shows the ion TOF spectra of Xe clusters under different conditions. TOF spectra recorded

at high FEL fluence (∼ 8 µJ µm−2) and low FEL fluence (∼ 3 µJ µm−2) are shown in Figs. 4.23

(a)–(c) and Figs. 4.23 (d)–(f), respectively. The apparent charge distributions of Xe ions are shown

in the insets of each panel of Fig. 4.23. Substantial TOF intensity of singly charged Xe ions was

observed at lower XFEL fluence irrespective of cluster size. On the other hand, singly charged ions

were suppressed and more highly charged ions were generated at higher XFEL fluence.

(a) (b) (c)

(e) (f)(d)

Xe5+

Xe10+
Xe+

Xe5+

Xe10+

Xe5+

Xe10+

Xe5+
Xe5+

Xe5+

39 nm, 7.9 μJ/μm2 65 nm, 8.1 μJ/μm2 81 nm, 7.1 μJ/μm2

44 nm, 3.5 μJ/μm2 61 nm, 2.9 μJ/μm2 75 nm, 2.7 μJ/μm2

Xe+
Xe+
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Figure 4.23: Ion TOF spectra of Xe clusters with sizes of around (a,d) 40 nm, (b,e) 60nm, and (c,f)
80 nm. Ion charge states of each peak were determined by a simulation using SIMION [122]. The
charge distributions of the detected Xe ions extracted from each TOF spectrum are shown in the
insets. The yields of doubly charged ions and singly charged ions are less reliable due to the lowering
of detection efficiency and the saturation of signal, which were caused by the detection of a large
number of highly charged Xe ions. The baseline of spectra is corrected because it was modulated
due to the lowering of detection efficiency and the detection of a large number of ions. From [125],
licensed under CC BY 4.0.
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Fluence and size dependence of the maximum charge state and the apparent averaged

charge state

Fig. 4.24 shows the XFEL fluence dependence of the maximum charge state (Zmax) and the ap-

parent averaged charge state (Zave) of Xe ions. Zmax increased steeply and saturated at around

12 as the XFEL fluence increased. Zave also increased with the XFEL fluence. In the current data

set, both Zmax and Zave seemed to show a dependence on the cluster size slightly, but the further

discussion of the size dependence is difficult because there is a limited statistic. Elucidation of the

size dependence should be an important theme for further understanding of laser-matter interaction.

(a) (b)

Figure 4.24: XFEL fluence dependence on the charge state of Xe ions. (a) The observed maximum
charge state Zmax. (b) The apparent averaged charge state Zave calculated by weighted averaging
over the peaks in the TOF spectrum corresponding to the charge state ≥ 3. The dashed lines and
the dotted lines in (b)-(c) are the guides for the eyes. From [125], licensed under CC BY 4.0.

The strong dependence of the charge state of Xe ions on the fluence of the XFEL pulses is in

agreement with the preceding studies using soft XFELs with 91 eV [49] and 800 eV [46]. Moreover,

the suppression of singly charged ions and steep increase of charge state with higher fluence also

agrees well with the results using 800-eV XFEL pulses [46], suggesting the efficient suppression of

electron-ion recombination. Notably, the saturated charge state observed in this study was also

lower compared to the preceding studies. This difference may be due to the different excitation

energy, deposition energy and ionization efficiency of the incident photons.

87



4.5 Summary of results and discussion I

In this chapter, the methods and apparatus for multi-spectroscopic measurements of SAXS by using

XFEL of SACLA are presented and their discoveries are discussed. The SAXS signals, fluorescence

spectra and ion TOF spectra of single giant xenon clusters were recorded simultaneously in the

shot-by-shot scheme. The radii of the clusters and the XFEL fluences at the reaction point have

been evaluated from SAXS signals. Ion TOF spectra and fluorescence spectra were sorted by using

the obtained radii and fluences. A clear correlation of the observables extracted from the ion TOF

and fluorescence spectra with the cluster size and the FEL fluence was observed. The present

results demonstrate the importance of removing the averaging effects of the size distribution of the

clusters, as well as the laser fluence profile to obtain deep insight into the laser–matter interaction.

The information extracted from our single-shot single-particle datasets is in good agreement with

the findings of previous studies using similar styles of single-shot approaches in the soft X-ray

and ultraviolet spectral regime. This work underlines the potential of size- and fluence-selective

spectroscopy for advancing the research in laser–matter interaction in the hard X-ray spectral regime.
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Chapter 5

Results and discussion II:

Ultrafast structural dynamics of

nanoparticles in intense laser fields

This chapter describes the second study [132] of this dissertation. Structural dynamics in atomic

clusters pumped with intense near-infrared (NIR) pulses into a nanoplasma state will be described.

Employing a WAXS technique with intense femtosecond X-ray pulses from an XFEL source, we

find that highly excited Xe nanoparticles retain their crystalline bulk structure and density in their

inner core long after the driving NIR pulse. The observed disordering of the local structural in the

nanoplasma is consistent with propagation from the surface to the inner core of the clusters.

5.1 Experimental setups

The experiment in this study was carried out at EH2 of BL3 [97] of SACLA [90]. The experimental

setups are summarized in Fig. 5.1 and Fig. 5.2 shows a photograph of the experimental apparatus

in EH2. This experimental system was composed of the following apparatuses.

• XFEL source: SACLA

• Optical laser system

• Cluster source: a pulse cluster jet generator

• Ion detector: an ion time-of-flight spectrometer

• Photon detector: a multi-port CCD sensor

Firstly the specific setups will be described.
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Figure 5.1: A schematic diagram of the experimental setup. XFEL pulses were focused by a Be lens
array system [98]. The cluster beam was generated through adiabatic expansion and introduced
through two skimmers, and finally tailored with piezo-driven slits. The scattered photons were
collected by an octal MPCCD sensor installed 100 mm from the reaction point in the direction
of the XFEL beam. Ions were collected by an ion TOF spectrometer installed to the orthogonal
direction to the directions of the cluster jet and XFEL/NIR pulses. From [132]. Reprinted with
permission from APS.
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Figure 5.2: Photographs of the experimental chamber and its interior. (a) A photograph of the
experimental chamber. The cluster source chamber has been located on the upper side of the
reaction chamber. The short-working-distance octal MPCCD sensor was attached to the reaction
chamber from the direction depicted by an arrow in (a). (b) A photograph of the interior of the
reaction chamber viewed from the side directed by an arrow in (a). A prism mirror was installed on
a piezo motor stage to introduce the NIR beam almost collinearly to the XFEL beam. A molecular
beam cutter was mounted on the piezo motor stages and installed at the downstream of the second
skimmer. An ion TOF spectrometer was installed horizontally to the reaction chamber. A beam
position monitor was attached to the top of the spectrometer.
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5.1.1 Laser sources and X-ray optics

We adopted 11.0 keV for X-ray photon energy so that the Bragg reflection from fcc (220) of a Xe

crystal can be recorded by a short-working-distance (SWD) MPCCD sensor. XFEL pulses were fo-

cused by the CRLs to 1.4×1.6 µm2 (horizontal & vertical directions, FWHM). The photon energy of

each XFEL pulse was measured by a spectrometer with the double-crystal monochromator system

before the experiment. Fig. 5.3 shows the photon energy spectrum of XFEL pulses accumulated

on several tens shots. The photon energy used in the experiment was estimated to be 11.0 keV by

fitting this spectrum with a Gaussian function and monitored by using the inline spectrometer [96]

during the experiment. The corresponding wavelength and wavenumber were 1.13 Å and 5.58 Å−1,

respectively. The resulting intensity of the XFEL pulses was 4 × 1017 W/cm2 on average.

Figure 5.3: The photon energy spectrum of XFEL pulse. The dashed line is a fitting curve and the
resulting photon energy is 11.0 keV.

The NIR laser pulses with a wavelength of 800 nm and a pulse length of 30 fs were focused by a

single plano-convex lens (the focal length: 500 mm). Then the NIR pulses were reflected by a prism

mirror on a piezo-driven stage installed in the reaction chamber and overlapped with the XFEL

pulses at an angle of 3◦. The focal spot size at the reaction point was (4 × 101)×(4 × 101) µm2,

resulting in an intensity of 4 × 1016 W/cm2. The delay time of the XFEL pulse relative to the NIR

pulse was controlled by using the delay stages of the optical laser system. Here the positive delay

corresponds to a NIR pulse arriving at the reaction point earlier than an XFEL pulse. In the actual

procedure, we set the delay time to 0 fs and +1,000 fs by using the delay stages, and utilized the

timing jitter to obtain data at the delay time other than the set delays. The temporal jitter between

the arrival time of the XFEL pulses and the NIR pulses was measured by using the arrival timing

monitor with 20-fs precision.

A combination of a four-jaws slit and a stainless-steel collimator were installed on the upstream side
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of the reaction chamber to reduce undesirable light coming from the upstream of the XFEL beam.

The position of the collimator was adjusted so that the intensity of the XFEL beam detected by the

photodiode sensor installed to the reaction chamber was maximized. A beam stop was composed

of a graphite conical-shape rod, an Al disk and a tungsten plate (shown in Fig. 5.4(a)). The beam

stop was installed in front of the MPCCD sensor so that the direct XFEL and NIR beams could

not hit the sensor. The beam stop was fixed to the calculated position where both direct beams

of XFEL and NIR were hit on the front of the beam stop. A Kapton film with a thickness of 75

µm was attached to the front of the MPCCD sensor as a filter to protect the sensor from ion debris

(shown in Fig. 5.4(b)). A Baffle composed of stainless-steel plates and Al plates was attached to the

front of the MPCCD sensor in order to reduce background X-ray photons (shown in Fig. 5.4(c)).

Graphite

Al

W

(a) (b) (c)

Figure 5.4: Photographs of instruments installed along the XFEL and NIR paths to perform the
experiment. (a) A beam stop. (b) A Kapton film filter. (c) Assemble of the beam stop, the Kapton
filter, and a baffle. The internal of the baffle was coated with graphite to reduce the background
photons.

5.1.2 The cluster source

A cluster jet source was implemented with a pulse valve. Fig. 5.5 shows photographs of the cluster

source used in this experiment. The cluster source shown in Fig. 5.5(a) has a valve mount made of

Al and the Al mount is combined to a cooling mount made of Cu. Two Peltier devices are inserted

in the interface between the Al mount and the Cu cooling mount. The pulse valve can be cooled

by the Peltier devices and the flow of refrigerant. The opening of the solenoid valve is controlled by

using a dedicated controller IOTA ONE. A convergent-divergent nozzle was mounted on the front

plate of the solenoid valve with a support made of Al as shown in Fig. 5.5(b). The interface between

the nozzle and the valve, and the interface between the nozzle and the Al support are sealed with

gaskets made of indium to avoid the leak of gas. The diameter and half angle of the nozzle are 200

µm and 4◦, respectively. The duration of the pulse gas beam was set to 1 ms and the repetition rate

was set to 30 Hz to match that of the XFEL shots. The stagnation pressure was set to 30 bar and

the stagnation temperature was set to 290 K. Under these conditions, the cluster size is estimated

to be 2.2 × 106 ∼ 1.6 × 107 atoms (30 ∼ 60 nm in radius) by the scaling law [108, 112].
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(a) (b)

Figure 5.5: Photographs of the cluster source. (a) A photograph of the top side of the cluster source
used in the experiment. A pulse valve was set on an Al mount and cooled by Peltier devices. (b)
A photograph of the tip of the cluster source. The attachment nozzle has a cylindrical shape and a
conical hole with a diameter of 200 µm. This nozzle was attached on the front plate of the solenoid
valve via a sealing indium gasket and covered with an Al support to fix its position on the valve as
shown in (b).

5.1.3 Experimental chamber

Our apparatus consists of three vacuum chambers, i.e. cluster source chamber, differential pumping

chamber and reaction chamber (Fig. 5.6(a)). A cluster source is mounted on a motorized three-

axis stage and installed in the cluster source chamber. The cluster beam passes two skimmers so

that the core of the cluster jet can be delivered to the reaction point. The diameters of the first

and second skimmer were 0.4 mm and 2.0 mm, respectively. The distance between the nozzle and

the reaction point was about 200 mm to realize enough cluster number density for the diffraction

experiment. Each vacuum chamber is equipped with several pumps as shown in the schematic

diagram (Fig. 5.6(b)) and Tab. 5.1. This configuration has enabled to keep the high vacuum during

the experiment which is often essential for effective cluster generation. The reaction chamber has

the following instruments in the internal as shown in Fig. 5.2:

• A molecular beam cutter on a pair of piezo motors: to tailor the gas jet at the position near

the reaction point.

• A prism mirror on a piezo motor stage: to reflect incident NIR pulses.

• An ion TOF spectrometer with a beam position monitor: to detect ions generated during the

interaction between NIR/XFEL pulses and clusters.

• a photodiode sensor: to check the coming of XFEL pulses.

Fig. 5.7 shows close-up photographs of the above instruments other than the TOF spectrometer and

the photodiode sensor. Pumps are also attached to the reaction chamber to keep a high vacuum

degree. The positions of the piezo-driven cutters were adjusted so that the cutters reduced the

width of the gas jet in the XFEL direction down to 1 mm, which was smaller than the Rayleigh

length of the XFEL pulses. These setups could reduce the pressure in the cluster source chamber,

the differential pumping chamber, and the reaction chamber without gas load as low as 10−5 Pa,
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10−6 Pa and 10−4 Pa, respectively.

(a) (b)

Figure 5.6: Schematics of the chambers and the pumping system. These are courtesy of K. Nagaya.
(a) A schematic of the chambers. The source chamber is composed of two parts for differential
pumping. The cluster source was installed so that its top was a few tens mm distant from the cusp
of the first skimmer. (b) A schematic of the pumping system.

Table 5.1: Specification of pumps used in the experiment. Each pumping speed is for gaseous N2.
Chamber TMPs Roughing pumps
Cluster source Osaka TG420M (400 L/s) × 4 ULVAC PMB003C (90 L/s) × 1

with ULVAC D-950DK (15 L/s) × 1
Differential pumping Pfeiffer HiPace 700 (685 L/s) × 2 Common to Cluster source
Reaction Edwards STP-iX455 (450 L/s) × 2 ULVAC DIS-500 (10 L/s) × 1

5.1.4 Adjustment of the position and timing

The position of the reaction chamber was adjusted coarsely by using the three-axis stage under

the chamber so that the designed reaction point and the focal point of incident XFEL pulses were

overlapped. The Ce:YAG screen of the beam position monitor was used to confirm the spatial overlap

between the XFEL and NIR beams. The Bragg reflection from the GaAs crystal was collected to

determine the actual center of the diffraction images. The position of the cluster source was aligned

by the motorized translator so that the pulse gas jet could be introduced to the reaction point in the

reaction chamber. To achieve this condition, a QMS (microvision2) was installed on the downstream

of the gas jet and the volume of gas jet reaching the mass spectrometer was monitored. The position

of the gas jet was determined with Ar gas at 20 bar by maximizing the yields of Ar cluster ions
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(a) (b)

Figure 5.7: Close-up photographs of the installed instruments. (a) The piezo-driven cutter. A pair
of cutters is marked with a dashed-line circle. (b) The prism mirror.

Ar+
n (n = 2 ∼ 7) detected by the QMS. The final distance between the outlet of the nozzle and the

cusp of the first skimmer was set to around 20 mm.

5.1.5 Ion TOF spectrometer

The ion TOF spectrometer used in the experiment is shown in Fig. 5.8. This spectrometer consists

of two electrodes (pusher and puller), a drift tube, an MCP plate, a photo converter, and a photo-

multiplier tube (PMT). The puller has a hole at its center. By moving the position of the hole, the

spectrometer can filter ions having the specific kinetic energy. The TOF spectrometer is installed

on a three-axis motorized translator made by Vacuum and Optical Instruments. This setting allows

us to introduce the beam position monitor to the reaction point and to utilize the filtering with

the hole of the puller. In the experiment, the reaction point was supposed to be the center of the

region between the pusher and the puller. Generated ions were extracted toward the PMT along

the electron field generated by applying the voltages to the components of the spectrometer. The

applied voltages are listed in Tab. 5.2. For each XFEL shot, the output signal of the PMT was

recorded by a high-speed digitizer (Acqiris DC282).

Table 5.2: List of the voltages applied to the components of the spectrometer.
Pusher Puller Tube MCP Photo converter PMT

Voltage [V] 1,000 375 100 -700 2,300 -850
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Pusher Puller Drift tube MCP
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Figure 5.8: Ion TOF spectrometer. (a) A schematic of the ion TOF spectrometer. Voltages were
applied independently to the electrodes, the drift tube, the MCP plate, the photo converter, and
the PMT. (b) A photograph of the TOF spectrometer. Each electrode was insulated each other by
ceramic spacers.

5.1.6 MPCCD

An SWD octal MPCCD sensor was used to detect X-ray photons scattered in wide-angle directions.

Fig. 5.9 shows a schematic and photographs of the SWD MPCCD sensor. The specification of an

MPCCD module is shown in Tab. 3.5. The MPCCD sensor was attached to the XFEL downstream

side of the reaction chamber, and the distance between the reaction point and the front of the

MPCCD modules was 100 mm. Under the experimental setup, the detector covered a scattering

angle range of 14◦–35◦, which corresponds to a momentum transfer of q = 1.4–3.4 Å−1.
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(b)(a) (c)

Figure 5.9: SWD octal MPCCD sensor. (a) Drawing of an SWD octal MPCCD sensor. The
detection area is around 102×102 mm. From [133], licensed under CC BY 4.0. (b) A photograph
of the front of the SWD MPCCD sensor. The front of the MPCCD sensor is protected with a Be
film. (c) A photograph of the front of the SWD MPCCD sensor equipped with the assembly shown
in Fig. 5.4(c).

5.1.7 Experimental parameters

At the end of this section, the experimental parameters are shown in Tab. 5.3.

Table 5.3: List of experimental parameters.

Cluster source
Gas Xenon
Stagnation pressure [bar] ∼ 30
Stagnation temperature [K] ∼ 290

pulse valve
Nozzle diameter [µm] 200
Nozzle half angle [degree] 4
Pulse duration [ms] 1.0
Jet delay [ms] 13.2

XFEL
Photon energy [keV] 11.0
Repetition rate[Hz] 30
Pulse duration [fs] ∼ 10
Focus [µm2, FWHM] 1.4×1.6
Intensity [W/cm2] 4 × 1017

NIR
Photon energy [eV] 1.55
Repetition rate[Hz] 30
Pulse duration [fs] ∼ 30
Focus [µm2, FWHM] 35×40
Intensity [W/cm2] 4 × 1016

Ion TOF spectrometer
Pusher [V] 1,000
Puller [V] 375
Tube [V] 100
MCP [V] -700
Photo converter [V] 2,300
PMT [V] -850

MPCCD sensor
System gain [eV] 17.38
Energy to generate an
electron-hole pair [eV]

3.65
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5.2 Preprocessing of experimental data

5.2.1 Extraction of “hit” images

MPCCD images and ion TOF spectra were collected every “Run”: a group of data. Runs included

images and spectra under the same experimental conditions other than XFEL injection. Most of

the Runs included 10,100 datasets (10,000 with XFEL injection and 100 without XFEL injection).

Totally 2,664,863 images were recorded in the experiment. At the first stage of analysis, the “hit”

images, where signals from clusters show up on the MPCCD images, were chosen by the following

“HitFinding” procedure:

1. A background image for images in a specific Run was calculated by averaging over 100 im-

ages without XFEL injection in the Run. Background correction of an image was done by

subtracting the background image from the image.

2. The numerical values I(x, y) of images were normalized as follows:

Inorm(x, y) = I − (Ī + k × σ(I))
norm

× 255, (5-1)

Inorm(x, y) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
255 (Inorm(x, y) < 0)

255 − Inorm(x, y) (0 < Inorm(x, y) < 255)

0 (Inorm(x, y) > 255)

. (5-2)

Here Ī is the mean of I, σ(I) is the standard deviation of I, norm is a parameter for normal-

ization. This process converts an image into an 8-bit gray-scale image which is suitable for

processing by using an image-processing package “OpenCV” [134].

3. An algorithm “FindBlob” in OpenCV was applied to the normalized images Inorm(x, y) and

the hit images were obtained.

FindBlob detects Bragg spots by analyzing regions including pixels with valid signals on an image

(so-called blob). The procedure of the FindBlob algorithm is as follows:

1. A step-by-step thresholding starting from minThreshold to maxThreshold with the step size

thresholdStep is applied to Inorm(x, y), which gave multiple binary images.

2. Regions with small areas appearing in the superposition of the multiple binary images are

detected as blobs.

3. When the distance between the centers of two blobs is lower than or equal to minDistBetweenBlobs,

the two blobs are merged to generate one new blob.

4. After merging blobs in the previous process, the centers and radii of blobs are calculated.

5. The blobs with the area over minArea were chosen as the candidates for those corresponding

to Bragg spots.
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The parameters to set for the HitFinding procedure were shown in Tab. 5.4. After extracting im-

ages by using the above procedure, further thresholding in terms of the area of blobs was applied to

extract bright Bragg spots from Xe nanocrystals. For this work, the threshold to the area of blobs

was set to 0.25 (in the unit of mm), which extracted images with blobs corresponding to the Bragg

spots from Xe crystals well.

Table 5.4: List of the values used for the HitFinding.
Parameters Values
k 2
norm (ADU) 5,000
minThreshold 240
maxThreshold 255
thresholdStep 1
minDistBetweenBlobs (pixel) 10
minArea (pixel) 9

Some hit images extracted by using the HitFinding procedure had one or more than one spot.

The statistics of the number of spots in the hit images are shown in Fig. 5.10(a) for the pristine

clusters (without irradiation of NIR pulses) and in Fig. 5.10(b) for all images. While most of the

hit images had only a single Bragg spot, there were quite a few images having several Bragg spots.

Furthermore, some of the images had streaks of Bragg spots. These suggest that poly-crystalline

clusters were produced in the experiment and that clusters with stacking fault were also produced.

However, the population of images with more than one spot is only a few percents of that of images

with only one spot. Therefore, it can be assumed that there is little probability that the images

with only one spot came from poly-crystalline clusters. The later discussion will be developed under

this assumption.

5.2.2 Calibration of the delay time with the temporal jitter

As described in subsection 3.1.4, temporal jitter, that is the fluctuation of arrival time between

XFEL and optical laser pulses, is not avoidable and is crucial to achieving high temporal resolution

for pump-probe measurements. The temporal jitters for each shot were obtained by analyzing the

CCD images in the arrival timing monitor. This analysis was done by using the software installed

in the HPC server of SACLA [135]. Fig. 5.11(a) shows a typical CCD image of the arrival timing

monitor collected in the experiment and Fig. 5.11(b) shows a histogram of the temporal jitters

taken in one Run. The actual time delays of the XFEL pulses against the NIR pulses for each shot

were calibrated using the information of these temporal jitters.
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Figure 5.10: The histograms of the number of Bragg spots observed in the hit images for pristine
clusters (a) and for all images (b). The numbers on the first four bars from the left side in (a)
describe the proportions of the images to the total number of images taken without NIR pulses.
The numbers in (b) describe the proportions of the images to the total number of images taken in
the whole experiment.

(a) (b)

Figure 5.11: Calibration of the temporal jitter. (a) a typical CCD image of the arrival timing
monitor. The reduction of transmittance of the GaAs crystal for a NIR pulse is observed. The
horizontal position of a gap pointed out by a white arrow reflects on the temporal jitter. (b) A
histogram of the temporal jitters taken in one Run.
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5.3 Analysis

5.3.1 Determination of the center of image

We determined the actual center of the detector image by using the diffraction pattern of a GaAs

crystal. The GaAs crystal on the beam position monitor was used as a reference sample. Fig.

5.12 shows the positions of Bragg spots from the GaAs crystal. We can see a clear Debye-Scherrer

ring from the GaAs crystal in the image. To determine (x0, y0) more accurately, the value of the

threshold to spot area was set to 0.23 mm in this case. (x0, y0) was determined to be (1202, 1225)

(in the unit of pixel) by minimizing the variance of the radial distance of each spot from the center

(x0, y0), denoted by ferr:

ferr =
∑︂

j

(rj − r̄)2, (5-3)

rj =
√︂

(yj − x0)2 + (yj − y0)2, (5-4)

r̄ =
∑︁

j rj

Nspot
. (5-5)

Here (xj , yj) is the coordinate of the j-th spot and Nspot is the number of Bragg spots shown in

Fig. 5.12.

Pixel

P
ix

e
l

Figure 5.12: The positions of Bragg spots from the GaAs crystal. Spots far from the Debye-Scherrer
ring pointed with a black arrow were excluded to determine the actual center of image.

5.3.2 Extraction of the parameters of a Bragg spot

Each Bragg spot has the following parameters which reflect on the properties of an irradiated crystal:

• Radial position of a Bragg spot on the image: the lattice constant of the crystal.

• Intensity: crystal size and XFEL intensity.

• Width: crystal size.

• Direction of the extent of a Bragg spot: other characteristics such as anisotropy of crystal.
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To extract these parameters from a Bragg spot, fitting with a 2-dimensional Gaussian curve was

applied to Bragg spots. The formula of the fitting curve is expressed as

f2D(x, y) = h exp
{︁

−a(x − cx)2 − b(x − cx)(y − cy) − c(y − cy)2}︁+ base, (5-6)

a = cos2 θspot

2σ2
x

+ sin2 θspot

2σ2
y

, (5-7)

b = sin 2θspot

4σ2
x

+ sin 2θspot

4σ2
y

, (5-8)

c = sin2 θspot

2σ2
x

+ cos2 θspot

2σ2
y

, (5-9)

where h is the height of the fitting curve, (cx, cy) is the coordinate of the center of Bragg spot, base

is the baseline level of Bragg spot due to some experimental factor, σx and σy are the standard

deviations along the longitudinal/latitude axes, θspot is the angle between the longitudinal axis and

the horizontal axis in the positive direction (the right-hand side). Fig. 5.13 shows a typical result

of the fitting.

Figure 5.13: A typical result of 2D Gaussian fitting to Bragg spots. (a) Raw image of a Bragg
spot. (b) Some parameters derived from the HitFinding. (c) Position of the spot (a red circle). (d)
Smoothed spot image. (e) Contour of the 2D Gaussian fitting curve. (f)The parameters derived
from the fitting.
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5.3.3 Analysis of ion TOF spectrum (NIR irradiation only)

We need information on plasma parameters in the discussion of the structural dynamics of nanoplasma

in the following section. Here we deduced the information of laser-generated nanoplasma from ion

TOF spectra. Fig. 5.14 shows the TOF spectrum deduced by averaging over 9,164 shots. The

procedures of assignment of the charge states and the initial kinetic energies of Xe ions are similar

to those described in chapter 4. The procedures gave the averaged charge state Zave as 30, and the

relation between charge state (q = 3 ∼ 8) and the mean KE of Xe ions shown in the inset of 5.14.

The mean KE of Xe ions has a linear dependence on the charge state, suggesting the hydrodynamic

expansion of the nanoplasma [26].

Xe15+
Xe20+

Xe25+
Xe30+

Xe54+

H+

high KE Xe+

Xe2+

Xe+

Xe5+

Xe8+

(a)

(b)

Figure 5.14: The averaged ion TOF spectrum from Xe clusters under the irradiation of the NIR
pulses with the intensity of 4 × 1016 W/cm2. (a) The whole TOF spectrum. (Inset) A KE-q plot for
q = 1 ∼ 8. An orange line in the inset shows the linear fit. (b) A close-up image of the TOF spectra
at 0–1 µs. Green lines are the simulated TOF curves for some charge states. For the simulation,
ions were assumed to have Gaussian kinetic energy distributions.
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5.4 Results and Discussion

By using preprocessing and analysis methods described in sections 5.2 and 5.3, substantial informa-

tion on the crystalline structure of Xe clusters in the neutral state and the structural changes under

the irradiation of NIR laser pulses could be extracted from the datasets. This section will firstly

present the results and discussion on Xe nanocrystals in their neutral state, and then on ultrafast

structural changes in Xe nanoparticles induced by the irradiation of NIR laser pulses.

5.4.1 Distribution of Bragg spots: virtual powder diffraction

Xe clusters with the averaged radii of 30 ∼ 60 nm were irradiated by the NIR pulses and Bragg

reflections from the clusters were recorded on the MPCCD sensor. Fig. 5.15 shows an accumulated

image of diffraction patterns with a single spot from pristine clusters. Sharp spots from the Xe

clusters were observed on the Debye-Scherrer rings corresponding to fcc (111) and fcc (220) of Xe

crystal.
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Figure 5.15: (a) An accumulated image of diffraction patterns under the conditions without NIR
pulses. Some of the observed Bragg spots made clear Debye-Scherrer rings at the positions corre-
sponding to the fcc (111) and (220) reflections. (b) A typical image of a single Bragg spot.
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5.4.2 Assignment of Bragg spots: crystalline structure of Xe clusters in

their neutral state

The positions of Bragg spots give information on the crystalline structure (the local order) of the

Xe clusters. Fig. 5.16 shows a radial distribution of Bragg spots coming from pristine clusters. It

peaks around the momentum transfers corresponding to the fcc (111), (200) and (220) reflections

(1.78 Å−1, 2.05 Å−1, 2.90 Å−1, respectively), suggesting fcc lattice structure in the Xe clusters.

These observed positions give the lattice constant of the Xe clusters to be 6.13 Å, which is in good

agreement with that of bulk Xe [136].

Furthermore, there was a broad peak around the position corresponding to a Bragg reflection from

the hcp (101) plane, which suggests that Xe crystals with randomly stacked close-packed (rcp) struc-

ture [137] were generated under the adiabatic expansion. This means that the obtained data include

both nearly perfect fcc crystals and nearly rcp crystals even at the position of Bragg reflections of

fcc lattice planes. However, even in the case of the rcp structure, the profiles of the Bragg spots at

the fcc (111) reflection region are identical to those from the perfect fcc structure [137]. That is, the

spots appearing at the fcc (111) reflection region (q ∼1.78 Å−1) can be treated in the same manner

regardless of the difference of stacking.

fcc (111) (200) (220)

hcp (101)

Figure 5.16: A radial distribution of Bragg spots from pristine Xe clusters. Bragg reflections at the
positions of fcc (111), (200) and (220) plane were detected. A broad peak at the position of hcp
(101) plane was also detected.
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5.4.3 Temporal development of the “hit rate” of Bragg spots

As mentioned in chapters 1 and 2, preceding studies have reported that a nanoparticle irradiated by

intense laser pulses is highly ionized and changed into nanoplasma promptly, and the nanoplasma

expands into the vacuum. That allows one easily to imagine that the local structure of the irradiated

nanoclusters is lost during solid-to-nanoplasma transition and following nanoplasma expansion. The

disappearance of local structure, called local disordering, leads to the decrease of intensity of Bragg

spots and reflects to the changes in their profiles.

The frequency of observation of Bragg spots per XFEL shot is a good measure to evaluate the degree

of local disordering, and so did it in the experiment. For the spots at the positions of fcc (111),

(200), (220) and hcp (101) regions, the hit rates, defined as the ratio of the number of detected

Bragg spots to that of XFEL shots, are plotted as a function of the delay time in Fig. 5.17. For all

cases, the hit rate decreased as the time elapsed after irradiation of the NIR pulses. This indicates

that the progressive reduction of coherent diffraction from Xe crystals occurs during nanoplasma

formation. Its time scale was estimated to be around 100 fs by fitting with an exponential curve,

and it is noteworthy that the fcc crystal structure of Xe clusters survives much longer compared to

the irradiation period.

(a) (b)

(c) (d)

Figure 5.17: Temporal development of the hit rates for Bragg spots around the momentum transfer
of (a) fcc (111), (b) hcp (101), (c) fcc (200), and (d) fcc (220). The data points were derived by
averaging the whole data in each delay point. The error bars shows the statistical errors. The solid
lines are fitting curves.
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5.4.4 Temporal development of the lattice constant of Xe nanocrystals

When the lattice constant of a nanocrystal is changed, the momentum transfers of Bragg spots are

also changed accordingly. Fig. 5.18 shows the temporal development of the momentum transfer of

Bragg spots at the position of fcc (111) reflection, denoted by q111 for convenience. q111 did not

change within the experimental error which came from the interaction volume of the gas jet with

the XFEL beam1. This observation suggests that the lattice constant of the Xe fcc crystal under

the irradiation of NIR laser pulses is negligible.

As introduced in chapter 1 and discussed in section 2.3.4, a recent time-resolved X-ray pump-X-ray

probe WAXS experiment [61] observed shifting of the Bragg reflection to larger momentum transfer

in the excited Xe nanoclusters within a few tens fs. This suggests that the lattice contraction of

Xe nanocrystals is induced by the irradiation of the 10-fs hard X-ray laser pulses. The authors

interpreted the lattice contraction as a consequence of the prompt changes in the potential energy

landscape upon inner-core ionization and following decay processes. The present results, however,

show quite different behavior from the hard X-ray induced structural dynamic. As mentioned in

chapter 2, intense NIR laser pulses dominantly interact with valence electrons of Xe atoms, and

the largest excitation cross sections for the NIR pulses are excitation of the valence electrons and

inverse Bremsstrahlung heating [26]. Hence, it is speculated that changes in the density profiles of

the excited nanoparticles are quite different in the two spectral regimes (i.e. NIR and hard X-ray)

and the structural evolution of the Xe nanocrystals reflects such different excitations. At present, it

is so difficult to give a fully qualified interpretation in this matter, and theoretical support describing

the complex and correlated electron and nuclear dynamics will be necessary.

Figure 5.18: Temporal development of the momentum transfer of the Bragg spots at the position of
fcc (111) reflection. The data points were derived by averaging the whole data in each delay point.
The error bars consist of the standard deviations and the experimental errors.

1Even if the change appearing after ∼ 200 fs is regarded as a true change, the change is only 0.5 % compared to
q111 for pristine Xe clusters.

108



5.4.5 Data filtering for further discussion

Before proceeding further discussions based on the other parameters of the Bragg spots, it should be

mentioned that the datasets have to be filtered to make a clear discussion for the following reason.

Firstly, the supersonic jet expansion technique for cluster generation always leads to distribution in

cluster sizes [108]. Secondly, Each Xe cluster interacted with the XFEL pulses somewhere in the

finite focal size of the XFEL pulses. This means that the X-ray scattering signal is convoluted with

the focal volume intensity distribution. Hence, the datasets obtained in the experiment include

signals taken under various conditions of the cluster size and the XFEL intensity. A schematic

describing the above factors is shown in Fig. 5.19.

As discussed in chapter 4, the characteristics of the structural dynamics could be washed out by the

above factors without data filtering. In order to give a clearer discussion with a reliable dataset,

only the 5% most intense signals at each delay point were taken into account, which can be regarded

to come from the largest clusters in the most intense part of the XFEL focal volume2. Considering

the discussion on the crystalline structure described in the previous sections, and the statistics of

the dataset consisting of the 5% most intense signals, the following discussions will focus on the

spots observed t the region of the fcc (111) reflection (q ∼1.78 Å−1).

F
E
L
 in

te
n
s
ity

Low

High

Figure 5.19: A schematic of the X-ray scattering under distributions in the cluster size and the
XFEL intensity. The visualization is a courtesy of A. Niozu. For clear discussion, datasets obtained
from largest clusters in the most intense region of XFEL pulses (pointed out by a white dashed-line
circle) were extracted.

5.4.6 Temporal development of the intensity and the width of Bragg

spots

Fig. 5.20(a) shows the characteristic images of the Brag spots from fcc (111) reflection at various

delay times of the XFEL pulses. It shows that bright Bragg spots were observed before NIR

irradiation and their intensity decreased after NIR irradiation. More quantitatively, Figs. 5.20(b)–

(c) show the temporal development of the intensity I(t) (t is the delay time of the XFEL pulses)

and the FWHM of the Bragg spots from the Xe clusters FWHM(t). Here I(t) was calculated by a
2The temporal development of the intensity and width of the Bragg spots derived from the whole dataset is shown

in the appendix.

109



product of the height and the area of the Bragg spot, 2πh×σx ×σy, and FWHM(t) was calculated

by the geometric average of the two widths
√︁

2 log 2σxσy. The data show that the spot intensity

decreased after irradiation of the NIR pulses, which suggests the reduction of the local order in

the Xe crystals and is consistent with the decrease of the hit rate. Simultaneously, the spot width

increased up to a few tens of percent within 400 fs after NIR irradiation.

(b)

(a)

(c)

-390 fs +5 fs +112 fs +270 fs

Delay

Figure 5.20: Delay dependence of the profiles of Bragg spots from fcc (111) reflection. (a) Character-
istic spot images at some delay times. The images are drawn in the same color scale. (b) Temporal
evolution of the spot intensity. The solid red line is a fitting curve consisting of an exponential
curve. (c) Temporal evolution of the spot width. The solid magenta line is a curve based on the
surface disorder model. Both solid lines are described in the main text. The shadow profiles at 0 fs
in (b)–(c) represent the intensity profile of the NIR laser pulses. The error bars of (b) and (c) show
standard deviations.

5.4.7 How local disordering proceeds during/after nanoplasma forma-

tion?

The simultaneous decrease in intensity and increase in width of the Bragg spots as shown in Fig. 5.20

indicates that the volume of the crystalline part in a Xe cluster decreases non-uniformly. Our results

raise a question: how and from where does the local disordering proceed during/after nanoplasma

formation? There are various possibilities of local disordering, but here three typical models shall

be investigated:

• Core disorder: the random displacement of the position of the component atoms in a crystal

(simply called “disordering” in this context) proceeds from the core to the surface of the

crystal.
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• Random disorder: disordering proceeds uniformly in a crystal.

• Surface disorder: disordering proceeds from the surface to the core of a crystal.

These models are depicted in Fig. 5.21. The dependence of the intensity and width of a Bragg spot

on the degree of disordering for each model was simulated with a spherical fcc crystal composed of

104 atoms (see the Supplemental Material of Ref. [132]). The results of the simulation are shown

in Fig. 5.22 and the followings were found:

• When a core disorder occurred, the intensity of a Bragg spot from fcc (111) reflection did

decrease but its width did not get broader as the degree of disordering increased.

• When disordering occurred randomly in the target sphere, the spot width was not changed

while the spot intensity decreased. This is consistent with a well-known fact that a uniform

random displacement of the atoms in the crystal, which can be attributed to the thermal

motion of atoms and represented with the Debye-Waller factor, would not influence the spot

width [65].

• When a surface disorder occurred, the intensity of a Bragg spot from fcc (111) reflection

decreased and its width increased simultaneously.

Therefore, the surface disorder is the model that can explain the experimental observations. Al-

though there could be other complicated models of disordering, it can be inferred from the above

results that disordering of the outer (surface) region of a crystal contributes to the increase of Bragg

spot width than disordering of its inner (core) region.

(b)(a) (c)

Figure 5.21: Three models to investigate for interpretation of the experimental observation. (a)
a core disorder. (b) a random disorder. (c) a surface disorder. In each model, blue points show
the atoms on the lattice points and red ones show the atoms affected by disordering. From the
Supplementary Material of Ref. [132]. Reprinted with permission from APS.
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(b)(a)

(c) (d)

Figure 5.22: Development of the intensity Ispot and the FWHM FWHM of Bragg spots from fcc (111)
reflection in the core disorder (a), the random disorder (b) and the surface disorder (c) in the simula-
tion. Here Ddisorder is the degree of disordering (0–1). In (a)–(c), Ispot(Ddisorder)/Ispot(0) is plotted
by blue circles with a dotted line, and FWHM(Ddisorder)/FWHM(0) is plotted by magenta triangles
with a dotted line (Ddisorder represents the degree of disordering). Each data point shows the av-
erage value around 10 generated samples. Data points in the orange shadow regions in (a)–(c) are
not reliable in terms of the statistical error. (d) Correlation plots between Ispot(Ddisorder)/Ispot(0)
and FWHM(Ddisorder)/FWHM(0) in each model. The error bars in (a)–(d) show the standard
deviations. From the Supplementary Material of Ref. [132]. Reprinted with permission from APS.
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5.4.8 Surface disorder model and the temporal evolution of the core ra-

dius

Based on the above simulation results, a surface disorder model of a Xe crystal with a spherical

shape and fcc lattice structure was developed to perform a consistency check of the observed temporal

evolution of the spot intensity and the spot width. In a first step, the spot intensity is assumed to

be proportional to the crystal volume and the time-dependent decrease of the spot intensity reflects

the reduction of the crystal volume: I(t) ∝ V (t) ∝ r3(t). Then the crystal radius can be written as

r(t) =

⎧⎨⎩ r0 (t < 0)

r0

(︂
I(t)
I0

)︂1/3
(t > 0)

, (5-10)

where r0 is the radius of cluster in the neutral state, I0 is the spot intensity from pristine clusters.

In a second step, the spot width is assumed to be composed of the three factors: crystal size,

distortion of crystal, and the instrumental factor. The crystal size factor is calculated with the

Scherrer equation [75] (see subsection 2.2.3), which relates the FWHM of Bragg spot β and the size

of nanoscale crystal. Actually the spot width is considered to be composed of the crystal size effect

and other factors. Here we took the distortion and instrumental factors into account, and assumed

that these factors are independent of the delay time. By substituting the characteristic length τ in

Eq. 2-56 with the cube root of the particle volume (4πr3(t)/3), the size factor of the spot width,

βsize, can be expressed as

βsize(t) = 2λ

3r(t) cos θ
. (5-11)

The model for the spot width is written by

β(t) = βsize(t) + βdistort + βinst (5-12)

where βdistort and βinst are the distortion and instrumental factors, respectively.

A trend line of the temporal evolution of the spot intensity was derived by fitting with an expo-

nential curve and is shown in Fig. 5.22(b), from which the time scale of the intensity decrease was

estimated to be around 100 fs. The Bragg spot width calculated by combining the trend line of the

spot intensity and the above model is shown in Fig. 5.22(c) as a solid magenta line. The modeled

spot width agrees well with the measured evolution of the spot width, which shows that there was a

clear correlation between the spot intensity and the spot width. The data show that the superheated

clusters lose crystalline order from their surface with an ever shrinking crystal core.

From the data and with Eq. 5-12, the average radius of the crystalline particle core as a function

of delay can be inferred. Fig. 5.23(a) shows the temporal development of the core radius. The

crystalline core radius is stable around 60 nm in the neutral state but shrinks rapidly upon the

excitation by NIR laser pulses. The present result is qualitatively similar to an earlier ultrafast
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imaging experiment using SAXS which is sensitive to the envelope of the particle [48]. This previous

experiment revealed that the nanoplasma expansion proceeds via a developing density gradient at

the surface of a nanoparticle alike non-thermal surface melting. However, no information about the

inner structure could be obtained in the previous experiment, for the SAXS imaging is less sensitive

to the modulation of the local order in the samples. The present data show that the cluster core in

the nanoplasma maintains a crystalline bulk-like structure long after the NIR pump pulse is over,

but the crystalline fraction is reduced over time from the surface (hereafter defined shrinkage). From

Fig. 5.23(a) and the above model, the speed of the core shrinkage can be estimated to be 7 × 104

m/s. The process inferred from the comparison between the data and the model is depicted in Fig.

5.23(b).

(b)

(a)

Delay

Figure 5.23: Temporal evolution of the core radius of a Xe crystal and a scheme of cluster disordering.
(a) Temporal evolution of the core radius of a Xe crystal. The solid line is a guide for the eyes that
expresses a linear decrease. The error bars show standard deviations. (b) A scheme of cluster
disordering that proceeds from the surface and is consistent with our experiments.

5.4.9 Interpretation of the experimental results

With the knowledge from previous studies about non-linear NIR laser–cluster interactions and

nanoplasma formation [26, 27, 70] and based on the observed results, it can be discussed what

proceeded in the present experiment. At the early stage of laser–cluster interaction, many electrons

are emitted via TI or BSI, and the nanoscale cluster becomes positively charged. Electrons subse-

quently released are confined by the developing Coulomb potential, which results in the formation

of a non-equilibrium nanoplasma. During the laser irradiation, electrons gain energy from the laser

field and the cluster is heated via inverse Bremsstrahlung processes. The nanoplasma expands into

vacuum due to the internal pressure of the electron gas in the nanoplasma (hydrodynamic expan-

sion) as well as the Coulomb forces (Coulombic expansion). In general, the nanoplasma expansion
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is Coulombic for small clusters, and hydrodynamic for large clusters [26, 70, 79]. In the present

situation where very large clusters were irradiated by NIR laser pulses, hydrodynamic expansion

with the plasma speed of sound is predicted [26, 46, 138].

The relevant plasma parameters could allow giving insight into the present results. From fitting

to the ion spectrum observed under the condition where Xe clusters were irradiated only by the

NIR laser (as shown in a previous section), an average charge state Z was estimated to be 30 and

a resulting electron density ne was 4 × 1023/cm3. Using the experimentally determined Z and ne

in full plasma simulations with FLYCHK [139], an electron temperature Te was also estimated to

be ∼300 eV. With these parameters, an electron-ion equilibrium time τe−i [73] of ∼350 fs, and the

plasma speed of sound, described by Eq.2-57, was on the order of 8×104 m/s.

The plasma sound speed determines the speed of hydrodynamic expansion, and interestingly are

close to the measured core shrinking speed (7×104 m/s). So far the interior dynamics of the

non-equilibrium nanoplasmas have remained elusive. With the data obtained in the present exper-

iment, one can connect the previous imaging studies on the surface dynamics in nanoplasma [48]

to the structural dynamics in the nanoplasma core. The imaging studies showed an expansion of

nanoplasma from its surface, and the present results show a continuous shrinking of the volume of

the crystalline core. By connecting the previous data set of surface expansion/softening (exterior

dynamics) to the core shrinking and loss of the crystalline order from the surface (interior dynam-

ics), it can be concluded that the local disordering starts on the surface and propagates to the

internal core with a speed compatible with the plasma sound speed. This interpretation is consis-

tent with the results from ion TOF studies on shell expansion in core-shell-structure clusters [29, 43]

and theoretical modeling of laser-driven hydrogen clusters [55]. In particular, the experimentally

determined core shrinking speed is in good agreement with a theoretical study on the expansion

dynamics of hydrogen nanoplasma in intense laser fields [55]. However, the present data set can give

further insight that even in the highly excited non-equilibrium state, the nanoplasma core retains

its crystalline bulk structure and density beyond the initially driving NIR pulse and even beyond

τe−i. One can interpret from the present data set that the local disordering in nanoplasma proceeds

from the surface towards the core, and that the core structure is initially protected and the bulk

lattice configuration of the nanoplasma is maintained until the surface disordering has propagated

into the core. For a full understanding of the complex laser-induced dynamics, theoretical studies

including the full ionization processes and plasma dynamics [55, 140] will need to be performed and

compared to the present data set.
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5.5 Summary of results and discussion II

In this chapter, ultrafast and atomic-scale structural changes in nanoplasma have been investigated

with the time-resolved WAXS experiment at SACLA. It was revealed that the crystalline order in a

Xe cluster to nanoplasma transition is maintained long after the driving laser pulse is over. Based

on the diffraction data in conjunction with previous studies, it can be concluded that the local

disordering in nanoplasma proceeds from the surface to the core with a speed compatible with the

plasma speed of sound. The findings provide new insight into the structural dynamics of highly

non-equilibrium nanoplasma states, their formation, and their evolution.
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Chapter 6

Summary and outlook

6.1 Review of the present work

The present work consists of two major topics: development of experimental schemes combining

multiple spectroscopy with coherent diffractive imaging using XFEL pulses provided from SACLA,

and investigation of static structure and dynamic structural changes of nanoscale particles. Intense

and ultrashort laser pulses in the hard X-ray spectral regime have given opportunities to investigate

the structure of nanoscale samples regardless of its crystallinity under the principle of diffraction

before destruction [20]. This ensures that coherent diffractive imaging (CDI) can take snapshots

of changes in the structure of samples exposed to a laser field. Experimental schemes combining

CDI with spectroscopies allow one to explore the laser–matter interaction by correlating structural

changes with the benefits of the existing abundant knowledge obtained from other spectroscopic

signals such as ion spectra [47, 48, 61, 82]. The present work provides and validates an experimental

scheme for such multispectroscopic measurements of nanoparticles with XFEL pulses at SACLA. As

applications of the experimental scheme presented, this work investigates the morphology and the

local order of pristine Xe nanoclusters, and furthermore ultrafast structural changes in nanoplasma

induced by intense NIR laser pulses.

For the first experiment of this work (chapter 4), an experimental scheme to collect SAXS signals

in coincidence with ion TOF spectra and fluorescence spectra on the shot-by-shot basis was devel-

oped. By using the scheme with coherent X-ray pulses available at SACLA, the envelopes of single

sub-micron Xe clusters generated in adiabatic expansion was investigated. The observed diffraction

patterns reflected on the morphological characteristics of Xe clusters. While most of the observed

Xe clusters had spherical shapes, there were also non-spherical shaped Xe clusters indicating the oc-

currence of the cluster–cluster coagulation [129]. This observation is well consistent with precedent

studies using CDI with soft X-ray pulses [44, 45, 47]. Other than structural features of Xe clusters,

Diffraction patterns also provide the cluster sizes and the actual fluences at the interaction point for

each XFEL shot. By sorting the ion and fluorescence signals according to the extracted cluster sizes
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and fluences, clear correlations between these observables could be found. Firstly, the amount of

fluorescence photons shows a clear correlation between the scattering intensity, which confirms that

fluorescence and scattering signals came from the same targets for each XFEL shot. The photon

energy of fluorescence photons corresponding to the fluorescence energy of Xe atomic Lα and Lβ

lines was not changed with the XFEL fluence. These photons can be attributed to fluorescence from

core-ionized Xe atoms. Secondly, both the maximum charge state and the apparent mean charge

state of Xe ions increased as the XFEL fluence got higher. The result agrees well with the precedent

studies [46, 49] but less steeply compared to the soft X-ray excited cases, which might come from

the difference of the absorption cross-section and the efficiency of heating following ionization. With

these results, the first experiment substantiated the effectiveness of the multispectroscopic approach

that enables to elucidate laser–matter interaction in the hard X-ray spectral regime without data

averaging due to the sample size distribution and the laser intensity profile [125].

In the second experiment (chapter 5), another experimental scheme utilizing the shot-by-shot mul-

tispectroscopy validated by the first experiment and a pump-and-probe WAXS technique was devel-

oped at SACLA. The scheme was applied to the investigation of the static structure and structural

changes in Xe nanoscale clusters induced by intense NIR laser field. NIR laser pulses heated Xe

clusters, and scattering signals of XFEL pulses irradiating the clusters with temporal delays against

the NIR pulses were collected by an SWD MPCCD sensor for each shot. Irradiation of NIR laser

pulses did change the local structure of crystalline Xe clusters and the structural changes reflected

on the profiles of Bragg spots. After irradiation of NIR pulses, the probability of observation of

Bragg spots from each reflection plane decreased drastically within a few hundred fs, which indicated

a prompt decrease of the crystalline volume in the heated Xe clusters. For a clear discussion, a data

filtering was applied which focuses on the signals taken under the condition where larger clusters

are irradiated by the most intense part of the XFEL laser profile. The spot intensity decreased with

the temporal delay and simultaneously the spot width got broader. These behaviors can be cer-

tainly attributed to a loss of the crystalline order in a Xe cluster. Using a numerical simulation and

modeling shows the crystalline order got lost from the surficial part of the cluster into the core part.

Furthermore, it was clarified that the core shrinkage proceeded with the speed on the same order

as the plasma sound speed, consistent with the observations in the preceding SAXS studies [49, 82].

Even though theoretical studies are necessary to fully understand the physics in the dynamics, this

second experiment provides new insight into the structural dynamics in nanoplasma formation and

its development on the atomic scale [132].
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6.2 Future perspectives

The experimental schemes presented in this work have a possibility to study the structure of any

type of samples with various spatial scale ranging from the overall morphology to the local order.

The schemes can be applied to transient structural changes of samples in their excited states with

the high temporal resolution up to a few ten femtoseconds1. The usefulness of the schemes has been

proven at SACLA, and similar configurations of experimental setups can be used at other XFEL

facilities.

The findings of this work have implications in various fields such as cluster science and studies

on dynamics in non-equilibrium states including nanoplasma. As for the nanoplasma dynamics,

investigations of structural changes focusing on the following viewpoints need to be performed to

get a more profound insight into the physics in nanoplasma: wavelength dependence, laser intensity

dependence, and structural changes in complicate systems. As mentioned in chapter 2 and shown in

Fig. 2.5, ionization mechanism and following heating processes depend on both the wavelength and

intensity of the excitation laser [70], from which one can easily guess that the way of disordering

of atomic configuration also depends on the properties of the excitation laser. Additionally, these

processes are also dependent on the components of a target and its surroundings. The WAXS

experiments [61, 132] report that the local order of a Xe crystal under a NIR pulse behaves differently

from that under a hard X-ray pulse while SAXS experiments [48, 82] report that a Xe nanoplasma

gets its electron density heavily changed from its surface in both the NIR and the hard X-ray regimes.

Only a few experiments on the structural changes in nanoplasma by using coherent diffractive

imaging were performed and further investigation is expected.

1The temporal resolution depends on facilities and apparatuses.
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