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Abstract

This thesis consists of the development of resistivity imaging techniques based on inversion algorithms
of electric and electromagnetic data for the exploration of seafloor massive sulfide (SMS) deposits. I
specifically developed inversion algorithms of 2D marine electrical resistivity tomography (ERT)
surveys and 3D controlled source electromagnetic (CSEM) surveys. The ERT survey tows a transmitter
and eight electrode pairs of receivers for increasing resolution to shallow resistivity structures.
Inversions of the towed ERT data recover the high-resolution resistivity structures near the seafloor. I
focus on a CSEM survey consisting of a towed transmitter and ocean-bottom receivers on the seafloor
to investigate deep resistivity structures. Various 3D CSEM data sets can be obtained with the array.
Data with long transmitter and receiver offset has deeper penetration. 3D inversions of the CSEM data
present resistivity structures covering the deep area below the seafloor. The developed 2D ERT
inversion algorithm was applied to real field data collected in the Theya hydrothermal fields, Okinawa.
The recovered high resolution resistivity image clarified a semi-layered resistivity structure, interpreted
as SMS deposits exposed on the seafloor, and another deep-seated SMS layer at about 40 m depth below
the seafloor. The developed 3D CSEM inversion algorithm was applied to real field data collected in
the Ieyama hydrothermal fields, Okinawa. The obtained 3D resistivity image to a depth of a few hundred
meters revealed low resistivity anomalies below the seafloor. The conductive anomalies might be related
to the formation of SMS. These results showed a combination between the inversion of ERT and CSEM
data enabled seamless imaging of shallow and deep resistivity structures.

The first chapter consists of the introduction of the thesis. Recently, SMS deposits are focused as
next-generation resources due to high global demands for metal. SMS deposits form through
hydrothermal circulation below the seafloor, which is a process of heat and material exchange between
seawater and the crust. The occurrences of SMS deposits are found at mid-ocean ridges, back-arc
spreading centers, volcanic arcs, and so on. Hydrothermal activity and its associated SMS deposits have
been found in Okinawa and Izu-Ogasawara Sea, Japan. Researchers from both academy and industry
have conducted various surveys toward the development of SMS deposits. To investigate the
distribution of SMS, various geophysical methods such as seismic, gravity, electric and electromagnetic
(EM) surveys have been used. In this thesis, I focus on electric and EM surveys to investigate resistivity
structures of SMS. The surveys are useful for imaging of SMS because SMS shows much lower
resistivity compared to the surrounding rock. Pilot EM surveys in Trans-Atlantic Geotraverse (TAG)
hydrothermal field, Mid-Atlantic Ridge revealed that the low resistivity area is consistent with SMS
deposits. New EM systems have been developed to image SMS deposits because of the increasing
interest in SMS deposits. However, the used EM surveys have two major problems. First, the detailed

resistivity structures of SMS deposits have not been obtained. Next, the resistivity images covering deep



structures in hydrothermal fields have not been reported although the reservoirs and its associated buried
SMS can be located at a depth of more than 100 m below the seafloor. Due to the problems, the
distributions of SMS deposits are poorly known. Therefore, I develop a resistivity imaging technique
using an inversion algorithm of 2D marine ERT surveys and 3D CSEM surveys to investigate shallow
and deep resistivity structures in the hydrothermal fields.

The second chapter consists of the development of the forward modeling scheme of the 2D
marine ERT survey and the 3D marine CSEM survey. Accurate and efficient forward modeling schemes
are necessary for the inversion algorithms. For the near-seafloor explorations using 2D ERT modeling,
the detailed bathymetry should be included in the modeling. I developed a 2D marine ERT forward
modeling scheme based on the FEM with unconstructed meshes. The precise modeling of bathymetry
with the unconstructed meshes enabled high-resolution ERT surveys for the near-seafloor exploration.
Comparing the forward responses with analytical solution from the two-layer model showed the forward
modeling scheme could produce accurate solutions. A 3D marine CSEM forward modeling scheme was
developed. The FDM with a scattered field approach is used for the CSEM forward modeling scheme.
The relatively rough mesh could be used for the modeling due to the scattered field approach. The linear
equation in the 3D CSEM modeling was solved by a multicore parallel sparse direct solver PARDISO.
The direct solver enables the fast computation of solving the forward problems. The performance of the
forward modeling scheme was investigated using 1D and 3D examples. Numerical experiments with
1D and 3D examples showed that the forward modeling code could produce accurate solutions at a range
of transmitter and receiver less than 10 km.

The third chapter consists of the development of an inversion algorithm of the 2D marine ERT
survey and the 3D marine CSEM survey. Occam inversion scheme was applied to both inversion
algorithms due to its robustness and efficiency. The model-space Occam inversion algorithm was
applied to the 2D ERT inversion algorithm. In the model approach, the size of the system of equations
that must be solved from M x M. The data-space approach transforms the size of the system of equations
from M x M, to N x N, where N and M are the numbers of data and model parameters, respectively. The
number of model parameters is frequently larger than the data number for the 3D CSEM inversion. 1
applied the data-space approach to a 3D CSEM Occam inversion algorithm to reduce CPU time and
memory.

Numerical tests were conducted to determine the ability of how the inversion algorithm of the
deep-towed ERT systems can map SMS deposits. The results showed the inversion algorithm of the
ERT data with 180 m cable length can image SMS deposits placed up to a depth of 45 m below the
seafloor. With 360 m cable length, the inversion algorithm can image SMS deposits placed up to a depth
of 75 m below the seafloor. However, the attitude of the longer cable easily becomes unstable, causing
large navigation errors. Here, I focus on a CSEM survey consisting of a towed transmitter and stationary

receivers on the seafloor for the deeper penetration depth. The performance of the developed CSEM
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inversion algorithm was investigated using synthetic data. The results showed the CSEM inversion
algorithm sufficiently recovered 3D conductive anomaly simulating SMS. The inversion algorithm also
imaged deeply buried resistive anomalies simulating oil reservoirs.

The fourth chapter consists of the application of the developed inversion algorithm of the 2D
marine ERT survey to observed data in the ITheya North hydrothermal field, mid-Okinawa Trough. The
high-resolution images of near-seafloor resistivity structures to a depth of 50 m depth with a spatial
resolution of 10 m were obtained. The resistivity image by the inversion analysis revealed that the highly
conductive zones below the seafloor were consistent with observed hydrothermal venting sites and heat
anomalies. This high conductivity is probably attributable to rich conductive SMS minerals, not only to
high-temperature fluids, clay minerals, and salinity of pore fluids. The resistivity cross-section indicates
a semi-layered structure consisting of exposed and deeply embedded SMS deposits. The cap rock layer
is also inferred from a seismic reflection survey and seafloor drillings. The integration of all results
suggests a possible generation mechanism of SMS deposits. Hydrothermal fluids migrate from deep
parts to the seafloor. They are captured by the cap rocks, where lower SMS deposits are generated below
the seafloor. Fluids passing through fractures in the cap rocks to the seafloor develop the upper SMS
deposits on the seafloor. The study represents the first reported success in imaging a semi-layered
structure of SMS deposits although the layered structures were also proposed by seafloor drillings.

The fifth chapter consists of the application of the developed inversion algorithm of the 3D
marine CSEM survey to observed data in the leyama hydrothermal field, mid-Okinawa Trough. A 0.125
Hz square wave current of approximately 60 A was transmitted through the dipole antenna. Six
stationary receivers on the seafloor recorded the coupled CSEM signals. By applying the developed
inversion algorithm to the observed data, a 3D resistivity model was imaged. It is obvious that resistivity
structures in the hydrothermal field exhibit 3D features. Thus, the 3D inversion could estimate the
resistivity structures more accurately than 1D or 2D inversion algorithms. Low resistivity anomalies
with resistivity of 0.1-0.2 Ohm-m were recovered just below the seafloor. The self-potential anomalies
and hydrothermal vents were observed around the conductive anomalies. The conductive anomalies
might be associated with SMS mineralization.

The sixth chapter consists of a discussion on generation mechanisms of SMS based on resistivity
structures obtained in chapters four and five. Hot fluids upwell from the deep below the seafloor. The
impermeable cap layer traps the path of the hot fluids. Below the cap layers, the SMS accumulates.

The final chapter consists of conclusions and the future outlook of the thesis.

Key words: Controlled source electromagnetic / Electrical resistivity tomography / Inversion /

Resistivity / Seafloor massive sulfide deposits
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Chapter 1

Introduction

1.1 Research background

A Stable supply of metal is critically important for various industries. Global demands for metal increase
interest in mining of seafloor metal deposits because profitable deposits on land are becoming more
difficult to find. For the hydrocarbon resources, offshore oil and gas reservoirs have been developed
commercially. Global offshore oil production including lease condensate and hydrocarbon gas liquids
in 2015 was at the highest level since 2010 and accounted for nearly 30% of total global oil production
(U.S. Energy Information Administration 2015). Development of the seafloor metal resources also has
great potential for contributing to global metal supplies.

The most profitable seafloor metal resources are SMS deposits containing Cu, Sn, Zn and
potentially traces of Ag and Au. SMS deposits have been formed through hydrothermal circulation
generally located near mid-ocean ridges and along submarine volcanic arc and back-arc spreading
centers (Hannington et al. 2011, Boschen et al. 2013). SMS deposits in Japan were found in the mid-
Okinawa Trough and Izu-Ogasawara Arc (lizasa et al. 1999). Toward the future development of SMS
deposits, Japan Oil, Gas and Metals National Corp. (JOGMEC) achieved consecutive lifting of ore and
seawater in a state of solid—liquid flow from approximately 1,600 m depth during mid-August through
the end of September 2017 (Yamaji et al. 2019).

A map of the internal structures of a seafloor hydrothermal system provides a key to elucidating
the SMS deposit generation mechanisms. In past studies, seafloor drilling surveys have been conducted
for the lithological studies of SMS deposits. One of the best-studied hydrothermal areas is the TAG
hydrothermal field in the mid Atlantic Ocean . The Ocean Drilling Program revealed a lens-shaped ore
body beneath the mound and an underlying upflow zone through the volcanic rocks that host the deposit
(Humpbhris et al. 1995, Petersen et al. 2000). Other hydrothermal fields such as in the Iheya North Knoll
(Expedition 331 Scientists 2010) and Palinuro Seamount (Petersen et al. 2014) were also investigated
using boreholes. Tornos et al. (2015) compiled existing information of SMS deposits and proposed
various models of SMS mineralization. However, the generation mechanisms of SMS remain unclear
because of a lack of detailed images of SMS deposits. Although seafloor drilling is a powerful tool, its
use is limited because it entails high costs. Even if numerous drillings are conducted, geophysical images
have been requested to fill gaps among boreholes.

Various efforts to image and estimate SMS deposits have been undertaken using geophysical

methods. Electrical and EM geophysical surveys are suitable for mapping the distribution of SMS



(2016) reported SMS samples generally have resistivity in range from 0.01 to 1.0 Ohm-m whereas
surrounding basaltic host rock have conductivity values in the order of a few Ohm-m. The substantial
resistivity contrasts make EM surveys ideal for the exploration of SMS deposits.

Pilot EM surveys for the SMS deposits were conducted in the TAG mounds for investigating
resistivity structures of SMS deposits (Cairns ef al. 1996, Von Herzen et al. 1996). Cairns et al. (1996)
and Von Herzen et al. (1996) used a time-domain EM survey and DCR sounding surveys, respectively.
They found that anomalous low resistivity zones (about 0.2 Ohm-m) are associated with SMS deposits.
Kowalczyk (2008) investigated shallow seafloor resistivity structures using the time-domain EM
method with ROV at the Solwara site offshore Papa New Guinea. Its subsequent drilling surveys
confirmed that the recovered low resistivity zone was associated with occurrences of SMS. However,
the penetration depth is a few meters below the seafloor.

Recent global attention on SMS deposits drives new development of EM survey systems for
imaging SMS deposits. Haroon et al. (2018) and Gehrmann ef al. (2019) used a towed CSEM transmitter
(DASI, Sinha et al. 1990) and a towed receiver (Vulcan, Constable et al. 2016) for the exploration of
SMS deposits in the TAG mound. They obtained resistivity sections by applying a 2D EM inversion
code (MARE2DEM, Key 2016) to observed data. They found low resistive zones immediately beneath
the seafloor with greater than 50 m thickness. These towed CSEM surveys achieved both deeper
penetration depth (~300 m) and dense spatial measurements. However, they had low sensitivity to near-
seafloor structures because of the limited number of receivers and their survey configuration. Other new
surveys have deeper penetration to tens to hundreds of meters (Safipour ef al. 2017, 2018, Constable et
al. 2018, Imamura et al. 2018, Miiller et al. 2018). However, the measurements should be done as
stationary (with the fixed source, receivers, or both) lacking dense spatial samplings. In fact, high-
resolution images of near-seafloor resistivity structures in hydrothermal areas (e.g. to 50 m depth with
a spatial resolution of 10 m) have never been reported even though such imaging is necessary to discuss
the evolution mechanisms of SMS deposits attributable to high spatial heterogeneities that have been
inferred from drilling studies.

SMS deposits are often associated with mound structures and complex bathymetry. These
environments make resistivity structures in the area of SMS 3D. If the 2D CSEM inversion algorithms
are used for imaging SMS, the 2D resistivity section possibly has several artifacts due to its 3D resistivity
effects (Haroon et al. 2018). 3D CSEM inversion algorithms are necessary to more precisely recover
resistivity structures of SMS deposits. 3D resistivity images can provide information on the volume and
the tonnage of SMS deposits. The volume information is useful for estimation of resource potential of
SMS deposits. However, 3D inversion algorithms have not been applied to CSEM data for imaging of
SMS.

Drilling surveys revealed that some SMS are buried at a depth of about 100 m below the seafloor

(Takai et al. 2015). The deeply buried SMS are not extensively oxidized and eroded at the seafloor and



therefore have had a high likelihood of being preserved (Doyle & Allen 2003, Tornos 2006).
Hydrothermal reservoirs can be at a depth more than a few hundred meters below the seafloor. The
reservoirs play a key role in SMS generation. The reservoirs for hot fluids can be imaged as low
resistivity anomalies. Therefore, deep resistivity structures in hydrothermal fields are useful for the
reveling the reservoirs and its associated buried SMS. However, the resistivity structures covering deep

resistivity structures in hydrothermal fields have not been reported.

1.2 Problem statement

The four main problems overcame in this thesis are summarized as follow:

1) High-resolution resistivity images of near-seafloor structures in hydrothermal areas (e.g. to 50 m
depth with a spatial resolution of 10 m) have never been reported even though such imaging is necessary
to discuss the evolution mechanisms of SMS deposits attributable to high spatial heterogeneities that
have been inferred from drilling studies.

ii) 3D inversion algorithms have not been applied to CSEM data for imaging of SMS although 2D
inversion algorithms have limitations to recover 3D resistivity structures of SMS. 3D resistivity images
can provide information on the volume and the tonnage of SMS, which is necessary for estimation of
resource potential of the deposits.

iii) The resistivity images covering deep structures in hydrothermal fields have not been reported
although the reservoirs and its associated buried SMS can be located at a depth of more than 100 m
below the seafloor.

iv) Due to lack of detailed images covering shallow and deep resistivity structures in hydrothermal

fields, generation mechanisms of SMS remain unclear.

1.3 Purpose of this thesis

The purpose of this thesis is to develop an inversion algorithm of 2D marine ERT and 3D CSEM surveys
for obtaining detailed resistivity images covering shallow and deep structures in seafloor hydrothermal
fields and to investigate generation mechanism of SMS deposits using the detailed resistivity images in

hydrothermal fields.

1.4 Approach to address the problem

To investigate shallow and deep resistivity structures in hydrothermal fields, I develop a resistivity
imaging technique using an inversion algorithm of 2D marine ERT and 3D CSEM surveys. The marine
deep-towed ERT system is used to obtain a 2D high-resolution resistivity image of the shallow seafloor
structures. The system tows the transmitter and eight electrode pairs of receiver for increasing resolution

to shallow structures while the towed CSEM system used in Haroon ef al. (2018) and Gehrmann et al.



(2019) consisted of only two receivers. This survey system was developed first for detecting shallowly
existing gas hydrate (Goto et al. 2008, Chiang ef al. 2012). A CSEM survey consisting of a towed
transmitter and stationary receivers on the seafloor is used for investigating deep resistivity structures.
This configuration has been widely used to image deeply buried hydrocarbon reservoir (Constable 2006).
Data recorded at various combinations between transmitter and receiver can be obtained in this
configuration. 3D CSEM survey data set is also easily obtained. Longer offset data generally have
deeper penetration depth and vice versa. It is necessary to consider Maxwell equation to compute
accurately CSEM data at longer offset because the EM fields attenuate rapidly.

I develop a forward modeling scheme (Chapter 2) and inversion algorithm (Chapter 3) of the 2D
towed marine ERT survey for investigating shallow resistivity structures below the seafloor. The ERT
data was collected in the Theya North hydrothermal field, mid-Okinawa Trough, southwestern Japan. A
hydrothermal area discovered on the Theya North Knoll in 1995 has since been investigated intensively
(Nakagawa et al. 2005, Takai et al. 2006, Kumagai et al. 2010, Masaki ef al. 2011, Tsuji et al. 2012,
Kasaya et al. 2015, Miyoshi et al. 2015). The accumulated survey data indicate this area is suitable for
the detailed imaging of SMS deposits. I apply the developed inversion algorithm to observed ERT data
and present a new evolution mechanism of SMS deposits (Chapter 4).

I develop a forward modeling scheme (Chapter 2) and an inversion algorithm (Chapter 3) of the
3D marine CSEM survey for investigating deep resistivity structures below the seafloor. 3D inversion
algorithms of the marine CSEM survey require great computational resources due to a huge number of
model parameters. Efficiency is key for 3D CSEM inversion algorithms. A robust and efficient 3D
inversion algorithm is the data-space Occam algorithm (Siripunvaraporn et al. 2005). The data-space
approach transforms the size of the system of equations that must be solved from M x M, as required
for a model-space approach (Constable et al. 1987), to N x N, where M and N respectively denote the
quantities of model and data parameters. M is frequently larger than N for the 3D CSEM inversion (e.g.
M=2,463,768 and N=16,088 in Wang et al. 2018). The data-space approach can reduce both CPU time
and memory if M < N. I develop a data-space Occam inversion algorithm for 3D CSEM survey data, 3D
Data-space Occam inversion algorithm for CSEM survey data (3DDOCSEM) and to apply for
clarification of the 3D resistivity structure in the Ieyama hydrothermal field, mid-Okinawa Trough
(Chapter 5).

I develop an combined CSEM inversion algorithm of towed and ocean-bottom electric field
receiver data to investigate shallow and deep resistivity structures in hydrothermal fields (Chapter 3).
Here, I treat deep-towed ERT data as CSEM data by considering Maxwell equation. Actually,
transmitted current of the ERT system is a low-frequency square wave. Thus, electric fields are more
precisely computed by considering Maxwell equation. A marine CSEM inversion combining towed and

ocean-bottom electric field receiver data recovered 2D high-resolution resistivity structures of gas



hydrate (Attias et al. 2018). I will show ability of the inversion of towed and ocean-bottom electric field

receiver data for recovering shallow and deep resistivity structures using synthetic data.

1.5 Outline of SMS deposits

SMS deposits are considered to be the modern analogous of ancient VMS deposits preserved on land
(Murton et al. 2019). These SMS deposits consist of relatively insoluble sulfide minerals, e.g., pyrite
(FeS2), chalcopyrite (CuFeS2), sphalerite (ZnS), and galena (PbS), and also contain trace elements such
as Au, Ag, Co (Herzig & Hannington 1995). Their high metal concentrations can meet the global
demand for metal resources. Therefore, SMS deposits are attractive for next-generation mining (Lipton
2012). Recent estimates, using bulk geochemical data from 95 sites, suggest a global resource potential
for modern SMS deposits is at least 650 million tons with a median grade of 3 wt % Cu, 9 wt % Zn, 2
g/t Au and 100 g/t Ag (Hannington ef al. 2011, Monecke et al. 2016). Fig. 1.1 shows a photograph of
SMS mound taken during YK15-06 cruise survey JAMSTEC in mid-Okinawa Trough. Hydrothermal

vents on the mound emit fluids which disperse as neutrally buoyant plumes.
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Figure 1.1. Photograph of SMS taken by JAMSTEC during YK15-06 cruise survey in mid-Okinawa Trough.

1.5.1 Distribution

Since the first discovery of hydrothermal activity in the Red Sea (Miller et al. 1966) and near the
Galapagos Islands in 1977 (Corliss et al. 1979), there are 165 recorded SMS deposits (Hannington ef al.
2011, Monecke et al. 2016). 60% of all deposits occur at mid-ocean ridges and 27% in back-arc basins
along the 67,000 km length of seafloor spreading centers. Only 13% of deposits are found along the
22,000 km of active submarine volcanic arcs and very few (<1 %) have been found at hotspot volcanoes,

such as Hawaii (Hannington et al. 2011, Monecke et al. 2016). Fig. 1.2 shows the global distribution of



SMS deposits. Hydrothermal activity and its associated SMS deposits have been found in Japan. They

are distributed along mid-Okinawa Trough basin and Izu-Ogasawara Arc.
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Figure 1.2. Global distribution of seafloor hydrothermal systems and related mineral deposits, after Hannington

etal (2011).

1.5.2 Formation

Hydrothermal circulation below the seafloor is a process of heat and material exchange between
seawater and the crust (Stein & Stein 1992). Such seafloor hydrothermal systems often have
accompanying SMS deposits, form as a consequence of the interaction of seawater with hot oceanic
crust deep beneath the seafloor. During this process, cold seawater penetrates through cracks in the
seafloor, reaching depths of several kilometers, where it is heated to temperatures over 400°C (Petersen
et al. 2018). This hot fluid leaches the surrounding rocks and becomes strongly enriched in dissolved
metals and sulfur. Due to its lower density, this heated mineral-rich fluids rise to the seafloor. The heated
mineral-rich fluids mix with low-temperature (0°C) and alkalescent seawater (pH~8) on the seafloor.
Accumulation of metals occurs due to the decline of solubility of metal caused by mixing with seawater.
SMS mineralization has two representative types of (1) mound-style mineralization and (2) sub-seafloor
replacement.

(1) Mound-style mineralization: Mound-style mineralization is the most common among found
SMS mineralization. The vast majority of metal sulfides accumulate via the growth, collapse, and
cementation of chimneys and spires and not by the fallout of sulfide particles precipitated in the water
column (Rona 1988, Herzig & Hannington 1995). Most of the SMS deposits on the mound have not
been preserved, likely due to oxidation of the sulfides in the prevailing oxic environment and/or

destruction of oceanic crust during subsequent subduction (Tornos ef al. 2015).



(2) Sub-seafloor replacement: Systematic drilling of the seafloor at several mineralized sites has
shown that sub-seafloor hydrothermal replacement processes contribute to SMS mineralization (Herzig
& Hannington 1995, Zierenberg et al. 1998). Similarly, recent drilling in the Theya North Knoll in the
middle Okinawa Trough has shown that from 40.0—50.0 mbsf, gray highly altered brecciated volcanic
rock fragments are partly (15%) replaced by fine-grained sphalerite, chalcopyrite, and galena (Takai et
al. 2015). Deposits formed in this way are not extensively oxidized and eroded on the seafloor and
therefore have had a high likelihood of being preserved (Doyle & Allen 2003, Tornos 2006).

1.5.3 Exploration

The area of the world ocean is about 361.9 million km?, which covers about 70.9% of Earth's surface.
The scale of SMS deposits is much smaller (e.g. the TAG active mound is a circular feature, about 200
m in diameter and about 50 m high). Therefore, highly efficient surveys are required to identifying the
potential area for SMS deposits. In the marine environment, all surveys use a ship. The following five
phases of the survey are used for identifying the area for SMS deposits (Fig. 1.3).

(1) Selection of region (narrowing area from 361,000,000 km*to 10,000 km?): Based on the genesis
of SMS deposits, regions to be investigated are determined. Magmatic activities are essential for forming
SMS deposits.

(2) Regional survey with a ship (narrowing area from 10,000 km? to 100 km?): In this stage, a 10 m
spatial resolution bathymetry map is obtained by a hull-mounted MBES. MBES can also obtain acoustic
water column anomalies caused by exposed hot water from hydrothermal vents. Key evidences of
forming ore deposits are the existence of i) a depression, ii) sediment and permeable pumice in
depression, iii) a long term active hydrothermal field. Based on the obtained bathymetry map, an area
with depression and fault structures with hydrothermal activity are identified.

(3) Semi-detailed survey with AUV and deep-towed system (narrowing area from 100 km”to 10
km?): More high-resolution bathymetry map is obtained with AUV. Mounting sensors on AUV and
deep-towed systems can record various data near the seafloor just above a few tens of meters.
Temperatures and pH of seawater are often measured to identify local anomaly of seawater. Self-
potential method is an quick reconnaissance tool to find SMS on the seafloor and buried SMS below the
seafloor. Field surveys conducted in known SMS areas showed negative self-potential data are sensitive
to the existence of SMS (Kawada & Kasaya 2017). Self-potential data is easy to be measured and
analyzed. Electrodes to measure self-potential can be mounted on either AUV and deep-towed system.

To delineate distributions of SMS deposits, geophysical exploration are performed such as electric
(Von Herzen et al. 1996), EM (Cairns et al. 1996), seismic (Asakawa et al. 2016), magnetic
susceptibility (Honsho ef al. 2013), and density (Evans 1996). In this thesis, I focus on electric and EM
surveys using a deep-towed system, equivalent to semi-detailed surveys. Resistivity images are used for

mapping the spatial distribution of both SMS on the seafloor and buried SMS below the seafloor.



(4) Detailed survey with ROV: The narrowed areas are further investigated by local-scale
geophysical exploration and sampling of rocks with ROV. For the EM surveys, TEM with ROV has
been used to map resistivity structures whose spatial resolution is a few meters (Nakayama & Saito 2016,
Safipour et al. 2017). Rock samples from the seafloor can be brought back to ship using ROV.
Information obtained from measurements of mineral contents and physical parameters of rock samples
constrain the interpretation of resistivity structures.

(5) Drilling survey: Drilling surveys have been used for investigating internal structures of SMS
deposits (Humphris et al. 1995, Expedition 331 Scientists 2010). Although its use is limited to the high
cost, the drilling surveys are a very powerful tool to investigate SMS deposits. To reduce the number of
drilling holes, the resistivity images can be used for ranking the priority zones of drillings. After the
drilling, the resistivity structures can be used for estimating the detailed amount of SMS deposits

combined with information obtained from the drilling data.

1. Selection of 2. Regional 3. Semi-detailed 4. Detailed 5. Drilling
region survey with survey deep- survey with survey
(361,000,000 km?2 a ship towed system ROV
— 10,000 km?) (10,000 km?2 (10 km2 — 1 km?)

— 10 km?)

Figure 1.3. Schematic diagram of exploration of SMS deposits. The following five phases of surveys are used for

identifying the area for SMS deposits.

1.6 Study area for SMS deposits

Since the first discovery of hydrothermal activity at [zena hole in Okinawa Trough, nine representative
hydrothermal fields were found in the mid-Okinawa Trough (i.e. the Minami-Ensei knoll, the Yoron
hole, the Iheya ridge, the Theya North Knoll, the Izena hole, Irabu knoll, the Hatoma knoll, the Daiyon-
Yonaguni knoll, and the leyama hydrothermal field). In this thesis, I focus on two hydrothermal fields
of the Theya North Knoll and the Ieyama hydrothermal field.



1.6.1 Okinawa Trough

The Okinawa Trough, to the southwest of Kyusyu, Japan, is an active backarc basin of the Ryukyu
island arc—trench system where the Philippine Sea Plate is subducting under the Eurasia Plate (Fig. 1.4).
The Okinawa Trough extends for more than 1,200 km from the Japanese mainland to Taiwan along the
Ryukyu Arc. The Okinawa Trough is 60—100 km wide in the south and reaches up to 230 km wide in
the north (Sibuet er al. 1998). Its maximum water depth approaches 2,300 m in the south and
progressively decreases to 600 m in the north. The Okinawa Trough is interpreted to be still in the early
stage of rifting (Letouzey & Kimura 1986). Magmatic activities occur in the center axis of the central
and southern Okinawa Trough due to the back-arc rifting or a volcanic front. SMS associated with

magmatic activity are also found in this area.
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Figure 1.4. Map of the study area in mid-Okinawa Trough, southwestern Japan.

1.6.2 Theya North Knoll hydrothermal field

The Theya North Knoll is a volcanic complex located on the northern termination of the depression of
the Okinawa Trough where water depths are about 1000 m. A seismic survey in the Theya North Knoll
hydrothermal field suggested presence of thick pumiceous volcaniclastic flow deposits below surficial
hemipelagic sediments, rather than massive igneous rocks (Tsuji et al. 2012). About 10 hydrothermal
mounds are concentrated in a small region aligned north to south (Kawagucci et al. 2011). Active fluid

venting and sulfide mineralization are found in the mounds. A large mound of more than 30 m height



called NBC host vigorous venting of clear fluid with the highest temperature of 311 °C. The high
temperature hydrothermal flow have been recorded at NBC over a period of more than ten years
(Kawagucci et al. 2013), indicating that the hydrothermal fluid vented from NBC comes from the main
hydrothermal flow path in this region. Temperatures and flow rates of other vents in this region become
lower with increasing distance from NBC (Masaki et al. 2011).

Three drilling programs (The IODP Expedition 331 and The SIP Expeditions 907, 908) were
implemented to study hydrothermal system and internal structures of SMS in this field. Lithologies at
the Theya North Knoll field is a geologically complex mixed sequence of coarse pumiceous
volcaniclastic and fine hemi-pelagic sediments, overlying dacitic to rhyolitic volcanic substrate (Yeats
et al. 2017). Sulfide mineralization similar to the black ores in kuroko deposits of the Miocene age in
Japan, were identified in the core drilled at the flank of the NBC mound (Expedition 331 Scientists 2010,
Ishibashi et al. 2015). The drilling survey during the SIP Expeditions 907, CK 14-04 implies that the
subseafloor structure of the Iheya-North Knoll was composed by multi-layers of hemi-pelagic sediment,
acidic and neutral hydrothermally altered clay and sulfide mineral-bearing cap rock layers (Saito et al.
2015). The repeated occurrences of these layers detected by the CK 14—04 cruise survey strongly suggest
that subseafloor hydrothermal fluids flow laterally along with upper and bottom cap rocks, possibly
leading the formation of several layers-ore bodies observed at the Matsumine deposit that is the largest
Kuroko-type VMS deposit in the Japanese Island (Kumagai et al. 2017).

The ERT data were collected during the YK 14-19 cruise survey (R/V Yokosuka, JAMSTEC) in
the Theya North Knoll hydrothermal field. I analyzed the observed ERT data and interpreted inverted
resistivity structures with other geophysical data in Chapter 4. The accumulated survey data indicate

this area as suitable for our detailed imaging of SMS deposits.

1.6.3 Ieyama hydrothermal field

A new hydrothermal field in mid-Okinawa Trough, southwestern Japan called Ieyama was found by a
preliminary survey using a ship and a subsequent detailed survey using AUV (Kasaya et al. 2020). The
detailed survey observed a clear negative self-potential zone and chimney structures in the hydrothermal
field. Therefore, SMS formed through the hydrothermal activity are expected to be in the field.
Resistivity images are required to evaluate the resource potential of SMS deposits in the fields. A CSEM
survey was conducted in the Ieyama hydrothermal field during the KM 17-10 cruise survey (R/V
Kaimei, JAMSTEC). The application of the inversion algorithm to the observed CSEM data is described
in Chapter 5.
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1.7 Electrical properties of rocks and minerals

Electrical conductivity measures a material’s ability to conduct electrical current. Electrical resistivity
is the inverse of electrical conductivity. Fig. 1.5 shows the range of electrical resistivity for various Earth
materials varying over many orders of magnitude. The resistivity contrast can be used to elucidate the
geological structure of the Earth’s interior. Dry crystalline rock in the oceanic crust is electrically
resistive. The bulk resistivity of seafloor rocks depends on pore fluids and the content of minerals. The
highly porous rocks can make its bulk resistivity close to the resistivity of pore fluids. The resistivity of

pore fluids decreases on the function of salinity and temperature (Keller 1988).
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Figure 1.5. The electrical resistivity and conductivity values for various Earth materials. Resistivity is measured
in units of Ohm meters (Ohm-m), conductivity in Siemens per meter (S/m). Values were taken from Palacky (1988)

and references therein.

Laboratory measurement of SMS samples shows the resistivity is in a range from 0.01 to 1.0
Ohm-m whereas surrounding basaltic host rock has conductivity values in the order of a few Ohm-m
(Spagnoli et al. 2016). Komori et al. (2017) also reported SMS samples collected in the Theya
hydrothermal fields in the Okinawa Trough exhibit much lower resistivity than the surrounding rocks.

The substantial resistivity contrasts make electromagnetic surveys ideal for the exploration of SMS
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deposits. It is well known that most sulfide minerals, except for sphalerite, exhibit an anomalous
signature of the induced polarization effect i.e. large imaginary conductivities and phase shifts (Pelton
et al. 1978). Laboratory measurement of SMS samples shows SMS exhibit the induced polarization
effect (Spagnoli et al. 2016, Komori et al. 2017).

1.8 Overview of applied geophysical method
I briefly describe the applied geophysical method for the exploration of SMS deposits. In the thesis, I

use marine towed ERT and CSEM surveys to obtain resistivity structures in the hydrothermal fields.

1.8.1 Marine ERT survey

For ERT surveys, an electrical current is passed through two electrodes to produce an electrical potential
field in the ground. The resultant voltages are then measured through other paired electrodes. The source
current can be direct current or low-frequency (0.1-1 Hz) alternating current. The relationship between
the resistivity, current and electrical potential is governed by Ohm’s Law. Ohm’s Law states the electric
current through a material between two points is directly proportional to the potential difference between
the two points. The spatial resistivity distribution in the subsurface is recovered by the inversion
algorithm from the observed data.

ERT surveys are widely used for near-surface exploration on land such as underground water
(Hermans et al. 2012, Afshar et al. 2015), metal deposits (Legault et al. 2008, Biswas & Sharma 2016),
archeological items (Osella ef al. 2005, Negri et al. 2008), and faults (Fuji-ta & Ikuta 2000, K. Suzuki
et al. 2000). ERT surveys are also used for shallow water areas (Day-Lewis & Lane Jr 2004, Kwon et
al. 2005, Allen & Merrick 2007, Mansoor & Slater 2007, Amidu & Dunbar 2008, Misonou et al. 2012)
and even for deep water areas (Wynn 1988, Von Herzen et al. 1996). Goto et al. (2008) developed a
deep-towed marine ERT system with multiple electrodes on cable. I use this deep-towed marine ERT
system to map high-resolution resistivity structures to a depth of ~50 m below the seafloor (Fig. 1.6).
The system affords high horizontal resolution by continuous towing of multiple electrodes, in addition

to the simplicity of data acquisition and analysis.
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Figure 1.6. Schematic diagram of a deep-towed marine electrical resistivity tomography system developed by
Goto et al. (2008). Two current electrodes C1 and C2 and eight potential electrodes P1-P8 are attached to the
cable together with two reference electrodes COM1 and COM2. The voltage difference is measured using each
15-m dipole: P1-P2, P2-COM1, COM1-P3, P3-P4, P5-P6, P6-COM2, COM2-P7, and P7-P8. Acoustic

transponders were attached respectively to the deep tow system and end of cable (a solid circle).

1.8.2 Marine CSEM survey

Marine CSEM surveys use a deep-towed transmitter to inject a time-varying current into the seawater.
This electromagnetic signal diffuses away from the antenna, traveling through the ocean, seafloor, and
air, where it is modified by the conductivity of each medium (Key 2012). The modified electromagnetic
signal can be recorded by stationary receivers on the seafloor (Eidesmo et al. 2002) and towed receivers
(Constable et al. 2016). The survey array with towed transmitters and the stationary receivers are often
used for large-scale exploration. 3D CSEM data set can be easily obtained using the transmitter and
receiver array. The CSEM surveys with the towed receivers have higher efficiencies of spatial coverage
and resolution in the shallow sub-seafloor depth due to dense spatial measurements. The CSEM surveys
with the towed receivers are used for near-seafloor exploration. CSEM surveys with the towed receiver
have similar advantages to deep-towed ERT surveys. I focus on the CSEM surveys using stationary
receivers on the seafloor to map deep resistivity structures below the seafloor (Fig. 1.7).

Marine CSEM surveys have been used for remotely mapping the seafloor resistivity structure with
the goal of exploring hydrocarbons (Eidesmo ef al. 2002, Yamane et al. 2009, Hesthammer et al. 2010,
Myer et al. 2015), gas hydrate (Yuan & Edwards 2000, Schwalenberg et al. 2010, Weitemeyer et al.
2011, Zhdanov et al. 2014, Attias et al. 2016, Goswami et al. 2016), and SMS (Haroon et al. 2018,
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Gehrmann et al. 2019), and of elucidating oceanic lithosphere structures (Evans et al. 1994, MacGregor
et al. 1998). Marine CSEM surveys also have been used with MT surveys for constraining resistivity

structures of shallower crust (Blatter et al. 2019, Johansen et al. 2019).

Figure 1.7. Schematic diagram of the marine CSEM surveys. The CSEM surveys use deep-towed dipole antenna
for transmitting a time-varying current into the seawater. OBEM sensors deployed on the seafloor record the

resultant EM responses for the CSEM surveys.

1.9 Thesis outline

The first chapter is devoted to the introduction. I describe the introduction of the thesis, introduction to
SMS deposits, study fields, electrical properties of rocks and minerals, an overview of the applied
geophysical method and thesis outline. The overview of the structures of this thesis is shown in a flow
chart (Fig. 1.8).

The second chapter is devoted to the development of forward modeling schemes for 2D marine
ERT and 3D marine CSEM surveys. The chapter includes a review of the forward modeling schemes of
ERT and CSEM surveys. The numerical accuracy of the forward modeling schemes is validated by
comparison with an analytical solution.

The third chapter is devoted to the development of inversion algorithms for 2D marine ERT
surveys and 3D marine CSEM surveys. This chapter includes a review of inversion algorithms of ERT
and CSEM surveys. The performance of the inversion algorithms is investigated using synthetic data
sets.

The fourth chapter is devoted to the application of the 2D marine ERT inversion algorithm to data
observed in the Theya North hydrothermal field, Okinawa. I carefully discuss the reliability of the
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inverted model. The inverted model is interpreted combined with other geophysical information such as
seismic and drilling.

The fifth chapter is devoted to the application of the 3D marine CSEM inversion algorithm to data
observed in the Ieyama hydrothermal field, Okinawa.

The sixth chapter is devoted to the inferred conceptual model of SMS mineralization from shallow
and deep resistivity structures. I discuss the generation mechanism of SMS based on the resistivity
models obtained in the fourth and fifth chapters.

In the last chapter, general conclusions of the thesis, and the topics relevant for future research

are discussed.

Clarifying resistivity structures of seafloor hydrothermal fields
(Chapter 1)

| |

Near seafloor exploration Deep sub-seafloor exploration
by ERT surveys by CSEM surveys
Development of forward modeling Development of forward modeling
of 2-D ERT surveys of 3-D CSEM surveys
(Chapter 2.2) (Chapter 2.3)
Development of Inversion algorithm Development of Inversion algorithm
of 2-D ERT surveys of 3-D CSEM surveys
(Chapter 3.2-3.3) (Chapter 3.4-3.5)
Application to observed ERT data in Application to observed CSEM data
lheya hydrothermal field in leyama hydrothermal field

(Chapter 4) (Chapter 5)

Imaging technique for shallow and deep resistivity structures

| l

Exploration of seafloor hydrocarbon
reservoirs & active faults

Exploration of SMS deposits

Inferred conceptual model of SMS mineralization
from shallow and deep resistivity structures
(Chapter 6)

Figure 1.8. Overview of structures of this thesis.
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Chapter 2

Development of forward modeling schemes

2.1 Introduction

Forward modeling schemes compute synthetic responses from the model based on known physics. Both
ERT and CSEM forward modeling schemes compute their responses from the resistivity models (Fig.
2.1). The resistivity models in 1D, 2D, and 3D are discretized into the mesh. The FDM, FEM, and IE
are generally used for solving governing equations in the forward problems of ERT and CSEM surveys.
The forward modeling algorithms are the cores of inversion algorithms. Therefore, accurate and
computationally efficient forward modeling schemes are required for inversion algorithms.

For the near-seafloor explorations using the 2D marine deep-towed ERT surveys, the detailed
bathymetry should be included in the modeling. I apply the unstructured meshes generated by Triangle
(Shewchuk 1996) to model discretization. The unstructured meshes are recently used for ERT and EM
modeling due to its flexibility to complex bathymetry (Key & Weiss 20006, Riicker et al. 2006, Usui et
al. 2018). I solve the governing equation of ERT surveys in the forward using the FEM with the
unconstructed meshes. The performance of the forward modeling algorithm is investigated by
comparing forward responses with analytical solution from the two-layer model.

For the 3D CSEM modeling, the number of the model parameters is much larger than the 2D
modeling. A large number of model parameters require huge computation resources. Computational
efficiency is a key for the 3D CSEM forward modeling. The most time-consuming part is solving the
linear equation of the forward modeling. The linear equation is solved by a multicore parallel sparse
direct solver PARDISO (Schenk & Gartner 2004) via Intel MKL library. The parallel sparse direct solver
can enable the fast computation of solving the linear equation. The governing equation is solved by the
FDM method due to the simplicity of mesh generation. I show the performance of the developed forward
modeling algorithm using 1D and 3D examples. The responses from the forward modeling algorithm is
compared with responses by DIPOLE1D (Key 2009) for the 1D case and by 3D forward modeling code
(Li et al. 2018) for the 3D case.
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Figure 2.1. Schematic diagram of forward modeling and inversion.

2.2 2D towed marine ERT forward modeling

2.2.1 Fundamental equation

The governing equation of marine ERT surveys can be derived from Ohm’s Law and the conservation
of current. When electrical current flows into a conductor, Ohm’s Law is expressed below

J=-0V¢ @2-1
where J is the current density, o is the conductivity and ¢ is the electric potential. The conservation of

current is
Vey= %a(x)(s(y)a(z) @-2)

where ¢ is the charge density at a point in the Cartesian (x, y, z) space by the Dirac delta function.

Substituting eq. (2-1) into (2-2), 3D Poisson's equation are given as

d
~V- [0y, DV (63, 2)] = 5/ 6(x)8G8 () @-3)

where (x;, ys, z5) indicate the coordinates of the point source of charge injected in the Cartesian (x, y, z)
space. The potential at any point in the medium can be calculated if the conductivity distribution is
known. The conductivity distribution can be modeled in 1D, 2D, and 3D models. In this study, 2D
resistivity models are assumed indicating the conductivity distribution in the strike y-direction is not

changed. For the 2D resistivity models, the Poisson's equation is given as
9]
—V - [0(x, V(6,3 2)] = SE8(x)SG5(78) @4

For computational ease, solving the equation in Fourier transformed space (x, 4, z) where k, is wave

number. The transformation is performed in the forward and backward direction by

(ﬁ(x, ky,z) = J; d(x,y,2) cos(kyy)dy 2-5)
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and
2 (*.
o(x,y,2) = Ef @(x, ky, z) cos(kyy)dk,, (2-6)
0

, respectively.

The Fourier transformed equation from eq. (2-4) are
V- [oCx, 2)VP(x, ky, 2)| — kio(x, 2)P(x, ky, z) = —%6(365)6(25) -7

where ¢ denotes the Fourier potential. I use a so-called secondary field approach to remove the
singularity at source positions. This singularity removal technique enables using coarse meshes around
electrodes (Coggon 1971).

q?)'(x, ky,z) = &p(x, ky,z) + (ﬁs(x, ky, Z) 2-8)
The total field is divided into a primary field and secondary field. In this study, the primary potential is
calculated from a homogenous half-space. The primary potential is obtainable as

- I
¢p(x' kY' Z) = 21'[01’(x, Z) Ko(kyr) (2-9)

where 77 = x + 2%, K’ is the zero-order Bessel function, and ¢” represents the primary conductivity. The
primary conductivity is homogeneous and set to be the sea conductivity. The governing equation for the

primary field is written as follows.
V[0 )V (1, ky 2)] ~ Ko (e D (3, Ky 2) = =3 8020502 (2-10)

Using egs. (2-7) and (2-10), I can remove the Dirac delta function as shown below.
V- [o(x, 2)V$*(x, ky, z)| — k2o (x,2)$*(x, ky, z) -1
=-V- [as(x, Z)Vép(x, ky,z)] +kio®(x, Z)(ﬁ”(x, ky,z)
To solve the secondary potential in eq. (2-11), mixed boundary conditions proposed by Dey & Morrison
(1979) are applied. The mixed boundary conditions were based on the asymptotic behavior of the

potential field in a homogeneous medium.

2.2.2 Discretization

The governing equation of ERT surveys has been used discretized by the FDM (Dey & Morrison 1979),
and the FEM (Coggon 1971). The FDM and FEM handle the boundary value problem using very
different principles. The FDM directly transfers partial differential equations into difference equations
and the FEM method is based on the variational principle or the method of weighted residuals (Li &
Spitzer 2002). The FEM is more flexible for modeling complex geometry than the FDM. The 2D ERT
forward problem is solved using the FEM with unconstructed meshes to model complex topography in
hydrothermal fields. The unconstructed meshes can model complex geometry more efficiently than

structured meshes. I generate unstructured meshes using Triangle (Shewchuk 1996). The FE equations
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are assembled into a system of equations
K$°=b (2-12)
where K is sparse and symmetric and b is a vector of dimension containing the primary field information

and the boundary condition of secondary potential.

2.2.3 Selection of wave number

The vector of transformed electric potential ¢ is computed by solving eq. (2-12). The inverse Fourier
transform is applied to transform ¢ to electric potential ¢ in the Cartesian (x, y, z) space. For efficient
computation, the possible smallest number is desirable while the accurate solution is still calculated. In
this thesis, the optimization approach proposed by Xu ef al. (2000) is used for calculating the inverse
Fourier transform. The electric potential ¢ is expressed as a linear combination of the transformed

electric potential ¢
$(x,2) = Z d(x. ky,,2) gp 2-13)
p=1

where 7 is the number of wavenumber £,, and g, is the weighting parameters. For the homogenous
half-space earth, the potential is a function of the earth resistivity and the radial distance as follows

I 1
Py 2) = ——— (2-14)

210 [xZ +y2 + 72

Taking the Fourier transform in y direction of the both sides of eq. (2-14), I yield

~ ("1 cos(kyy)
Boky2) = -L %\/xz +y2 4 22

where r = +vx2 + z2. Substituting egs. (2-14) and (2-15) into (2-13) and setting y=0, I obtain

n
1
= Z K° (ky, ) g 2-16)
p=1

Setting a set of electrode spacing 7; (1 <i < m), the discrete wavenumber k, and corresponding weighting

I
dy = %Ko(kyr) (2-15)

parameters g, can be determined by solving a non-linear optimization problem as follows:

m n
1
min‘}’zz ——ngKo ky r
EA = L1 (k1) @-17)

s.t. kyp >0,9,>0

The non-negative constraints are imposed on the optimization problem. Xu et al. (2000) used a
two-step gradient-based approach for obtaining an optimal set of the wavenumber and corresponding
weighting parameters. The first step is to determine the values of g, from their given set of £, by solving
the linear least-squares method in the first step. The second step is to determine optimal %, for obtained
weighting parameters g, by using non-linear least-squares method. By repeating the iterations, an
optimal set of k&, and g, which make the objective function ¥ are determined (Pan & Tang 2014).
Following 2D forward modeling presented by Vachiratienchai & Siripunvaraporn (2013), a set of eight
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number of wavenumbers and weighting is selected in this study.

2.3 Validation of 2D towed marine ERT forward modeling scheme

I validate the forward modeling performance through comparison between numerical results of the
forward calculation and analytical results. High numerical accuracy is necessary because a tiny change
of the apparent resistivity in the marine environment can reflect a significant change of the seafloor
model. The test model for validation is a two-layer model consisting of the sea and the sub-seafloor

layer. The analytical apparent resistivity is written as

_Pu(R" = R) + pups(R' + R)

. el (2-18)
where
r_+r_r_ 1 1 2-19)
R Tep, Tez Topr  Tep,
and

1 _ 1 1 1 + 1 (2:20)
R Tap, Tep, Tehp  Telps

Therein, p, and p, respectively represent seawater and sub-seafloor resistivity (Fig. 2.2). Here, the

relative error is defined as presented below.

cal _ ,true
g™ — pire|
true
a

Error = 100 x (2-21)

P Py

Figure 2.2. Schematic diagram of a two-layer model with four electrodes. Electrodes ¢ and p respectively denote
the current electrodes and potential electrodes. Electrodes ¢’ represent the image source of ¢. pw and ps respectively
represent seawater resistivity and sub-seafloor resistivity. » represents the distance from a current electrode to a

potential electrode.
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For the numerical test, p,, and p, are assumed respectively to be 0.3 and 1.0 Ohm-m. The ERT
system shown in Fig. 1.6 is used for the data acquisition. The apparent resistivity is calculated each 5 m
in horizontal distance (during towing from 0 to 1000 m) at towed height of 10 m above the seafloor. The
total number of the apparent resistivity data is 1344. The model for this forward calculation includes
4197 vertices and 8378 triangles (Fig. 2.3). Fig. 2.4 presents a pseudo-section of response and error
where the n Level is related to the distance between a transmitter and receiver: Tx-Rx are 15 x n m.
Average errors, derived from the apparent resistivity at various horizontal positions of towed cable, are
less than 0.7%. Therefore, I conclude that the forward modeling code is sufficiently accurate compared

to observation errors found in real fields.
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Figure 2.3. Model discretization using unstructured grids. The red and green area shows the sea and sub-seafloor,
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2.4 3D marine CSEM forward modeling

2.4.1 Fundamental equation

For the 3D CSEM forward modeling, neglecting the displacement currents, Maxwell’s equations in the
frequency domain are

VX E— iwpH = 0 (2-22)
and

VxH-ocE=] (2-23)

where E and H respectively stand for the electric and magnetic fields, @ denotes the angular frequency
of the field assuming time-dependence of the form €™, u expresses the magnetic permeability, o
signifies the conductivity, and J is the vector of the current density of a source. To solve Maxwell’s
equation, the total field and scattered field approaches are useful. The total field approach requires
production of fine grids around transmitters (Um et al. 2013, Key 2016, Cai et al. 2017). In the scattered
field approach, the source term can be converted into primary field information, allowing rough mesh
around transmitters (Newman & Alumbaugh 1997, Weiss & Constable 2006, Sasaki & Meju 2009,
Streich 2009, Schwarzbach et al. 2011, da Silva et al. 2012, Grayver et al. 2013, Dehiya et al. 2017).
The primary field is an analytical solution from layered earth. I use a scattered field technique for
computational efficiency. The total electromagnetic fields are split into a primary and secondary field as

E=EP +E° (2-24)

H = H? + H* (2-25)
where E” represents the primary electric field, E* denotes the secondary electric field, H” signifies the
primary magnetic field, and H* represents the secondary magnetic field. Calculation of the primary field
is described in the next section. Maxwell’s equations for the primary field are

V x EP — iwuHP = 0 (2-26)
and

V x HP — oPEP = | (2-27)
where ¢” represents the background layered conductivity.
Substituting eqgs. (2-26) and (2-27) to eqs. (2-22) and (2-23), I obtain

VX ES — iwuH® = 0 (2-28)
and

V x HS — 0ES = (0 — oP)EP (2-29)

By taking the curl of eq. (2-28), then substitute into eq. (2-29), I obtain the vector Helmholtz equation
for the secondary electric field as shown below.

—V XV XES +iwucE’ + iwu(c — oP)EP =0 (2-30)
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2.4.2 Primary field computation

The primary field is calculable analytically in the layered earth (Chave & Cox 1982, Laseth & Ursin
2007, Key 2009, Li & Li 2016). The formulation of Schelkunoff potential is used in this study to
compute the electromagnetic field (Ward & Hohmann 1988). Using Schelkunoff potential B, the

electromagnetic fields of electric sources can be expressed as shown below.
1
E = iwuB +—V(V-B) (2-31)

H=V x B (2-32)

The potential is obtainable from the solution of the Hankel transform equation of

1 (*
B= E.L B(4,2) Jo(Ar)Adr (2-33)

where Jy represents a zeroth-order Bessel function of the first kind and » denotes the horizontal range.
Recursive formation for computation of the transform kernel B for horizontal and vertical electric
dipoles in the layered earth is described by Li & Li (2016). The Hankel transforms are evaluated using
the digital filter method (Guptasarma & Singh 1997, Kong 2007). I apply a 201-point filter produced
using a direct matrix inversion method (Kong 2007) to the Hankel transforms of primary field

computation.

2.4.3 Discretization

Maxwell’s equation can be discretized using FDM (Mackie & Madden 1993, Davydycheva et al. 2003,
Weiss & Constable 2006, Sasaki & Meju 2009, Mittet 2010, Jaysaval et al. 2015, Li et al. 2018), FEM
(Nam et al. 2007, Schwarzbach & Haber 2013, Wang et al. 2018, Usui et al. 2018), and IE (Avdeev et
al. 2002, Gribenko & Zhdanov 2007). For this study, FDM is used because of its speed of computation
and simplicity of mesh generation. Actually, FEM is suitable for modeling complex bathymetry. Some
techniques for modeling bathymetry with FDM have been developed because the simplicity of FDM is
still useful (Baba et al. 2013). Writing eq. (2-30) explicitly in the three components produces the

following.

0 0ES 0 0ES 0 OE) 0 OES

6_yay +62 dz 0dy 0x 0z 0x

+ iwucES + iwu(c — oP)ER = 0 (2-34)

9 0E, 0 0E @ 0ES 0 0ES

dx 0x 0z 0z dx dy 0z dy

+ iwpoE; + iwp(o — ap)Eg,7 =0 (2-35)

0 0E; 0 OE; 0 0E; 0 OEj s -
— —_— 2 4 +i - = 2-36
0x 0x + dy dy 0x 0z 0Oy 0z lwpok; + iwu(o —oP)E; =0 @39

The equations above are solved using FDM with Yee’s staggered grid (Yee 1966). The electric sample

point is at the center of each edge and the magnetic sample point is at the center of each face (Fig. 2.5).
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Figure 2.5. Coordinate system and Yee’s grid system used. Electric field components Ey, Ej, and E: are on the cell

edges. Magnetic field components Hx, H,, and H: are on the cell faces.

The entire computational domain is divided into Neei = Ny X N, x N cells, where Ny, N,, and N.
respectively denote the numbers of cells in the x-, y-, and z- directions (Fig. 2.6). By applying the Yee’s
staggered grid to of egs. (2-34)-(2-36),

Ny
X 2
1
> Y
1 NN +1
%
Nyl
Nr(Nz' ])+ 1

Figure 2.6. An ordering of the meshes in the 3D model.
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The discretization is conducted using neighboring 13 electric fields (Fig. 2.7). The linear system
resulting from these equations is not symmetric when the spacing is non-uniform. To make the matrix
symmetric, the scaling with volume elements can be used (Smith 1996). Multiplying egs. (2-37), (2-38),
and (2-39) by D, (i)Ay(j)Az(k), D, (j)Ax(i)Az(k) and D,(k)Ax(i)Ay(j), respectively.

2D, (DAY (HAz(k) 2D, (DAy()Az(k)

iwpa (i, j, 1) Dy (DAY ()Az(k) — - Es(ij, k) + 2208200

Ex(i,j+1,k)

Dy(j - 1)Dy(]) Dz(k - 1)Dz(k) x Dy(])
D,y(DAz(k) . . Dy(DAY() s, . Dy(DAY() s, .
+mEx(l,] - 1,k) +WEX(1,],]C + 1) +7Dz(k — 1) Ex(l,],k 1)

—Dz(K)[Es(i+ 1,j,k) + Eg(i,j — 1,k) — E5(i,j, k) —E5(i + 1,j — 1,k)]
—AyDIEZ G+ 1), k) + EZ (0 ),k —1) — EZ(i,j, k) —E; (i + 1,j,k — 1)]
+iwulo(Q,j, k) — o (i, J, )DL (DAY (NAz(K)EX (i), k) = 0
(2-41)

2D, (NAx(D)Az(k) 2D, ()Ax(i)Az(k)

iwpo (i, j, k)D, (Ax(DAz(k) — - E5(i,j, k) + M
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+iwu[o(i,j, k) — oP (i, j, k)1D, (NDAx () Az(k)E, (i, j, k) = 0
(2-42)
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iwpo i, j, K)D, (K)Ax (DAY () - - ES(i,j, ) + 220087 0)
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+iwplo(,j, k) — a? (i, ), K)ID, (K)Ax (DAY ()E7 (i,j, k) = 0
(2-43)
The linear system resulting from these equations become the symmetric. The discrete equations are
assembled into a system of equations as
AES =D (2-44)
where A is complex, sparse and symmetric positive definite of dimension N, = Ny x (N, + 1) x (N + 1)
+ Ny + 1) XN, x (N:+ 1)+ Ny + 1) X (N, + 1) x N, and b is a vector of dimension ¥, including the
primary field information and the boundary condition of secondary electric field. After solving the

electric fields, the magnetic fields are calculable from the electric fields as follows:
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Figure 2.7. Basic staggered-grid discretization. 13 electric fields are used for each component. (a) x-component,

(b) y-component and (c) z-component.
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2.4.4 Solving linear equation

The system of equations A in eq. (2-44) is solvable using iterative method (Mackie & Madden 1993,
Smith 1996, Sasaki & Meju 2009, Farquharson & Miensopust 2011, Ansari & Farquharson 2014) and
direct solver (Borner et al. 2008, Blome et al. 2009, Streich 2009, da Silva et al. 2012, Grayver et al.
2013, Oldenburg et al. 2013, Puzyrev et al. 2016). Iterative solvers require much less memory. Moreover,
they are rapid computing systems for a small RHS. For marine CSEM modeling, the system should be
solved for large RHS arising from many transmitter numbers. For large RHS, the direct solver can be
faster than the iterative method.

A multicore parallel sparse direct solver PARDISO (Schenk & Gértner 2004) is used to solve the
system in eq. (2-44) accurately. With the direct solver, once the matrix A is factored, solving the factored
system can be done quickly for numerous sources as RHS (Puzyrev et al. 2016). The principle of direct
solvers, comprising a single expensive matrix factorization followed by inexpensive solutions for RHS,
lends itself to multisource CSEM modeling. Another advantage is that direct solvers can avoid
uncertainties in pre-conditioning and convergence for iterative solvers, especially for low-frequency EM
difficulties (Streich 2009, Oldenburg et al. 2013).

2.4.5 Interpolation

CSEM receivers measure several electromagnetic field components in the same position, although the
fields are computed at the Yee’s grid in our numerical simulation. Interpolation techniques are useful to
compute the field values from grid points to receiver locations. Li et al. (2017) proposed an interpolation
method adapting total field interpolation technique for MT modeling by Mackie & Madden (1993)to
interpolation of the primary and secondary fields for CSEM modeling. Interpolation using the
combination between primary and secondary fields can improve the accuracy compared to the total field
interpolation because total fields vary rapidly near the source and model discontinuities (Streich 2009).

The interpolation method proposed by Li et al. (2017) is used for this study because of its accuracy.
Electric field components are on the edges of the cell. Magnetic field components are on the cell faces
in our modeling, whereas magnetic field components are on the cell edges. Electric field components
are on the cell faces in Li ef al. (2017). The responses at the receiver locations using the interpolation
are computed as

F[m] = QPEP + Q°ES (2-48)

where Q" and Q° denote interpolation operators for the primary and secondary fields. The interpolation
of electric and magnetic fields to receiver points uses neighboring eight points around the receiver points

shown in Figs. 2.8 and 2.9, respectively.
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2.5 Validation of 3D marine CSEM forward modeling scheme

The forward modeling algorithm is validated using 1D and 3D examples of the oil field model. The
forward and inversion are implemented based on Fortran 90. Computations were performed on a
machine (@Xeon 2.30 GHz CPU E5-2650 v3; Intel Corp.) with 264 GB of RAM. Discrete matrixes
were solved by PARDISO parallelized with 20 threads in OpenMP.

In both examples, the primary fields were calculated in 1D layered earth consisting of air, sea,
and seafloor homogeneous half-space. In my forward modeling algorithm, the primary fields must be
computed for each grid, entailing additional computation costs. I applied parallel implementation with
20 MPI processes to the computation of the primary field. Once the primary fields are computed, they

are stored and reused for each forward calculation.

2.5.1 Models for validation of forward modeling

1D model

A 1D canonical oil reservoir model reported by Weiss & Constable (2006) is used for validation. Our
responses by the forward modeling algorithm of 3DDOCSEM can be validated using results from the
quasi-analytical 1D algorithm DIPOLE1D (Key 2009). The 1D canonical model consists of an air layer
with 10® Ohm-m, a sea-water layer with 0.3 Ohm-m resistivity and 1 km thickness, and a reservoir with
100 Ohm-m resistivity embedded into a seafloor layer with 1 Ohm-m resistivity (Fig. 2.10a). The oil
reservoir is buried at a depth 1 km below the seafloor with 100 m thickness. A transmitter using a HED
oriented along the y-direction is x=5,000, y=0 m at a height 50 m above the seafloor. There, 50 receivers
are deployed on the seafloor at 200 m intervals from y=200 to 10,000 m at x=5,000 m.

The forward modeling calculation was performed on a grid of 98 x 98 x 65 cells including several
boundary cells to minimize boundary effects. For the horizontal cells, a 200 m grid was used in the
interest region {(x, y): 0 km <x,y <10 km}. A 100 m grid was used in the region close to the transmitter
{(x,y): 2 km <x, y<8km}. I append several boundary cells at each side, growing in size at a stretching
factor of 2.0. For the vertical grid, fine grids are used close to the transmitters. The grid size grows

gradually with increasing distance from the transmitters

3D model

To demonstrate the general performance, a 3D canonical oil example is considered (Fig. 2.10b). The
model consists of an air layer with 10> Ohm-m, a seawater layer with 0.3 Ohm-m resistivity and 1 km
thickness, and a reservoir with 100 Ohm-m resistivity embedded into a seafloor layer with 1 Ohm-m
resistivity. The reservoir is a cuboid with 4 km length, 4 km width, and 100 m height at depth of 1 km
below the seafloor. The center of the reservoir corresponds to x=5,000, =5,000. A transmitter using a

HED oriented along y-direction is x=5,000, y=5,000 m at a height 100 m above the seafloor. Also, 50
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receivers are deployed on the seafloor at 200 m intervals from y=0 to 10,000 m at x=5,000 m (expect

y=5,000 m). The same grid design as that of the 1D example was used for this 3D example.
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Figure 2.10. Models for validating the developed forward modeling algorithm. Circles o and triangles V show the
transmitter and receiver positions, respectively. (a) A 1D canonical oil reservoir model consisting of air, sea, oil
reservoir embedded into seafloor layer. (b) A 3D canonical oil reservoir model same to Fig. 7 in Li et al. (2018).
There are air layer, sea layer, and a canonical oil reservoir of the volume {(x,y,z): 3 km <x,y <7 km, 2 km <z <
2.1 km} embedded into a seafloor half-space. The depth is from the sea surface. The seafloor is at a depth of 1000

m.

2.5.2 Results of validation

1D model results

Primary fields are calculated by solving the Hankel transform in 1D layer earth. Therefore, 1D quasi-
analytical solutions of the Hankel transform must be sufficiently accurate. The computed 1D quasi-
analytical solutions at a frequency of 0.25 Hz were compared to 1D analytical solutions using

DIPOLEI1D for the model presented in Fig. 2.10a (Fig. 2.11). The maximum error between our quasi-
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analytical solution and DIPOLE1D for the amplitude for E,, E. and H, is 4.0 x 10°%; the absolute error
of the phase is less than 2.0 x 10, This result indicates that our quasi-analytical 1D algorithm is
sufficient accurate.

Solutions from the forward modeling algorithm of 3DDOCSEM were compared to 1D analytical
solutions by DIPOLE1D (Fig. 2.11). The numerical error at a range of less than 10 km is no more than
1.4% for the amplitude for E,, E. and H.. The absolute error of the phase at a range of less than 10 km
is no more than 0.6°. The numerical error of 10—12 km is less than 3% for the amplitude. The responses
are erratic at a range of more than 12 km, where the receivers are close to the boundary area. This
validation implied that our code can compute accurate solutions when the offset between the source and
receiver is less than 12 km. This is usually within the range of our CSEM survey. The same test at a
frequency of 1.0 Hz was also conducted. Similar results were obtained. The numerical error at a range
of less than 10 km is also no more than 2% for the amplitude for E,, ., and H,. The responses are erratic
in cases where the receivers are close to the boundary area.

By extending the interest region to y=14 km on a grid of 98 x 118 x 65 cells, the forward modeling
was able to obtain numerical error less than 3% at a range of 14 km. This result implied that our code
can have a more accurate solution at a large offset by extending the interest region, but with greater
computation time. The computation time of the forward modeling calculation increased because of the
finer grid of 98 x 118 x 65 cells. The linear equations solved using PARDISO took 592 s and 871 s,
respectively, with grids of 98 x 98 x 65 and 98 x 118 x 65.

The 3DDOCSEM user must construct a mesh design for forward modeling. The optimal mesh
design depends on survey arrays and resistivity models. For automatic mesh generation, adaptive mesh
refinement techniques guided by a goal-oriented error estimator have been applied to electromagnetic
modeling (Ren et al. 2013, Key 2016). The forward problem is solved on iteratively refined meshes
until the solution meets a specified tolerance. Mesh refinement is guided by a goal-oriented error
estimator based on how the error in each mesh influences the accuracy of the electromagnetic responses
at the receiver locations (Key 2016). Future studies will apply the automatic mesh generation technique
to our forward modeling algorithm and thereby free the user from the burden of having to design an

accurate forward modeling grid.
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Figure 2.11. Numerical solutions at a frequency of 0.25 Hz. The range shows the transmitter-receiver offset. (a)
Amplitude of the electric field E (V/Am?) and magnetic field H (1/m?). (b) Phase of the electric field E and
magnetic field H (°). Solid lines show the response from DIPOLE1D (Key 2009). * and o shows responses from
my 1D quasi-analytical solutions of the Hankel transform in Eq. (2-33) and 3DDOCSEM, respectively. The colors
black, blue and red are for E,, E: and H.. (c) Relative error of amplitude for E and H between solutions from

3DDOCSEM and DIPOLEID. (d) Absolute error of phase for E and H.

3D model results

Fig. 2.12 presents my solutions compared to 3D solutions obtained using the forward modeling
algorithm of Li ef al. (2018) at a frequency of 0.25 Hz. The discrepancy between our responses and
solutions obtained by Li et al. (2018) is no greater than 2.2% in amplitude for £,, E., and H,. The absolute
error of the phase is less than 1.8° for E,, E., and H.. I conclude that my forward modeling can produce
sufficient accurate responses for the 1D and 3D cases. However, the reader is reminded that the solutions
by Li et al. (2018) cannot be treated as exact as for analytical 1D solutions, but are used as reference
solutions. The discrepancy might derive from the difference in boundary conditions (Dirichlet vs.
Perfectly matched layer), the staggering scheme (Electric field components vs. Magnetic field

components are on the edges), mesh design, or all of the above.
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Figure 2.12. Numerical solutions at a frequency of 0.25 Hz. The range shows the transmitter-receiver offset. (a)
Amplitude of the electric field E (V/Am?) and magnetic field H (1/m?). (b) Phase of the electric field E and
magnetic field H (°). o shows responses from 3DDOCSEM. Solid line shows the responses from Li ef al. (2018).
The colors black, blue and red are for £y, E: and Hx. (c) Relative error of amplitude for E and H between solutions

from 3DDOCSEM and responses from Li et al. (2018). (d) Absolute error of phase for E and H.

2.6 Conclusions

I developed a 2D marine ERT forward modeling scheme. The FEM with the unconstructed meshes were
applied to the marine 2D ERT forward modeling scheme. The detailed bathymetry can be precisely
modeled with unconstructed meshes. The precise modeling of bathymetry enables high-resolution ERT
surveys for the near-seafloor exploration. Furthermore, the forward problem was solved with a scattered
field approach. The scattered field approach can remove its singularity problems at transmitter positions.
Thus, relatively rough meshes can be used near the transmitter positions. The performance of the
forward modeling scheme was investigated by comparing forward responses with analytical solution
from the two-layer model. It showed the forward modeling scheme could produce enough accurate
solutions. The maximum error was less than 2%, which is less than the observation errors.

A 3D marine CSEM forward modeling scheme was also developed. The FDM with the scattered
field approach is used for the CSEM forward modeling. Similar to the ERT forward problems, the

relatively rough mesh could be used for the modeling due to the scattered field approach. The linear
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equation in the 3D CSEM modeling was solved by a multicore parallel sparse direct solver PARDISO.
The direct solver enables the fast computation of solving forward problems. The performance of the
forward modeling scheme was investigated using 1D and 3D examples. Numerical experiments with
1D and 3D examples showed that the forward modeling code could produce accurate solutions at a range
of transmitter and receiver less than 10 km.

I conclude that the developed forward modeling schemes can produce accurate solutions

efficiently. The inversion algorithms are developed with the forward modeling schemes.
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Chapter 3

Development of efficient inversion algorithms

3.1 Introduction

Inversion algorithms convert observed data to model parameters (Fig. 2.1). Interpretations based on
inverted images are more reliable than just looking at the data. For both ERT and CSEM surveys,
electrical resistivity or conductivity of the sub-seafloor is estimated in inversion procedures. Resistivity
distribution can be modeled into 1D, 2D or 3D depending on subsurface geology. There are two
approaches to geophysical inverse problems, stochastic and deterministic approaches. The stochastic
approach can provide a posterior distribution of the model parameters, making it a good tool to estimate
the model uncertainties. Markov Chain Monte Carlo sampling methods have been applied to the 1D
inversion of CSEM and DCR data (Ray & Key 2012, Blatter et al. 2019). However, the application of a
stochastic approach to the multidimensional inversion algorithms of CSEM and ERT data is not yet
practical due to the huge computational cost associated with the Monte Carlo sampling methods. On the
other hand, the deterministic approach minimizes an objective function using gradient-based methods
to seek a model that fits the misfit to a certain threshold. The deterministic approaches have been applied
to the multidimensional inversion of EM and ERT data because of the high efficiency (Siripunvaraporn
et al. 2005, Commer & Newman 2008, Key 2016).

Various deterministic inversion algorithms for CSEM and ERT data such as NLCG (Commer &
Newman 2008, Egbert & Kelbert 2012), QN (Haber 2004, Wang et al. 2018), and GN (Grayver et al.
2013, Schwarzbach & Haber 2013) have been developed. NLCG and QN algorithms are limited memory
optimization algorithms. These algorithms can be run on low memory machines but they usually exhibit
linear convergence. If the inversion algorithms are developed with direct forward solvers, the limited
memory optimization algorithms are not necessarily optimal because the iteration number of inversion
is proportional to the expensive factorization of the direct solvers. GN algorithm shows much faster
quadratic convergence, thus it is well suitable for a combination of direct solvers for the forward
modeling. Using the above optimization methods, one must select the regularization parameter in
advance of running inversion. The convergence rate also strongly depends on the parameter in NLCG
and QN.

The Occam algorithm, a variant of GN, specifies the minimum norm model with a specific misfit
by automatically adjusting the regularization parameter (Constable et al. 1987). Because of greater
robustness than the algorithms above, the Occam algorithm has been used for various electromagnetic
data and for 3D CSEM data. The GN type inversion including Occam algorithm requires solving normal

equation M x M in the mode-space approach or N x N in the data-space approach, where M and N
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respectively denote the quantities of model and data parameters. Zhang & Key (2016) applied the 3D
mode-space Occam inversion algorithm to CSEM data. However, M is frequently larger than N for the
3D CSEM inversion (e.g. M=2,463,768 and N=16,088 in Wang et al. 2018). The data-space approach
can reduce both CPU time and memory if M < N. Siripunvaraporn et al. (2005) reduced computation
costs by application of the data-space approach to the 3D Occam inversion algorithm for MT data.

The Occam inversion algorithm is used for both ERT data and CSEM data due to its robustness.
For the 2D inversion of ERT data, the number of the model parameters is comparable with the number
of data. I apply the model-space approach to the 2D inversion algorithm of ERT data. For the 3D
inversion of CSEM data, the number of the model parameters is frequently much larger than the number

of data. I apply the data-space approach to the 3D inversion algorithm of CSEM data.

3.2 2D towed marine ERT inversion algorithm

3.2.1 Model-space Occam inversion algorithm

Occam inversion algorithm seeks the model with minimum norm at an appropriate misfit revel. A brief
review of the Occam inversion algorithm is given below. The regularized inverse problem seeks to
minimize the functional
U = (m—mg)"C'(m —my) + 27 {(d — Fm])"C3"(d — F[m]) — xZ} @3-1
Here m is a vector logo, mg a prior model, C,, a model covariance matrix, d stands for the observed
apparent resistivity data as logp,, F[m] the forward model response, Cq a data covariance matrix, y * the
desired level of misfit, and 2" a Lagrange multiplier. The standard method for minimizing U in eq. (3-
1) is to take the derivative to model and set it equal to zero. Because the derivative of F[m] is nonlinear
in ERT methods, the resulting equation is solved iteratively by creating a sequence of models, each of
which gradually provides a better fit to the data. After linearizing about an initial model my, the equation
for the next model in the sequence my+i. The model update iterations are continued in this manner until
the target misfit y * has been reached. The resulting equation for the model-space approach proposed by
Constable et al. (1987) is
[AC" +JECa il (Myeyy — mo) = J5C3 e (3-2)
where
d, = d—F[my] +J,(m;, — m,) (3-3)

Expression Ji is the linearized model response gradient or Jacobian matrix.

3.2.2 Jacobian matrix
The Jacobian matrix N x M. stores gradient of the responses with respect to its model parameters.

_ OF[m] )
1= om G-
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In this ERT inversion algorithm, the forward responses are logp, and model parameters are logo. The

element of Jacobian is rewritten as

n
iy Oj d /- ~ - ~
ij — J . ApMy 7 ARMy 7 AMy 7 ARM; _
] ¢Ai,Ml‘ — ¢Ai,Mi — ¢Ai,Mi + ¢Ai.Mi Z gp 60'] (¢kyp ¢kyp ¢kYp ¢k}'p ) (3 5)
p

=1

The derivative is
=g Ko 3-6
Lo ¢k3’p - d0; ¢k3’p (3-6)

The interesting points are only two point M and N. By multiplying interpolation operator Q to eq. (3-6),
g FA -1 oK A
6_0']-¢k3’p - QK 60']- ¢kyp (3'7)
Each row of Q has one non-zero element that correspond to the position electrodes and its value is 1.
When coefficient matrix is symmetric, equation can be transposed.

U FA _ -1 TaK”‘Ai
5 P, = K508 (3-8)

kyy,

3.2.3 Model covariance

The model roughness operator R stabilizes the inversion by providing a measure of the model variations.
In this thesis, the roughness operator R gives the differences of adjacent parameter cells. I consider the
ki parameter cell and its adjacent parameter cell through its i face. The number of the ki, parameter
cell is inputted into diagonal. The is face is inputted -1. This term gives a smoothness constraint to
stabilize the inversion.

C;l =R’R (3-9)

3.3 Synthetic data examples for 2D marine ERT inversion algorithm

3.3.1 SMS model

The performance of the 2D marine ERT inversion algorithm was investigated using synthetic data. I
consider a model of a homogeneous half-space of 1 Ohm-m containing a 0.1 Ohm-m conductive object
simulating a SMS deposit (Fig. 3.1a). The seawater of resistivity 0.3 Ohm-m has about 1000 m depth.
The ERT system shown in Fig. 1.6 is towed at a depth of 990 m. Apparent resistivity data is calculated
at every 10 m in horizontal distance, resulting in total N=641 apparent resistivity data. The inversion
domain is limited to the interesting seafloor region, excluding sea-layer and resulting in M=10,175
unknown model parameters. The starting model for the example is a homogeneous half-space with a
resistivity of 1 Ohm-m. 2% Gaussian noise was added to the data and the error bar was set to 2% of the

data. The target RMS misfit is 1.0, which means that the averaged misfit is within the assumed error.
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The initial RMS misfit for the starting model was 18.1. The inversion reached the target misfit at
three iteration numbers (Phase I) and one additional iteration was conducted to remove the unnecessary
structures (Phase II). The inverted model from the synthetic data is displayed (Fig. 3.1b). The result
shows the inversion algorithm sufficiently recovered positions and resistivity values of the conductive
anomaly. The resistivity structure of the conductive anomaly is spread vertically compared to the true
structures. The resistivity values of the recovered anomaly are closer to the real value in the shallow

parts than the deeper parts. This is due to the smaller sensitivity to deep parts.
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Figure 3.1. Hypothetical SMS model with seafloor topography. 0.1 Ohm-m conductive object simulating a SMS
deposit is embedded into a homogeneous half-space of 1 Ohm-m. The depth is from the sea surface. Magenta lines
show a position of the towed system (a) True model used for generating synthetic data sets. (b) Inverted model

from the synthetic ERT data.

3.3.2 Influence of cable length on penetration depth

Distribution of SMS is partly revealed by high-resolution bathymetry data and drilling surveys
(JOGMEC 2013). A realistic SMS model based on drilling results in the Izena hydrothermal field by
JOGMEC (2013) is used for the generation of synthetic tests. The synthetic model consists of sea-water
and half-space and two conductive anomalies embedded into a half-space model (Fig. 3.2). The mound
SMS is a trapezoid (upper side is 15 m, lower side is 105 m, and height is 30 m). The buried SMS is
distributed as a step-like structure, whose width is 300 m. The resistivity of seawater is 0.316 Ohm-m,
sediment is 1.0 Ohm-m and SMS is 0.21 Ohm-m. The position of the towed system is shown in Fig. 3.2.

The towed system is rolled up and down for crossing the mound SMS. An angle of the towed system is
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+45° when it is rolled up and down. Data obtained during the time is not used because the towed cable
is not straight. Apparent resistivity data is obtained at each 5 m in horizontal distance, resulting in total
of 903 apparent resistivity data. The apparent resistivity data is contaminated with Gaussian random

noises whose standard deviation is shown in Table. 3.1.
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Figure 3.2. A hypothetical model including complex seafloor topography and more realistic SMS distribution.
Blue and white lines show the position of 180 m length towed system. When the system is located along the white
lines, the towed cable behind the system cannot be straightly stretched, therefore the data along the white lines are

not used. The black dashed line shows a position of 360 m length towed system.

Table 3.1. Electrodes sets and errors for the synthetic tests.

Electrode pairs P1-P2 P2-COM1 COMI1-P3 P3-P4 P5-P6 P6-COM2 COM2-P7 P7-P8
n level 2 3 4 5 6 7 8 9
TxRx

30 45 60 75 90 105 120 135

distance (m)

Data standard errors
1.0 1.5 1.5 2.0 2.0 2.5 2.5 3.0

(o)

The Occam inversion algorithm developed by Ishizu et al. (2019b) is applied to the synthetic data.
The FDM is used for the forward modeling algorithm. The synthetic model is discretized into the mesh
of 180 x 84 (horizontal x vertical direction). A 0.8 Ohm-m half-space was used as an initial model and
prior models. The initial RMS misfit for the starting model was 6.6. After the second iteration RMS
reached 1. Phase II in the Occam inversion algorithm is conducted with one additional iteration. The

inverted model is shown in Fig. 3.3a. The inversion algorithm sufficiently recovered the mound SMS

41



model. The shape and value are similar to the true structure. The buried SMS was not recovered due to
the weak sensitivity of the ERT system to deeply buried structures.

To image the buried SMS using the towed ERT system, the cable is extended to 360 m from 180
m. In this test, C1 and C2 are located 15 m and 30 m behind of towed system and the potential electrodes
are extended from 60 m to 360 m with 15 m spacing leading to total of 21 electrodes points. The apparent
resistivity data are obtained at every 5 m in a horizontal direction, which is the same data spacing to the
previous test. The model shown in Fig. 3.2 is discretized 183 x 94 (horizontal X vertical direction). The
number of calculated apparent resistivity data is 1,800. The apparent resistivity data was contaminated
with Gaussian random noises. Noise revels for the data with potential electrodes from 60 m to 180 m
are shown in Table 3.1. Noise revels for the data with potential electrodes from 180 m to 360 m are 3%
of the calculated apparent resistivity. A 0.8 Ohm-m half-space was used as an initial model and prior
models. The initial RMS misfit for the starting model was 8.7. The inversion reached the target misfit at
three iteration numbers (Phase 1) and one more iteration was conducted to obtain minimum norm with
the target misfit. (Phase II). The inverted model is shown in Fig. 3.3b. The buried SMS deposit was
imaged in addition to the mound SMS. This result showed the sensitivity to the buried SMS was
increased by extending the cable length 180 m to 360 m. However, the resolution to buried SMS is still
low and the resistivity is 0.55 Ohm-m. The concentration of the electric current into the mound SMS
obstructs its deep penetration. The results show that extending towed cable is effective to image the
buried SMS, but the buried SMS has a much lower resolution than the mound SMS.
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Figure 3.3. Inversion result using synthetic data generated from the model in Fig. 3.2. (a) A towed cable with a
length of 180 m is used. (b) A long towed cable with a length of 360 m is used. Solid white lines indicate the

boundaries of the buried low resistive body. The depth is from the sea surface.

However, towing long cable at a low altitude from the seafloor is not simple in the complex

bathymetry. Precise towing plan based on a detailed bathymetry map is necessary for towing long cable
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at low attitude. With the long cable, the adjustment of the towed height causes slack of the cable. Thus,
it is also required to monitor the cable attitude in real-time. On the other hand, combination with CSEM
surveys can increase the penetration depth. The shallow resistivity structures below the seafloor can be
imaged using the deep towed ERT system and deep the seafloor can be imaged using CSEM surveys

with stationary receivers on the seafloor.

3.4 3D inversion algorithm of CSEM survey

3D CSEM inversion algorithm is developed using the data-space Occam algorithm because of its
robustness and efficiency. A noteworthy merit of the algorithm is the great reduction of matrix

dimensions to N x N size using the following methods.

3.4.1 Data-space Occam inversion algorithm

The data-space approach (Siripunvaraporn & Egbert 2000, Siripunvaraporn et al. 2005, Kordy et al.
2016) replaces eq. (3-2) by a linear equation with N unknowns. When eq. (3-2) is left-multiplied by C,,,

one obtains

My — My = CoJicBress (3-10)
where fi+1 is an unknown expansion coefficient vector of the basis functions C.J"
(ACa + JiCun i )Bicsr = di (3-11)

Similarly to the standard model-space Occam inversion algorithm, in the data-space approach, I solve
for fir1 using eq. (3-11), update the model using eq. (3-10), and then compute the misfit. eq. (3-10),
update the model, and then compute the misfit. The solutions obtained from both approaches, i.e., from
eq. (3-2) for the model-space approach and from eqs. (3-11) and (3-10) for the data-space approach, are
expected to be identical if all parameters used are the same. The major difference between eqs. (3-2)
and (3-11) is that the dimensions of the system of equations to be solved can be reduced from M x M in
the model-space approach to N x N in the data-space approach. In fact, N is usually much less than M
in practical cases for the 3D marine CSEM inversion problem. This transformation greatly reduces
computational costs of both memory and CPU time (Siripunvaraporn & Egbert 2000, Siripunvaraporn
et al. 2005).

At every iteration of the Occam algorithm, I search for the A that gives the model with the
minimum misfit in phase I or at the desired misfit in phase II (Constable et al. 1987, Siripunvaraporn &
Egbert 2000, Key 2009). In phase I, the Nelder—Mead search method proposed by (Nelder & Mead
1965) through log;e/ is used to find A4 with the minimum misfit. In phase II, Brent’s method is used to
find the largest A providing the desired level of the misfit. If the minimum search fails to find a model
with a lower misfit, then a reduced step of updating the model is taken using model m';+; as shown

below.
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my,; = amy,q + (1 —a)my (3-12)

Initially, step size a is set as 1. Then a is successively cut in half until a better-fitting model is obtained.

3.4.2 Jacobian matrix
By taking the derivative of eq. (2-48) with respect to the model parameters, one can obtain the sensitivity
matrix as

OF[m] 0Q? aQP
=—— ~=_—_— EP 4+ ——EP SA-L 3-13
J om om EF + om EP +QATG ( )

where G is defined as presented below.

G= [(—;—I:E) (—;—&E) <— afn?vp E)] (3-14)

This formulation would require M times forward solutions to compute the sensitivity matrix. However,

by transposing eq. (3-13), because A is symmetric, I obtain the following.

T s\T
)" = (M) (%) + (E5)" @%) +@T@(Q) (3-15)

The sensitivity matrix is obtainable by solving the transposed discrete system A N times. This is the
usual ‘reciprocity’ trick for the efficient calculation of sensitivities (Egbert & Kelbert 2012). The full
sensitivity matrix is calculated using the sparse direct solver. Multiple forward solutions can be
computed cheaply using the direct solvers. Therefore, computation of the full sensitivity matrix becomes
affordable (Grayver et al. 2013). Once the sensitivity matrix is factorized, it can be stored and reused

for the parameter searching process of A at each iteration in the Occam inversion algorithm.

3.4.3 Model covariance

In the data-space approach, model covariance C,, is necessary for computation instead of its inverse C,,~
! in a model-space counterpart. Two approaches are used with model covariance. In one approach, model
covariance C,, is defined directly assuming some correlation functions such as Gaussian function
(Siripunvaraporn et al. 2005). In the other approach, one defines the inverse of model covariance C,,",
which is often made using the first or second derivative of smoothing. Then, one obtains the model
covariance C, by inverting the matrix C,"' (Kordy et al. 2016, Usui et al. 2017, Minami et al. 2018).
The latter approach is applied to our inversion. The model covariance is never constructed explicitly.
The product with sensitivity matrix C,.J;" is necessary for the data-space approach. The regularization
C," is defined as the first derivative roughness penalty. Regularization is non-negative definite and
singular. To make it positive definite, a small value ¢ is added to its diagonal before inversion (Kordy et

al. 2016). For inverting the matrix C,,”' and multiplying to J;’, PARDISO is used.
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3.5 Synthetic data examples for 3D marine CSEM inversion algorithm

The performance of our CSEM inversion algorithm was investigated using synthetic data. A model for
generating the synthetic CSEM data is a homogeneous half-space containing conductive and resistive
objects, respectively simulating gas hydrate and a SMS deposit. To illustrate the ability of the inversion
algorithm to image more realistic SMS structures, the other model is a homogeneous half-space
containing a conductive pyramid and reverse pyramid structures, respectively simulating mound and

stock-work SMS.

3.5.1 Two-block model

Fig. 3.4a shows a model of a homogeneous half-space of 1 Ohm-m containing two anomalous objects
for generating synthetic data. A 10 Ohm-m resistive and 0.1 Ohm-m conductive box with 500 x 500 x
200 m dimensions is embedded with its top at 1,100 m depth. The resistive and conductive anomalies
respectively simulate gas hydrate and SMS deposits. An air layer of resistivity 10* Ohm-m is present at
the top of the model. Seawater depth with resistivity of 0.3 Ohm-m is 1,000 m. Sediments below the
seafloor are homogeneous, with resistivity of 1 Ohm-m.

First, 28 receivers are deployed on the seafloor to record the electric fields. Then, 70 transmitters
using an HED oriented along the y-direction are towed at a height of 50 m above the seafloor. Observed
data were generated by forward modeling responses on a grid of 67 x 67 x 58 cells including several
boundary cells to minimize boundary effects. For the horizontal cells, a 50 m grid was used in the interest
region. I appended several boundary cells at each side, growing in size at a stretching factor of 2.0. For
the vertical grid, fine grids of 20 m spacing were used in the region of 1,000—1,400 m below the sea
surface. The grid size increases gradually with increasing distance from the transmitters.

The inversion domain is limited to the interesting seafloor region, excluding boundary cells and
air, and resulting in M=142,175 unknown model parameters. The starting and prior model for the
example is a homogeneous half-space with resistivity of 1 Ohm-m. The inputted data use a combination
logio scaled amplitude and linear scaled phase of E,. The combination can accelerate inversion
convergence in the inversion iteration compared to a combination of real and imaginary of an electric
field (Wheelock et al. 2015). The component for source—receiver distances larger than 300 m at
frequencies of 0.1, 0.5, and 3.0 Hz results in a N=11,376 data number. 3% Gaussian noise was added to
the data. The error bar was set to 3% of the data. The target RMS misfit is 1.0, which indicates that the
averaged misfit is within the assumed error.

The initial RMS misfit for the starting model was 7.2. Before inverting C,,”', the small value =10
* was added to its diagonal to make it positive definite. The inversion reached the target misfit at three
iteration numbers (Phase I). Then two more iterations were conducted to remove the unnecessary

structures (Phase I1). Vertical slices of the inverted model from the synthetic data are displayed in Fig.
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3.5b. Results show that the inversion algorithm sufficiently recovered positions and resistivity values of
both anomalies. The tops of both anomalies are clearly distinguishable from the homogeneous half-
space. Horizontal shapes of both anomalies of top parts were also recovered well. The imaged bottom
of the anomalies is not as clear as the top. This low-resolution feature for deeper parts is typical of
electromagnetic exploration. Adding more frequency data might help the inversion algorithm constrain
the bottom depth. The imaged conductive anomaly is larger than the true structure. The imaged resistive
anomaly is smaller than the true structure. The result implies that the inversion algorithm might

overestimate conductive anomalies and underestimate restive anomalies.
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Figure 3.4. (a) Vertical slices of the model used for demonstrating the inversion test. A 10 Ohm-m resistive and
0.1 Ohm-m conductive box with dimensions 500 x 500 x 200 m are embedded with its top at a depth of 1100 m.
z is depth from the sea surface. The seafloor is at a depth of 1000 m. White triangles and pink circles indicate

receivers and transmitters, respectively. (b) Inverted model from the synthetic data.

The model number M=142,175 is much larger than the data number N=11,376. The data-space
approach can reduce the computation time in this case. The inversion algorithm includes making the
sensitivity matrix and searching the process for 4 at each iteration. Each search process requires about
five trial values of 4 leading to five implementations of the forward modeling algorithm. Solving the
discrete equations eq. (3-13) with PARDISO includes reordering, factorization, and a solving process.
The reordering, factorization, and the solving process respectively took 9.30 s, 143.9 and 79.9 s (total
233.2 s) when the matrix size was 849,355 x 849,355 and the RHS number was 126. The forward
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modeling algorithm requires solving of the discrete equations at each frequency. Discrete equations are
solved three times corresponding to the frequency number. An implementation of the forward modeling
took about 700 s. Fast forward modeling algorithm using PARDISO enables an efficient inversion
algorithm. The computation time of the inversion at each iteration was around 1 hour. A model space
approach entails considerable computational costs of both memory and CPU time. By transformation

from model space M=142,175 to data space N=11,376 its computational costs are reduced considerably,

allowing us to invert 3D CSEM datasets in a short time.
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Figure 3.5. Cross section of the inverted model shown in Fig. 3.4. Slices of the model in (a) y direction, (b) z

direction. Solid white lines indicate boundaries of the resistive and conductive box. z is depth from the sea surface

(z=0m.). The seafloor is at a depth of z= 1000 m.
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3.5.2 Pyramid model

The horizontal size of the conductive anomaly as SMS of the earlier example is the same in the vertical
direction. For a more realistic SMS model, I respectively consider conductive pyramid and reverse
pyramid structures simulating mound and stock-work SMS. This model is also used for showing the
ability of the inversion algorithm to recover the top and bottom of anomalies for the different sizes. Fig.
3.5a presents a model of a homogeneous half-space of 1 Ohm-m containing a 0.1 Ohm-m pyramid and
a 0.1 Ohm-m reverse pyramid. The pyramids with dimensions 500 x 500 x 200 m are embedded with
the top at 1,100 m depth. An air layer of resistivity 10° Ohm-m is present at the top of the model.
Seawater depth with resistivity of 0.3 Ohm-m is 1,000 m. The survey configuration for generating data
is the same as in a test presented in Fig. 3.4. Here, 3% Gaussian noise was added to the data. The error
bar was set to 3% of the data.

The initial RMS misfit for the starting model was 5.5. The inversion reached the target misfit at
four iterations (Phase I). Then one more iteration was conducted to remove the unnecessary structures
(Phase II). Vertical slices of the inverted model from the synthetic data are displayed in Fig. 3.6b. The
top of the pyramid structure on the left side of Fig. 3.6b with dimensions of 500 x 500 x 40 m can be
imaged similarly to the preceding section. The resistivity value and shape are close to the real structure.
However, the top of the reverse pyramid structure on the right side with dimensions of 100 x 100 x 40
m was poorly resolved. The recovered resistivity value is around 0.5 Ohm-m. The value might lead to
underestimation of the SMS existence.

The bottom of the reverse pyramid structure on the left side with dimensions of 100 % 100 x 40
m was not imaged. The bottom of the pyramid structure on the right side with dimensions of 500 x 500
x 40 m was imaged well. Results showed a small target with dimensions of 100 x 100 x 40 m, which
was poorly imaged at 100 m depth. It could not be imaged at all at 300 m depth. The results imply that
the ability of the inversion algorithm for recovering target structures depends strongly on the structure
size and depth. On this CSEM array, where transmitters and receivers are situated respectively in the
seawater and on the seafloor, electromagnetic attenuation limits the sensitivity of small features at depth.
Sensitivity to recovering small features at depth can be improved by deploying transmitters and receivers
near the targets (Wilt ef al. 1995). That requires boreholes for deploying transmitters and receivers near
the target, leading to an increase in survey costs.

In addition to the two models, the inversion algorithm was applied to synthetic data generated
from models of several kinds to test the efficiency of our code. Based on the test results, I conclude that

our inversion algorithm is ready to perform with actual field data.
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Figure 3.6. (a) Vertical slices of the pyramid model used for the demonstrating the inversion test. A 0.1 Ohm-m
conductive pyramid and the reverse are embedded into 1.0 Ohm-m half-space. The pyramids with dimensions 500
% 500 x 200 m are embedded with its top at a depth of 1100 m. White triangles and pink circles indicate receivers
and transmitters, respectively. z is depth from the sea surface. The seafloor is at a depth of 1000 m. (b) Inverted

model from the synthetic data.
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surface (z = 0 m.). The seafloor is at a depth of z= 1000 m.

3.5.3 Hydrocarbon model
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Figure 3.7. Cross section of the inverted model shown in Fig. 3.6. Slices of the model in (a) y direction, (b) z

direction. Solid white lines indicate the boundaries of the pyramid and its reverse pyramid. z is depth from the sea

CSEM surveys in the frequency domain have been used to investigate resistivity structures for the
exploration of hydrocarbon reservoirs (Eidesmo et al. 2002, Yamane et al. 2009, Hesthammer et al.
2010, Myer et al. 2015). In this subsection, the performance of the inversion algorithm for imaging

deeply buried hydrocarbon reservoirs are investigated using the synthetic data. I consider a model of a



homogeneous half-space of 1.0 Ohm-m containing a shallow and a deep reservoir (Fig. 3.8a). A 20 Ohm-
m shallow reservoir with dimensions 2000 x 2000 x 200 m is embedded with its top at a depth of 1500
m. A 50 Ohm-m deep reservoir with dimensions 4000 % 4000 x 300 m is embedded with its top at a
depth of 3000 m. An air layer of resistivity 10° Ohm-m is present at the top of the model. The seawater
of resistivity 0.3 Ohm-m has 1000 m depth.

200 transmitters using a HED oriented along y-direction are towed at height 50 m above the
seafloor. 21 receivers are deployed on the seafloor for recording the electric fields. I generate observed
data by the forward modeling scheme on a grid of 62 % 62 x 67 cells including several boundary cells
to minimize boundary effects. For the horizontal cells, a 200 m grid was used in the interest region. |
append several boundary cells at each side, growing in size at a stretching factor of 2.0. For the vertical
grid, fine grids of 50 m were used in the region from 1000 m to 2000 m below the sea surface. The grid
size gradually grows with increasing distance from the transmitters.

The inversion domain is limited to the interesting seafloor region, excluding boundary cells, air
and resulting in M=120,050 unknown model parameters. The starting model for the example is a
homogeneous half-space with a resistivity of 1 Ohm-m. The data are inverted using a combination logio
scaled amplitude and linear scaled phase of E,. The component for source-receiver distances larger than
300 m at frequencies of 0.2 and 1.0 Hz results in N=16, 548 data number. 2% Gaussian noise was added
to the data and the error bar was set to 2% of the data. The target RMS misfit is 1.0, which means that
the averaged misfit is within the assumed error.

The initial RMS misfit for the starting model was 8.5. The inversion reached the target misfit at
eight iteration numbers (Phase I) and one more iteration was conducted to remove the unnecessary
structures (Phase II). Y slices of the inverted model from the synthetic data are displayed in Fig. 3.8b.
The inversion algorithm could delineate both anomalies. However, the inverted structures are bigger
than true shapes. This is due to low resolution at deep area combined with the smoothness constraint.
Conductive artifacts were recovered above the deeply buried resistor. Conductive artifacts were also
recovered above deeply buried resistors in other CSEM inversion applications (Key 2009). The
smoothing cut is effective to recover thin deeply buried resistors properly and remove the conductive
artifacts.

The time and cost of the CSEM surveys strongly depend on the number of deployed receivers. 21
receivers (7 receivers x 3 lines) were used in the previous test. If data set with less receiver number than
21 can sufficiently constrain the target structures, it is possible to reduce the number of receivers leading
to lower survey cost and time. I investigate the performance of inversion from data set with 7 receivers.
The three receiver lines are decreased to one line. The synthetic data were generated from the same mesh
design with the previous test. 2% Gaussian noise was added to the data and the error bar was set to 2%

of the data. The N=8,822 data number is reduction.
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Figure 3.8. (a) Hydrocarbon model used for demonstrating the inversion test. A 20 Ohm-m reservoir and a 50
Ohm-m reservoir are embedded into 1.0 Ohm-m half-space. Black triangles and pink circles indicate receivers and
transmitters, respectively. z is depth from the sea surface (z = 0 m). The seafloor is at a depth of 1000 m. (b)
Inverted model from the synthetic data with 21 receivers. (c) Inverted model from the synthetic data with 7

receivers.

The initial RMS misfit for the starting model was 13.1. The inversion reached the target misfit at
nine iteration numbers (Phase 1) and three more iteration numbers was conducted to remove the
unnecessary structures (Phase II). Y slices of the inverted model from the synthetic data are displayed
in Fig. 3.8c. The inversion algorithm could delineate both shallowly and deeply buried resistors. The
recovered model is close to the model with 21 receivers. This result shows the data set with 7 receivers
are more optimal for recovering the target structures than 21 receivers. Decreasing receiver number from
21 to 7 can significantly save CSEM surveys cost. A feasibility study is valuable for designing optimal

survey array for specific target structures.
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3.5.4 Influence of small values to Cm! on inversion results
Iinvestigated ¢ influences on inversion results by inputting different values from 10" to 10" for inverting
C,' using the same data set with Fig. 3.6a. The cross-section of the inverted model at y=550 m and
y=700 m are shown in Fig. 3.9. Inversion performances are evaluated using L., norm of model difference
vector defined as below
A= |m" —m]|, (3-16)

where m" is a true model and m is an inverted model through logios. The RMS misfit, iteration number
of phases I and I, and the model difference vector A of each inversion results are summarized in Table
3.2.

The inversion algorithm with 10 to 10™'? obtained a very similar model with the target misfit.
This result demonstrates that the wide range of ¢ is useful for inverting C,,”' without affecting inversion
results. With very small ¢ less than 10", the inversion algorithm is unable to recover a model with the
target misfit. This result is attributable to the fact that ¢ was unable to regularize the inverse problem
properly. Larger £ makes C,,”' closer to the diagonal matrix, which imposes similarity to the prior model.
The default value is selected as e=10"* for the inversion algorithms based on this test. However, widely
various ¢ from 10 to 102 are acceptable. The computation time for inverting the matrix C,,' and
multiplying to J;” took just 150 s with M=142,175 and N=11,376 using PARDISO with 20 OpenMP
threads.

Table 3.2. Influence of ¢ on inversion performance. The RMS misfit, iteration number of phases I and

11, and the model difference vector A of each inversion results are summarized.

& 101 1071 10+ 10! 10° 10!
RMS misfit 1.3 1.0 1.0 1.0 1.0 1.0
A4 52.0 43.1 43.1 42.0 47.6 51.3
Iteration number (Phase I) 10 4 4 4 6 7
Iteration number (Phase II) 5 5 5 8 8
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Figure 3.9. Influence of small values & to Cm™' on inversion results. Slices of the model at: (a) y = 550 m, (b) y =

750 m. Solid white lines indicate the boundaries of the pyramid and its reverse pyramid.
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3.5.5 Influence of noise level on inversion results

I investigated the influences of noise revel on inversion results using the same data set with Fig. 3.6a.
The synthetic data were contaminated with Gaussian noise of different revel from 3% to 20%. The cross-
sections of the inverted model in the y-direction are shown in Fig. 3.10. The RMS misfit, iteration
number of phases I and 11, and the model difference vector A of each inversion results are summarized
in Table 3.3. The inverted model from synthetic data contaminated with 3% Gaussian noise is closest to
the true model. Performance of the inverted model from synthetic data contaminated with 5% Gaussian
noise is similar to one with synthetic data contaminated with 3% Gaussian noise. The inverted structures
of the right reverse pyramid are well resolved with 10% Gaussian noise. However, the resistivity value
of the inverted structures of the left pyramid is 0.3 Ohm-m, which is higher than the true value. The
inverted structures of the right reverse pyramid are very smooth with 20% Gaussian noise. The left
pyramid was poorly imaged. To image the pyramid structures sufficiently, the noise revel must be
smaller than 10%.

Table 3.3. Influence of noise level on inversion results. The RMS misfit, iteration number of phases I and II, and

the model difference vector A of each inversion results are summarized.

Noise revel (%) 3 5 10 20
RMS misfit 1.0 1.0 1.0 1.0
A4 43.1 44.9 50.0 58.7
Iteration number (Phase I) 4 4 2 1
Iteration number (Phase II) 5 5 4 2
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3.5.6 Model covariance based on Gaussian correlation function

In the data-space approach, model covariance is required for computation instead of its inverse in model-
space counterpart. There are two ways to make the model covariance. In a way, model covariance is
directly defined assuming some correlation function such as Gaussian function (Siripunvaraporn et al.
2005). In the other way, one defines inverse of model covariance, which is often made using the first or
second derivative of smoothing, then gets the covariance by inverting the matrix adding a small positive
value to its diagonal before inverting (Kordy ef al. 2016, Usui et al. 2017, Minami et al. 2018). If the
first way is applied, I can use the model covariance (called as geostatistical regularization) to include
prior correlation information

To improve the inversion towards finding a geologically consistent model, geostatistical
regularization including prior correlation information has been applied to inversion of gravity data
(Chasseriau & Chouteau 2003), MT data (Siripunvaraporn & Egbert 2000, Siripunvaraporn et al. 2005),
airborne time-domain electromagnetic data (Christensen et al. 2009), static ERT data (Linde et al. 2006,
Hermans et al. 2012, Jordi et al. 2018), and time-lapse ERT data (Hermans et al. 2016). Jordi et al.
(2018) applied geostatistical regularization to ERT inversion with unstructured meshes and showed it is
less dependent on mesh sizes compared to standard smoothness constraint made using the first derivative
of smoothing.

For the geostatistical regularization of inversion algorithms of geophysical methods, Gaussian
function (Chasseriau & Chouteau 2003, Siripunvaraporn ef al. 2005), exponential function (Linde ef al.
20006, Jordi et al. 2018), spherical functions (Hermans et al. 2016) and von Karman function (Maurer et
al. 1998, Christensen et al. 2009) have been used. Exponential and spherical correlation functions are
suitable for modeling with heterogeneous structures. On the other hand, the Gaussian correlation
function can work for smoothing. The detailed features of correlation functions are summarized in
(Chiles & Delfiner 2009). For the smoothing effects, I apply the Gaussian correlation function to the
geostatistical regularization where three anisotropic main correlation length (x-, y-, and z- directions)

can be used. The Gaussian correlation function can be calculated as follows

Gsp(x,y,2) =

1 1 <Dx_i,-2 D’ DZ,L-]?)

1
exp - -
\2ms? \/21_[5; \2ms2 3-17)

S22 203 202
Following the geostatistical analysis, the matrix D, Dy, and D contain the lag distances. For example,
Dy, ; = |xi-x;| is the distance of the ith cell center to jth the center. 52, syz, 5.2 are the variance, Ly, Ly, L.
are the correlation length in the x, y, z directions.

In the Occam inversion algorithm, the parameter searching of A automatically adjusts the
amplitude of the variances, thus I set s, s,, s- as 1 S/m. If L is too big, inversion does not recover small
structures. On the other hand, using small L, C., becomes a diagonal matrix, which means the model

parameters are assumed to be completely uncorrelated (Maurer et al. 1998). In the cases prior
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information such as borehole and geological data are available, the correlation length can be calculated
from prior information using geostatistical approach (Linde et al. 2006, Hermans et al. 2012).

The 3D Gaussian correlation function can be split into a pair of the 1D functions as

Gsp(x,y,2) = = exp <— D“;) . exp <— Dy'ié 2) - exp <— DZ’f) 3-18
J2ms? 212 2ms? 215 ) \[2ns? 212 (3-18)
This splitting makes computation efficient. Furthermore, the explicit model covariance is not factorized.
Instead, I only factorize the multiplication of the covariance and transpose Jacobian C,.Jy’.

In some cases particularly for near-surface applications, covariance parameters can be calculated
from semi-variogram analysis of prior information such as borehole logs (Linde ef al. 2006, Hermans
et al. 2012). However, for large-scale applications such as CSEM and MT surveys, prior correlation
length is frequently not available. In the situation, it is necessary to get a handle on the influences of the
correlation length of Gaussian function on the inversion results to choose a reasonable correlation length
(Siripunvaraporn & Egbert 2000). I examine influences of the correlation length of geostatistical
regularization on the inversion results based on numerical tests using the newly developed inversion
algorithm.

A numerical test is conducted for investigating performance of the inversion algorithm with model
covariance based on Gaussian correlation function. I use synthetic data and model same with Fig. 3.4.
The dimension of both 10 Ohm-m resistive and 0.1 Ohm-m conductive anomalies is Ax=500 x Ay=500
x Az=200 m. For comparing inversion performances using the different correlation length of Ly, -1=(Ax,
Ay, Az) x0.02; Lyy2=(Ax, Ay, Az) x0.05; Ly,3=(Ax, Ay, Az) x0.125; Ly,4=(Ax, Ay, Az) x 0.25;
Lyy-5=(Ax, Ay, Az) x0.375; Ly, 6=(Ax, Ay, Az) X0.5; L.,-7=(Ax, Ay, Az) x 0.75. The model difference
vector A between the inverted model and true model is shown in Fig. 3.11a. The inverted models are
shown in Fig. 3.12 and Fig. 3.13. Inversion with the correlation length with L3, L4, and Ls imaged both
resistive and conductive boxes at a similar performance with traditional smoothing regularization.
Inversion with the correlation length with L, performed somewhat smaller the model difference vector
A than with traditional smoothing regularization. Inversion with the correlation length from L; and L,
imaged both anomalies with oscillations due to the small correlation between each model parameter.
Even inversion with small correlation length performed well for the resistive anomalies, but the
conductive anomalies are recovered with small oscillations. Inversion with Ls and L; produced artifacts
in addition to target structures and resulted in large model error without reaching target RMS misfit.

To identify the best correlation length set, the correlation length L, along the vertical direction
was changed from 2 to 200 m. The Lx and Ly is set to be 125 m based on result in the previous test. The
model difference vector A between the inverted model and true model is shown in Fig. 3.11b. The
inverted models with different vertical correlation length are shown in Fig. 3.14 and Fig. 3.15. Inversion

with the correlation length with L.=50 m to L.=125 m imaged both resistive and conductive boxes at a
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better performance than the traditional smoothing regularization. Inversion with the small correlation
length L.=2 m imaged both anomalies without oscillations. This means that the horizontal correlation
length with L,=125 m and L,=125 m working as smoothing constraint. The target structures extend
vertically with larger vertical correlation length. This is due to larger smoothing effects on the vertical
direction.

Similarly, a test was conducted with different correlation length Ly from 10 to 500 m. The Ly and
L, was set to be 125 and 75 m based on result in the previous tests. The model difference vector A
between the inverted model and true model is shown in Fig. 3.11c. The inverted models with different
x correlation length are shown in Fig. 3.16 and Fig. 3.17. Inversion with the correlation length with
L,=10 m to L,=200 m imaged both resistive and conductive boxes at a better performance than the
traditional smoothing regularization. Inversion with the small correlation length L,=2 m imaged both
anomalies with a small oscillations. The target structures extend horizontally in x direction with larger
vertical correlation length. The same test conducted with different correlation length L, from 10 to 500
m. The model difference vector A between the inverted model and true model is shown in Fig. 3.11d.

The test showed that inversion algorithm with reasonable correlation length could outperform the
inversion algorithm with the traditional smoothing constraint. Thus, if the correlation length of the target
resistivity model is known from the other information such as borehole data, the constraint with the
correlation length can improve the inversion performance. And wide range of the correlation length had
comparable performance with the traditional constraint. This is helpful for the prior correlation length
has some uncertainty.

It is also useful to run inversion with a set of different correlation lengths to find where data can
constrain or not. If data sufficiently constrain structures, the structures can be obtained by all inversion
with different correlation lengths. In the numerical tests, some artefacts were only imaged by the
inversion results with very large correlation length. However, they were not obtained by inversion with
the other correlation length. If inversion with only bigger correlation length imaged structures, which
are not required in inversion with the other small correlation length, the structures might be artefacts.
This is a supplement way to distinguish the artefacts in addition to sensitivity tests. If the sufficient prior
information such as geologic and borehole data are available, correlation length of model covariance
can be estimated from the information. It can improve the inversion towards finding a geologically

consistent model.
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Figure 3.12. Cross sections at y = 750 m of the inverted models with the different correlation length and true

model. The inverted model using the traditional smoothing constraint is also shown in the panel. Solid white lines

indicate boundaries of the resistive and conductive box.
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Figure 3.14. Cross sections at y = 750 m of the inverted models with different correlation length in z-direction

from L, =2 to Lz = 200 m. The inverted model using the traditional smoothing constraint is also shown in the

panel. Solid white lines indicate boundaries of the resistive and conductive box.
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Figure 3.15. Cross sections at z = 1,200 m of the inverted models with different correlation length in z-direction

from L, =2 to Lz = 200 m. The inverted model using the traditional smoothing constraint is also shown in the

panel. Solid white lines indicate boundaries of the resistive and conductive box.
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Figure 3.16. Cross sections at y = 750 m of the inverted models with different correlation length in x-direction
from Lx = 10 to Lx = 500 m. The inverted model using the traditional smoothing constraint is also shown in the

panel. Solid white lines indicate boundaries of the resistive and conductive box.
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Figure 3.17. Cross sections at z = 1,200 m of the inverted models with different correlation length in x-direction
from Lx = 10 to Lx = 500 m. The inverted model using the traditional smoothing constraint is also shown in the

panel. Solid white lines indicate boundaries of the resistive and conductive box.
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3.6 Synthetic data examples for CSEM inversion of towed and ocean-

bottom receiver data

I develop an combined CSEM inversion algorithm of towed and ocean-bottom electric field receiver

data to investigate shallow and deep resistivity structures in hydrothermal fields.

3.6.1 Towed CSEM data

Fig. 3.18a shows a model of a homogeneous half-space of 1 Ohm-m containing anomalous objects for
generating synthetic data. The seafloor is at a depth of z = 1,000 m below the sea surface (z= 0 m). Four
0.1 Ohm-m conductive and a 10 ohm-m anomalies with 30 m thickness are on the seafloor. The resistive
and conductive anomalies respectively simulate gas-bearing rocks and SMS deposits. A buried 0.1 Ohm-
m conductive box with 300 x 400 x 50 m dimensions lies at a depth of z = 1,060 m. This conductor
represent a buried SMS deposit. An air layer of resistivity 10° Ohm-m is present at the top of the model.
Seawater resistivity is 0.3 Ohm-m. Sediments below the seafloor are homogeneous, with resistivity of
1 Ohm-m.

I consider a CSEM survey array consisting of towed transmitters and receivers. Three towed
receivers at 50, 100, and 150 m offset behind the transmitter center record electric field data. Although
this system is very similar to ERT survey system in Fig. 1.6, the electric responses are treated as CSEM
data for more precision than a direct current assumption. A transmitter using an HED oriented along the
y-direction and three inline receivers is towed at a height of 20 m above the seafloor. 5 towing lines run
parallel to each other. There are 250 transmitting points with 50 points in each tow line. A spatial spacing
of the transmitting points is 30 m. Observed data were generated by forward modeling responses on a
grid of 46 x 113 x 59 cells including several boundary cells to minimize boundary effects. For the
horizontal cells, a 20 m grid was used in the interest region. I appended several boundary cells at each
side, growing in size at a stretching factor of 2.0. For the vertical grid, fine grids of 5 m spacing were
used in the region of z = 1,000-1,070 m. The vertical grid size increases gradually with increasing
distance from the transmitters.

The inversion domain is limited to the interesting seafloor region, excluding boundary cells and
air, and resulting in M=97,440 unknown model parameters. The starting and prior model for the example
is a homogeneous half-space with resistivity of 1 Ohm-m. The inputted data use a combination logio
scaled amplitude and linear scaled phase of E,. The component at frequencies of 0.125 and 1.0 Hz results
in a N=3,000 data number. 3% Gaussian noise was added to the data. The error bar was set to 3% of the
data. The target RMS misfit is 1.0, which indicates that the averaged misfit is within the assumed error.

The initial RMS misfit for the starting model was 3.0. The inversion reached the target misfit at
two iteration numbers (Phase I). Then a more iteration was conducted to remove the unnecessary

structures (Phase II). Vertical slices of the inverted model from the synthetic data are displayed in Fig.
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Figure 3.18. (a) Vertical slices of the model used for demonstrating the inversion test. z shows depth from the sea
surface. Circles and triangles respectively show the transmitter and receiver positions. (b) Inverted resistivity
model from towed receiver data. (c) Inverted resistivity model from ocean-bottom receiver data. (d) Inverted
resistivity model from combined towed and ocean-bottom receiver data. Four 0.1 Ohm-m conductive and a 10
ohm-m anomalies with 30 m thickness are on the seafloor. A buried 0.1 Ohm-m conductive box with 300 x 400 x

50 m dimensions is embedded with its top at a depth of z= 1,050 m.
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3.18b. Results show that the inversion algorithm sufficiently recovered positions and resistivity values
of both conductive and resistive anomalies on the seafloor. However, a buried conductor was not
resolved. The result implies that towed CSEM data have high sensitivity and resolution for resolving
the shallow anomalies. The penetration depth was constrained by the offset between the transmitters and
receivers. The 150 m maximum offset in this array results in a poor sensitivity to the buried conductor.
In the next section, I consider inversion of the ocean-bottom receiver data to investigate its ability of

resolving buried structures.

3.6.2 Ocean-bottom CSEM data

I consider CSEM survey data consisting of towed transmitters and deployed ocean-bottom receivers. 6
receivers are deployed on the seafloor to record the electric fields. Then, 250 transmitters using an HED
oriented along the y-direction are towed at a height of 20 m above the seafloor. Observed data were
generated by forward modeling responses on the same grid with previous section from the synthetic
model shown in Fig 3.18a. The logio scaled amplitude and linear scaled phase of E, for source-receiver
distances larger than 300 m at frequencies of 0.125 and 1.0 Hz results in a N=5,128 data number. 3%
Gaussian noise was added to the data. The error bar was set to 3% of the data. The target RMS misfit is
1.0. The starting and prior model for the example is a homogeneous half-space with resistivity of 1
Ohm-m. Unknown model parameters M is 97,440.

The initial RMS misfit for the starting model was 7.9. The inversion reached the target misfit at
five iteration numbers (Phase I). Then three more iteration was conducted to remove the unnecessary
structures (Phase I1). Vertical slices of the inverted model from the synthetic data are displayed in Fig.
3.18c. Results show that the inversion algorithm of ocean-bottom receiver data recovered conductors on
the seafloor with artefacts. A resistor on the seafloor was not recovered. A imaged buried conductor are
clearly distinguishable from the homogeneous half-space. This result implies that longer offset data
increase sensitivity to buried structures, but low spatial converge of data cannot resolve the small
heterogenous on the seafloor. In the next section, I consider the CSEM inversion of towed and ocean-

bottom receiver data to recover resistivity images covering the shallow and deep structures.

3.6.3 Towed and ocean-bottom CSEM data

I consider a CSEM inversion of combined towed and ocean-bottom receiver data. Observed data were
generated by forward modeling responses on the same grid with previous section from the synthetic
model shown in Fig 3.18a. The observed data consist of towed receivers data (V=3,000) and the ocean-
bottom receiver data (NV=5,128) resulting in N=8,128 data number. 3% Gaussian noise was added to the
data. The error bar was set to 3% of the data. The target RMS misfit is 1.0. Unknown model parameters
M is 97,440.
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The initial RMS misfit for the starting model was 6.5. The inversion reached the target misfit at
four iteration numbers (Phase I). Then two more iteration was conducted to remove the unnecessary
structures (Phase I1). Vertical slices of the inverted model from the synthetic data are displayed in Fig.
3.18d. The inversion resolved the conductors and resistor on the seafloor. A imaged buried conductor
are clearly distinguishable from the homogeneous half-space. The result implies that the CSEM
inversion of combined towed and ocean-bottom receiver data can recover shallow and deep resistivity

structures.

3.6.4 Comparison of inversion results

The inversion performance of these CSEM data described in previous sections are compared. Fig. 3-19
shows 2D cross-sections of inverted resistivity models to see small differences. The inversions of the
towed receivers data and combined data sufficiently recovered positions and resistivity values of both
conductive and resistive anomalies on the seafloor. The inversion of the ocean-bottom receiver data
produced artefacts on the seafloor. This result shows that the towed CSEM data has great sensitivity to
the shallow anomalies on the seafloor. Using high spatial converge data from the towed receivers
improves inversion ability of resolving shallow resistivity structures.

The inversion of the ocean-bottom receiver data and combined data recovered the buried
conductor. The inversion of towed CSEM data was not able to image the buried conductor. The ocean-
bottom receiver data including long transmitter—receiver offset help the inversion recover the buried
structures. The inversion of combined data could recover anomalies on the seafloor and also a buried
anomaly. A noteworthy fact is that inversion of combined data resolved the top of buried conductor
better than inversion of only ocean-bottom receiver data. This result implies that artefact on the seafloor
might have influences on the buried structures.

To investigate influences of seafloor local anomalies on the buried conductor, I remove the
anomalies on the seafloor. The synthetic data was generated from a model without seafloor anomalies
shown in Fig. 3.20a. The same data array with test of Fig. 3.18c was used in this test, resulting in a
N=5,128 data number. 3% Gaussian noise was added to the data. The error bar was set to 3% of the data.
The target RMS misfit is 1.0.

The initial RMS misfit for the starting model was 3.4. The inversion reached the target misfit at
two iteration numbers (Phase I). Then two more iteration was conducted to remove the unnecessary
structures (Phase I1). Vertical slices of the inverted model from the synthetic data are displayed in Fig.
3.20b. Results show that the inversion algorithm of ocean-bottom receiver data recovered buried
conductor. Fig. 3.21 shows 2D cross-sections of inverted resistivity models to see small differences. The
inversion recovered the top of the anomaly with similar performance to the inversion of combined data
in Fig. 3.18d. However, the inversion of ocean-bottom receiver data in Fig. 3.18c could not recover the

top clearly compared to these two inversion results. This result implies that the small artifacts had
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influences on the buried structures. By resolving the shallow resistivity structures and removing the

unnecessary effects on the buried structures, inversion of combined data also could improve the buried
structures.
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Figure 3.19. Cross-section of the inverted model shown in Fig. 3.18. 2D images of inverted resistivity models at

z=(a) 1,000 m (seafloor), (b) 1,020 m, (c) 1,060 m, (d) 1,100 m, and (e) 1,140 m. Solid white lines indicate the
boundaries of the true anomalies.
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Figure 3.20. (a) Vertical slices of the model used for demonstrating the inversion test. z shows depth from the sea

surface. Circles and triangles respectively show the transmitter and receiver positions. (b) Inverted resistivity

model from ocean-bottom data.
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Figure 3.21. Cross-section of the inverted model shown in Fig. 3.20b, 3.18c, and 3.18d. 2D images of inverted

resistivity models at z = (a) 1,060 m, (b) 1,100 m, and (c) 1,140 m. Solid white lines indicate the boundaries of the
true anomalies.



3.7 Conclusions

I developed an Occam inversion algorithm for the 2D marine ERT survey and an Occam inversion
algorithm for the 3D CSEM survey. Both Occam inversion algorithms could obtain the minimum-norm
model with target misfits after a few iteration numbers. I applied the model-space approach to the
inversion algorithm for the 2D marine ERT survey because the number of model parameters is
comparable with the number of data in the inverse problem of the 2D ERT survey. For the 3D CSEM
inversion problem, the number of model parameters is frequently much larger than the number of data
Dimension of coefficient matrix for updating models could be reduced, from M x M in the model-space
approach, to N x N in the data-space approach.

The 2D marine ERT inversion algorithm could image the shallowly existing conductive anomalies
after a small number of iterations. The results from the numerical tests showed the inversion algorithm
of the ERT data with 180 m cable length could image SMS deposits placed up to a depth of 45 m below
the seafloor. This survey system can record apparent resistivity data each 5 to 10 m in horizontal distance.
The towing line length is over 20 km during 8 hours operation. Thus, high-resolution images near the
seafloor by the 2D marine ERT inversion algorithm are useful in mapping SMS distributions. The
numerical tests with 360 m cable length showed the inversion algorithm could image SMS deposits
placed up to a depth of 75 m below the seafloor. I showed the penetration depth is controlled by the
cable length of the towed system based on the numerical tests. The penetration depth increases with
increasing length of the cable. However, the attitude of the longer cable easily becomes unstable, causing
large navigation errors.

The 3D marine CSEM inversion algorithm could image conductive and resistive anomalies
embedded into a half-space after a small number of iterations. The deeply buried resistors were
recovered by the inversion algorithm from the data set including longer Tx-Rx offset array. Furthermore,
numerical tests revealed inverted models from the synthetic data with 21 receivers and the synthetic data
with 7 receivers were similar. This result indicates the data with 7 receivers is sufficient to constrain a
specific target structure. Conducting such numerical tests help to determine an optimal survey array,
leading to a reduction of survey cost.

I developed an combined CSEM inversion algorithm of towed and ocean-bottom electric field
receiver data to investigate shallow and deep resistivity structures in hydrothermal fields. The inversion
of combined data could recover anomalies on the seafloor and also a buried anomaly. A noteworthy
merit is that inversion of combined data resolved the top of buried conductor by resolving the shallow

resistivity structures.
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Chapter 4

Application to observed ERT data for
shallow resistivity structures

4.1 Introduction

A map of the internal structures of a seafloor hydrothermal system provides a key to elucidating the
SMS deposit generation mechanisms. In past studies, seafloor drilling surveys have been conducted for
the lithological studies of SMS deposits. One of the best-studied hydrothermal areas is the TAG
hydrothermal field in the mid-Atlantic Ocean (Humphris et al. 1995, Petersen et al. 2000). Other
hydrothermal fields such as in the Theya North Knoll (Expedition 331 Scientists 2010) and Palinuro
Seamount (Petersen et al. 2014) were also investigated using boreholes. However, the generation
mechanisms of SMS remain unclear because of a lack of detailed internal images of SMS deposits.
Although seafloor drilling is a powerful tool, its use is limited because it entails high costs. Even if
numerous drillings are conducted, geophysical images have been requested to fill gaps among boreholes.

In the TAG mound, pilot EM surveys revealed sub-seafloor low resistive areas, possibly related
to SMS deposits (Cairns et al. 1996, Von Herzen et al. 1996). Haroon et al. (2018) and Gehrmann et al.
(2019) presented 2D inversion results across the TAG mounds using the towed CSEM survey. However,
they had low sensitivity to near-seafloor structures because of the limited number of receivers and their
survey configuration. Other new surveys have deeper penetration to tens to hundreds of meters (Safipour
et al. 2017, 2018, Constable et al. 2018, Imamura et al. 2018, Miller et al. 2018). However, the
measurements should be done as stationary (with the fixed source, receivers or both) lacking dense
spatial samplings. In fact, high-resolution images of resistivity structures below the seafloor in
hydrothermal areas (e.g. to 50 m depth with spatial resolution of 10 m) have never been reported, even
though such imaging is necessary to discuss the evolution mechanisms of SMS deposits attributable to
high spatial heterogeneities that have been inferred from drilling studies.

I specifically examine a deep-towed marine ERT system with multiple electrodes to image such
detailed electrical resistivity of SMS deposits (Fig. 1.6). It has higher efficiencies of spatial coverage
and resolution in the shallow sub-seafloor depth than other marine EM methods. This survey system
was developed first for detecting shallowly existing gas hydrate (Goto et al. 2008). The ERT system has
often been used for near-surface exploration on land (also designated as direct current resistivity survey)
with several stationary electrodes, but this marine ERT system tows multiple electrodes for increasing

both the horizontal resolution near the seafloor and the total length of the survey profile.
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4.2 Theya North Knoll hydrothermal field

Target area in this study is the lheya North hydrothermal field, mid-Okinawa Trough, southwestern
Japan (Fig. 4.1). The Iheya North hydrothermal field of the Okinawa Trough is about 150 km NNW
distant from Okinawa Island. A hydrothermal area discovered on the Theya North Knoll in 1995 has
since been investigated intensively (Nakagawa et al. 2005, Takai et al. 2006, Kumagai et al. 2010,
Masaki et al. 2011, Kasaya et al. 2015, Miyoshi et al. 2015). The IODP Expedition 331 was also
conducted in the area by the deep-sea drilling vessel (D/V) Chikyu. Core samples of IODP Expedition
331 strongly resemble the black ores in kuroko deposits of the Miocene age in Japan (Expedition 331
Scientists 2010). More recently, additional drilling was implemented at the CK14-04 and CK16-01
cruises (Expeditions 907, 908) by D/V Chikyu. The accumulated survey data indicate this area as
suitable for the detailed imaging of SMS deposits.

1855

928

Northing (m)

Easting (m)

-1200 -1100 ~1000 -900
Bathymetry (m)

Figure 4.1. Maps of the study area. (a) Location of the Theya North hydrothermal field, Okinawa Trough,
southwestern Japan shown as a black star. (b) Event map of the Theya North field. Red stars denote the IODP
drilling sites (C9015A and C9011B). Black circles denote hydrothermal fluid venting sites (SBC, HRV, NBC,
NEC, and HHH). The blue line represents a survey profile with the towed ERT system.
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4.3 Observed ERT data
The ERT data were collected during the YK 14—19 cruise survey (R/V Yokosuka, JAMSTEC) at the

active hydrothermal region, where hydrothermal fluid venting sites have been observed (Fig. 4.1b). The
system was towed from the south to north with altitude of 5-50 m above the seafloor. The electrode
pairs of COM1-P3 and P3-P4 (n-levels 4 and 5) were, unfortunately, unavailable because of system
troubles. The number of collected data as apparent resistivity was 966. The averaged error values of the
observed apparent resistivity are, respectively, 0.14, 0.22, 1.70, 2.04, 2.39, and 3.23% for n-Levels 2, 3,
6,7,8,and9.

The apparent resistivity values from the marine ERT survey are estimated using least-squares
method at every 15 s, with segments corresponding horizontally to a sampling rate of 7.5 m. To avoid
unwanted effects of the main armored metallic cable and the towed system frame on measurements, I
applied calibration factors to the observed data. For calibration, the system was towed at 500 m depth
for 7 min, far from the sea surface and seafloor. The obtained apparent resistivity are expected to be
equal to the seawater resistivity measured simultaneously with the CTD sensor for the estimation of
calibration factors. The seawater resistivity by CTD was 0.280 Ohm-m. The measured apparent
resistivity was in the range of 0.251-0.258 Ohm-m for n-Levels of 2-9. Therefore, the calibration factor
was calculated as 1.09—1.12 for n-Levels of 2-9. This fact suggests that armored cable between the
vessel and the deep-tow system can decrease about 9—12% in the observed apparent resistivity.

The apparent resistivity obtained using the marine ERT system indicates electrically conductive
features below the seafloor. The pseudo-section of observed apparent resistivity is presented in Fig. 4.2a.
At short separations between current and potential electrodes (with n Level of 2-3), low apparent
resistivity values are observed at horizontal locations of 200-700 m (A1 in Fig. 4.2a). The values are
about 0.3 Ohm-m, which is lower than the seawater resistivity, implying the existence of the conductive
zones below the seafloor. Moreover, at horizontal locations of 350—-500 m, the lowest apparent resistivity
(A2 in Fig. 4.2a) is discovered under the longer separations (e.g. n-Level of 7-9). The observed error of
apparent resistivity is about 0.14-0.22% at an n-Level of 2-3, and 2.39-3.23% at an n Level of 8-9, so
that the low apparent resistivity values at A1 and A2 are valid. They possibly correspond to extremely

conductive zones buried deep below the seafloor.
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Figure 4.2. (a) Pseudo-section of the observed data. Pseudo-depth shows the n Level of Tx-Rx distance (15 X n).
Al and A2 show the low apparent resistivity areas. (b) Pseudo-section of the response from the inverted model
(Fig. 4.3). Missing observed data points at n-levels (4 and 5) enclosed by dashed lines were interpolated from

neighboring points.

4.4 Inversion results from the observed 2D ERT data

4.4.1 Inverted model

The initial and prior models for the inversion are 1.0 Ohm-m homogeneous half-space below the seafloor.
The grid number for the forward modeling was 16,327; the number of unknown parameters was 6,186
without updating the seawater resistivity. The error floor was set as 2% of the observed apparent
resistivity. The average and standard deviation of the sea resistivity measured using CTD during the
towing were, respectively, 0.3062 and 0.373 x 10 Ohm-m. The seawater resistivity was fixed in the
modeling as this average.

The inversion result (Fig. 4.3) is consistent with the features inferred from the observed pseudo-
section of apparent resistivity. The initial RMS misfit between observed and calculated apparent
resistivity values was 6.5. Subsequently, it reached 2.2 after the third iteration through the inversion
process. The apparent resistivity pseudo-section calculated from this model (Fig. 2.8b) closely matches
with the observed data, especially including good fits to the low apparent resistivity values (Al and A2
in Fig. 4.2a). Based on synthetic inversion tests with sub-seafloor models having a simple low-resistivity
anomaly (Ishizu et al. 2019b), the approximate maximum sounding depth of 45 m below the towed cable
can be well resolved. In this survey, the area shallower than 1012 m from the sea surface (i.e. the

averaged towed depth, 967 m, plus 45 m) can be well resolved. Although the area deeper than 1012 m
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has lower resolution than the shallower part, it still has sensitivity and necessity for explaining the
observed ERT data. Based on these sensitivity tests, I chose 0.032 of the normalized sensitivity
(maximum value is 1.0; shown in Fig. 4.5) as a threshold of the resolved areas, corresponding to about
1030 m depth below the sea surface.

The inversion result reveals sub-seafloor electric conductive zones of around 0.2 Ohm-m or less.
The resistivity section also shows semi-layered structures (Fig. 4.3): the shallow conductive zone (CD1)
and the deeply buried one (CD2). The extremely low resistivity value compared to the background one
(1.0 Ohm-m) is consistent with resistivity values of SMS deposits measured in the hydrothermally active
area (Cairns et al. 1996, Von Herzen et al. 1996). On the seafloor above CD1 and CD2, several
hydrothermal fluid venting sites are observed (Kawagucci et al. 2013) together with high heat flow
anomalies (Masaki et al. 2011). Therefore, CD1 and CD2 might be attributable to conductive SMS

deposits or a conductive hydrothermal fluid reservoir below the seafloor.
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Figure 4.3. Inverted resistivity model from the ERT survey data. Blue and red lines respectively show the head
and the tail positions of the deep-towed system. Black lines are locations of seafloor drilling. Black diamonds
show the horizontal position of observed hydrothermal vents, presented in Fig. 4.1b. The black dashed line is a
strong seismic reflector obtained during cruises KR 10—02 (Tsuji ef al. 2012). CD1 and CD2 denote conductive
zones, which imply SMS deposits. CP1 is a cap rock zone. The black double arrow indicates a high-heat flow zone

(Masaki et al. 2011).

4.4.2 Comparison with LWD resistivity data

Before conducting sensitivity studies, I compare the inverted resistivity (Fig. 4.3) with borehole C9011B
and C9015A data obtained during the CK14—04 cruise (Fig. 4.4). The averaged resistivity values by
LWD were about 0.3 Ohm-m along C9015A and about 0.8 Ohm-m along C9011B, respectively. These

averaged values agree with the inversion result (Fig 4.3). Therefore, the inverted model is consistent

79



with the LWD results. It is apparently reliable. Proof of the reliability of the inverted resistivity was
found from borehole C9011B and C9015A data obtained during the CK14—04 cruise survey. The
averaged resistivity values to the depth of about 30 mbsf obtained through LWD were, respectively,
about 0.3 Ohm-m along C9015A and about 0.8 Ohm-m along C9011B (Takai et al. 2015). These
averaged values are agreeable with the inversion result in which C9015A is located in the more

conductive seafloor than C9011B.
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Figure 4.4. Comparison between the inverted resistivity model and LWD resistivity for boreholes: (a) C9011B
and (b) C9015A (Takai et al. 2015).

4.4.3 Sensitivity test

Sensitivity studies were conducted to assess the ability of the towed ERT survey to map SMS deposits.

To estimate the sensitivity, [ use the equation proposed by (Schwalenberg et al. 2002) below.

J
i

Therein, s stands for the sum of sensitivity; e denotes the error of the data to weight sensitivity.

‘ @1

&

Sensitivity was also divided by the area of each model block in the original form by Schwalenberg et al.
(2002). The sum of sensitivity calculated from the inverted model in Fig. 4.3 is presented in Fig. 4.5.

The sum was normalized by the maximum sensitivity so that the maximum value is 1. A general decrease

of sensitivity with depth is observed, which is a general feature of ERT data. Results demonstrate that
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the high sensitivity area (greater than -1.5 in logarithmic values) is distributed at 1030 m depth from the

sea surface and show that much deeper or distant areas have less sensitivity.
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Figure 4.5. Resulting sums of sensitivity weighted by data errors from the inverted model in Fig. 4.3. Sums were

normalized by maximum sensitivity so that the maximum value is 1.

Studies were conducted to ascertain how the deep-towed ERT survey can detect conductive zones
CD1 and CD2 shown in Fig 4.3. The synthetic test is based on the real field survey in the Iheya North
hydrothermal field, Okinawa Trough. The model consists of background and exposed and buried
deposits. The background resistivity is 1.0 Ohm-m; both resistivities of the exposed and buried SMS
deposits are 0.2 Ohm-m (Figs. 4.6a and b). This model is based on the one inverted from observed data
depicted in Fig 4.3. The models include fixed parameters for the seawater (0.3 Ohm-m). The model was
used for the forward calculation to obtain the synthetic response. Then 2% Gaussian random noise was
added to provide a realistic test of the inversion algorithm. The number of data (synthetic apparent
resistivity) is 966 without the electrode pairs P3—P4 and P5-P6 based on the real configuration of the
data acquisition. The starting and prior models for the inversion are 1.0 Ohm-m homogeneous half-
space, except for the seawater blocks. The grid number for the forward modeling is 16327. The inversion
parameter is 6186 without updating seawater.

The calculated response from the model with Gaussian random noise is shown in Fig. 4.6d. The
responses have extremely low apparent resistivity zones at 600—800 m with 2—3 n-Level, similar to the
observed result (A1 in Fig. 4.2a). However, the observed low apparent resistivity (A2 in Fig. 4.2b) was
not found in the synthetic response (at large n-Level in Fig. 2.12d). The inverted model shown in Fig.
4.6¢c reached the target RMS misfit 1.0, which means that the averaged misfit is within the assumed
error, and that the inversion to the synthetic data is done successfully. However, again, no low-resistivity
anomaly at deep parts was imaged, although the inverted model from the real observed data in Fig. 4.2a

has a low-resistivity anomaly (CD2).
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Figure 4.6. Synthetic model based on an actual field survey used to demonstrate the ERT survey performance for
inversion. This model includes two conductive SMS deposits and background sub-seafloor. Blue and red lines
respectively show the positions of the deep-towed and tail systems. Resistivities of both exposed and buried
anomalies are 0.2 Ohm-m. (a) Model for generating synthetic data plotting at same size of Fig. 4.3. (b) Overall
view of (a). (c) Inverted model. (d) Pseudo-section of the response from the synthetic model of Fig. 4.6a. Missing

observed data points at n-levels (4 and 5) enclosed by dashed lines were interpolated from neighboring points.

To understand how the low apparent resistivity, observed as A2 in Fig. 4.2b, can be made, I
presumed another model having a thin low-resistivity anomaly and a thicker and lower-resistivity
anomaly (Figs. 4.7a and b). The same conditions as those used for forward and inversion procedures
(data array, meshes, initial and prior model, and added noises) were used for this test. The response
calculated from the model with Gaussian random noise, shown in Fig. 4.7d, indicated the extremely low
apparent resistivity zones at 400 m at the 7-9 n Level, which is consistent with the low-resistivity zone
A2 in Fig. 4.2b. The inverted model presented in Fig. 4.7c reached the target RMS misfit 1.0. This

inverted model has a deep low-resistivity anomaly similar to that of CD2 in Fig 4.3. Results from these
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tests support the inference that the true model of the observed data in the [heya North hydrothermal field

has thin low-resistivity anomaly on the seafloor and buried very-low-resistivity anomaly at a deeper part.
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Figure 4.7. Synthetic model based on the real field survey used to demonstrate the ERT survey performance for
inversion. This model includes two conductive SMS deposits and the background sub-seafloor. Blue and red lines
respectively show the deep-towed and tail system positions. The exposed one is 0.2 Ohm-m; the buried one is 0.05
Ohm-m. (a) Model for generating synthetic data plotting at same size of Fig 4.3. (b) Overall view of (a). (c)
Inverted model. (d) Pseudo-section of the response from the synthetic model of Fig. 4.7a. Missing observed data

points at n-levels (4 and 5) enclosed by dashed lines were interpolated from neighboring points.

I also applied sensitivity tests by forward modeling to evaluate the existence of conductivity
anomalies CD1 and CD2 where the conductive region is replaced with the blocks of 1.0 Ohm-m. The
test model for CD1 (i.e. the conductive zone CD1 is removed) is presented in Fig. 4.8a. The calculated
response from model is shown in Fig. 4.8b. The calculated responses tend to plot away from the observed

responses at 300—600 m. Results show that RMS misfit increased from 2.17 of the model in Fig 4.3 to
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5.02. Furthermore, the test model for CD2 (i.e. the conductive zone CD2 is removed) is shown in Fig.
4.9a. The calculated response from the model is shown in Fig. 4.9b. No very low apparent resistivity
zone exists, although a low-resistivity zone (A2) was observed in the actual data. The RMS misfit
increased from 2.17 to 3.37. Consequently, conductivity anomalies CD1 and CD2 are regarded as

important features.
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Figure 4.8. (a) Model used for the sensitivity test. The conductive area at the shallow part was replaced by 1.0
Ohm-m. (b) Response calculated from the model. RMS misfit changed from 2.17 to 5.02. Missing observed data

points at n-levels (4 and 5) enclosed by dashed lines were interpolated from neighboring points.
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Figure 4.9. (a) Model used for sensitivity tests. The conductive area at the deep part was replaced by 1.0 Ohm-m.
(b) Response calculated from the model. RMS misfit changed from 2.17 to 3.37. Missing observed data points at

n-levels (4 and 5) enclosed by dashed lines were interpolated from neighboring points.
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The inverted model in Fig. 4.3 has strong lateral variations near the seafloor. To investigate the
ERT inversion ability of resolving small structures near the seafloor, I conducted sensitivity tests using
synthetic data. The model consists of background and three small structures. The background resistivity
is 1.0 Ohm-m. The small structures (25 m x 10 m) are 0.1 Ohm-m (Fig. 4.10). The model was used for
the forward calculation to obtain the synthetic response. The same conditions as those used for forward
and inversion procedure (data array, meshes, initial and prior model, and added noises) were used for
this test. Inversion well recovered the small structures because the ERT data are much more sensitive to
horizontal heterogeneities than vertical ones because of the data horizontal sampling rate 7.5 m with six

electrode pairs.
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Figure 4.10. Synthetic model based on the real field survey used to demonstrate the ability of resolving small
targets. This model includes three conductive SMS deposits (0.1 Ohm-m) and the background sub-seafloor (1.0
Ohm-m). Blue and red lines respectively show positions of the deep-towed and tail systems. (a) Model for

generating synthetic data plotting at same size of Fig. 4.3. (b) Inverted model.

4.4.4 Effect of cable attitude

To investigate the cable slack effects, I show the distance between head and tail of towed cable behind
the deep tow system, acoustically determined by SSBL (Fig. 4.11). The actual cable length as 192 m.
The distance between the head and tail of the cable becomes minimum (187 m) at horizontal distance

of 700 m, 2.6% shorter than the cable length. The apparent resistivity for all n-levels is biased by the
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cable slack. If I simply assume that the electrode location is proportionally shifted due the shortening of
electrode array, then 2.6% overestimation of apparent resistivity for all n-levels is predicted as the
maximum bias. Fortunately, the value is much less than the spatial variation of apparent resistivity
through towing (Fig. 4.2b). In addition, the spatial change of measured distance (Fig. 4.11) has little
correlation with the spatial changes of observed apparent resistivity of all n-Levels (Fig. 4.2b). I
conclude that electrical responses from the sub-seafloor structures are more significant than the bias

error by the cable slack. The effects caused by cable slack are minor in the inversion result.
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Figure 4.11. Distance between the head and tail position by SSBL. Distance shows the position of the towed

system head.

Ishizu et al. (2019b) demonstrated using synthetic tests how the inversion results are distorted
because of pitching of the towed cable behind the deep tow system (Fig. 4.12). For the tests, a 0.21
Ohm-m conductive block is embedded into a 1.0 Ohm-m homogenous half-space with a flat seafloor.
The anomaly is embedded 5-35 m below the seabed. The survey configuration is the same as that shown
in Fig. 1.6 where the water depth is 1,000 m and the deep tow system altitude is fixed at 10 m. I varied
the pitching of the towed cable within a range of +/- 2 degrees (positive = pitch-up, negative = pitch-
down). The apparent resistivity values along towing are calculated using forward modeling. Synthetic
data are used for the inversion generated under a condition by which the towed electrodes are arranged
horizontally, although the pitching is not always zero. The distortions by the pitching are not severe in
the inversion results when the pitching error is less than 2 degrees (Fig. 4.12). Actually, the acoustic
positioning error of the cable’s tail in the system results in the pitching error of less than 2 degree.

The yaw (or strike) of the towed cable with electrodes can also be ascertained acoustically using
SSBL. The angle between the towed cable and the survey profile is shown in Fig. 4.13; the average is
12.8°. In such cases, ERT surveys in real fields frequently found proper subsurface structures. Kwon et
al. (2005) conducted water-surface ERT surveys with a floating streamer cable to image fault zones
beneath a riverbed. In their survey, the parallel ERT profiles are not perpendicular to the known
geological strike (intersecting the faults obliquely with horizontal angle of about 70-80°), but their 2D

inversion results well-imaged the geological faults as low resistive zones at the proper locations. I
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believe that the ERT survey can also image the sub-seafloor 2D structure properly, although it might be
distorted slightly because of the yawing.
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Figure 4.12. Inversion results for synthetic tests show the marine ERT as robust against the pitching of the towed
electrode array (Ishizu ef al. 2019b). In the inversion, the cable is assumed to be towed horizontally, although it

tilts with angles of (a) 1 deg, (b) 2 deg, (c) -1 deg, (d) -2 deg, and (e) 0 deg. (f) RMS misfit versus iteration number.

White rectangles represent the true locations of the conductive block below the seafloor.
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Figure 4.13. Yaw of towed cable behind the deep tow system (horizontal angle between the towed cable and the

survey profile). The angle is oriented clockwise. Distance shows the towed system head position.

4.4.5 Effect of 3D topography

The occurrences of SMS deposits are linked to local 3D topography at horizontal distance of 750 m
along the towed profile, thus possible distortions of the 3D topographic effects must be considered. An

estimated model by 2D inversion of data from a 3D conductive structure might contain artifacts below
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and next to the conductive mound (CD1). However, I believe that the conductive mound can be resolved
as discussed in the numerical studies by Haroon et al. (2018). Higher resistivities were recovered around
horizontal distance of 1200 m, where there is a strong topography adjacent to the profile (Fig 4.3).
However, the adjacent volcanic summit is located far from the towed profile (300 m). There is no large
relief around the profile at horizontal distance of 1200 m (Fig. 4.1a). Therefore, the topographic effects

are negligible compared to responses from the resistivity structures below the profile.

4.5 Interpretation of resistivity model combined with other geophysical data

Rock resistivity depends on diverse factors such as the porosity, temperature, salinity of pore water, and
metal and clay contents. To assess the possibility that low conductivities CD1 and CD2 in Fig 4.3 are
attributable to the existence of metal, one must account for these effects on resistivity. In the Theya North
hydrothermal field, average values of porosity measured from core C0016 (at the same location of NBC)
were less than 25 and 10%, respectively, at 0—10 and 20-30 mbsf (Takai ef al. 2015). From ambient
seafloor temperatures to around 300 °C, the resistivity of water solutions decreases concomitantly with
increasing temperature (Quist & Marshall 1968). This decreased resistivity is attributable to increased
mobility of the ions caused by decreased water viscosity. The relation described by Dakhnov (1962),
designated as T-model 1 in this study is presented below.

Pw,

T T+ a(l—To) “2)

Pw

In that equation, p, represents the fluid resistivity at temperature 7, p.o stands for resistivity of the fluid
at temperature Ty, and a denotes the temperature coefficient of resistivity (0.025 °C™). A similar equation

by Chave et al. (1991), designated as T-model 2 in this study, is
=1/(3 T 4-3)
pw=1/G+ 15

The average temperature and resistivity of the seawater were measured respectively using CTD
as 4.08 °C and 0.3062 Ohm-m, during the towing experiment. The highest measured temperature of
hydrothermal fluid was about 300 °C at the NBC discharge zone. p,, at temperature of 300 °C is 0.0365
Ohm-m based on eq. (4-2), and 0.030 Ohm-m by eq. (4-3). Herein, I estimate the bulk electrical
conductivity with these p,, values using a rock-physics equation proposed by Ohta et al. (2018).

F,F; Fl)_l
=(—"=—+—) +C
R <F30W+F2Ce Oy s

F,=(01-x)/0om 4-4)
F, = x/®™
F;=x

In those equations, oz and oy respectively represent bulk conductivity and fluid conductivity, ® denotes

porosity, m is the cementation factor in Archie’s law (originally constructed by Archie, 1942), C; and
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C. respectively stand for surface conductance and conductance of conductive metallic mineral filled in
pore spaces, and x is the volumetric ratio of the pore throat including the conductive metallic mineral.
The equivalent circuit for a rock physics model is shown in Fig. 4.14. As pointed out by (Revil et al.
2015), the SMS deposits normally decrease the overall conductivity as long as they are disconnected,
whereas the model by Ohta ef al. (2018), based on the electrical connections by mixing of SMS and
conductive pore water, well explains the observed core-based resistivity features (e.g. lower bulk

resistivity than the pore water).
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Figure 4.14. Equivalent circuit for a rock physics model (Ohta ef al. 2018).

According to Ohta et al. (2018), a relation between C, and volumetric ratio of conductive metallic

mineral, @,, can be written as
@, = (3.61 + 0.78) InC, + (3.86 + 3.24) (4-5)

based on laboratory measurements. Additionally, from a number of core measurements, (Ohta et al.
2018) reported the averaged values of parameters in eq. (4-5): C;=0.11 S/m, m=1.4, and x=0.94. The
bulk resistivity (1/o%) is calculable from eq. (4-5). The relation between bulk resistivity and temperature
of pore fluid for each T-model is shown in Fig. 4.15. Some examples are that it is about 0.21 Ohm-m
when p,, =0.0365 Ohm-m, ®=10%, and C.=5 S/m (i.e. @, =9.4%; 5.2—14.2% with the parameter errors
in eq. (4-5)). Under these temperature and porosity conditions, this value implies that much higher
contents of conductive metallic minerals are necessary for bulk resistivity lower than 0.20 Ohm-m.
These engender the explanation that conductive metallic minerals contribute strongly to low
conductivity CD1 and CD2 in Fig. 4.3.

For explanation of the deeply buried conductive zone (CD2, less than 0.2 Ohm-m), with porosity

less than 10% and temperature of 300 °C based on the measured maximum value of hydrothermal fluid
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at NBC, the rock-physics equation gives the conductive SMS minerals with volume amount greater than
9% (Fig. 4.15). In other words, under the assumed porosity (< 10%), high temperatures (high
conductivity) of pore fluids alone cannot explain the low resistivity of less than 0.2 Ohm-m in CD2. The
existence of conductive SMS minerals is consistent with rock-core observations at 27-45 mbsf of Hole
C0016, drilled at NBC, containing approximately 5% sulfide with very fine-grained pyrite (Takai et al.
2011). Similar contents of fine-grained sulfide minerals (3%: Takai et al. 2015) were also confirmed in
the recovered cores at about 23-31 mbsf at Hole C9015B drilled by the CK14-04 cruise.
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Figure 4.15. Relation between bulk resistivity and temperature of pore fluid for each T-model with a set of Ce (0,
5, 50 S/m). Porosity is (a) 10 and (b) 25%.

For the shallow seafloor conductive zone (CD1, around 0.2 Ohm-m), the same equation indicates
absence of conductive SMS minerals under porosity of 25% and temperature of 300 °C (Fig. 4.15).
However, X-ray diffraction analysis of rock samples from the Theya North hydrothermal field indicated
the volume amount of conductive SMS minerals as 18—49% (Ohta et al. 2018). The temperature is
expected to be much lower than 300 °C because of cooling by seawater. Therefore, CD1 also requires
greater amounts of conductive SMS (e.g. greater than 9% at a temperature of about 100 °C). Note that I
only discussed conductive SMS. The cores from Hole C0016B at 69 mbsf consist of massive sulfide
ore containing 40—-60% sphalerite (non-conductive SMS), 10-20% pyrite, and a few percent each of
galena and chalcopyrite (Takai ef al. 2011). The total amount including both conductive and non-
conductive SMS would be much more than that of only conductive SMS.

The seawater salinity also decreases the resistivity with a linear relation (Keller 1988). The
minimum salinity measured at discharge zones above vents is 30% smaller than that of seawater.
However, such slight fluctuation of seawater salinity cannot explain the low resistivity of 0.2 Ohm-m. I

also devote attention to the clay minerals. Actually, core samples obtained at depth 30 mbst (C0016)
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contain chlorite (Miyoshi et al. 2015). However, laboratory measurements demonstrate a minor effect
of clay in electrical conduction (Ohta et al. 2018). In addition, logging data measured in land
hydrothermal areas often show low resistivity at the clay-rich layer, but the typical value is around 1.0
Ohm-m (e.g. at drilling around Mt. Aso, Japan, as reported by New Energy and Industrial Technology
Development Organization (NEDQO) 1995). This resistivity value is insufficient for causing low
resistivity (0.2 Ohm-m). Therefore, I conclude that conductive zones CD1 and CD2 can both be
attributed to SMS deposits.

The semi-layered resistivity structure is supported by the multi-channel seismic reflection data
recorded on the KR 10-02 cruise (Tsuji et al. 2012). To characterize the shallow structures close to the
seafloor precisely, the shallow reflectors were carefully analyzed in seismic data analysis (e.g. velocity
analysis). The seismic profile highlights strong reflectors with positive polarity below the venting sites
(southern half of the survey profile; Fig. 4.3), which implies the existence of rock layers with high
acoustic impedance. The reflective layer, which is recognized horizontally and as extending widely
below the seafloor, corresponds to the top of the deep conductive zone, CD2. This observation supports
no indication of a huge reservoir of hydrothermal fluids at CD2. Altered volcanic rocks with quartz—
chlorite—pyrite and pyrite—anhydrite veins were found in cores recovered from Hole C0016 (2745
mbsf; Takai et al. 2011). Another drilling result at 23-31 mbsf in Hole C9015B indicated highly
silicified quartz-rich rocks with 3% fine-grained SMS (Takai et al. 2015). The altered volcanic and
silicified quartz-rich rocks are probably harder than the near-seafloor unconsolidated materials, resulting
in strong amplitude layers with positive polarity. In addition, the layers might have lower permeability
than their surroundings because gypsification of the anhydrite and silicification engender rapid closure

of pore spaces and fractures in the host rock.

4.6 Conclusions

I applied a deep-towed ERT system to clarify the electrical resistivity structures of SMS deposits in the
Iheya North hydrothermal field, the Okinawa Trough, southwestern Japan. The resistivity image by the
inversion analysis revealed that the highly conductive zones below the seafloor were consistent with
observed hydrothermal venting sites and heat anomalies. This high conductivity is probably attributable
to rich conductive SMS minerals, not only to high-temperature fluids, clay minerals, and salinity of pore
fluids. The recovered resistivity cross-section indicates a semi-layered structure consisting of exposed
and deeply embedded SMS deposits. The cap rock layer is also inferred from a seismic reflection survey
and seafloor drillings. This study represents the first reported success in detailed imaging of SMS
deposits, which demonstrates the effectiveness of the marine deep-towed ERT system for exploration

and characterization of SMS deposits.
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Chapter 5

Application to observed CSEM data for
deep resistivity structures

5.1 Introduction

SMS deposits are often associated with mound structures and complex bathymetry. These environments
make resistivity structures in the area of SMS deposits 3D. Haroon et al. (2018) applied a 2D inversion
algorithm (MARE2DEM; Key 2016) to synthetic CSEM data generated from a realistic 3D resistivity
model of SMS deposits using 3D forward modeling. The inverted 2D model recovered the mound SMS
deposits, but several artifacts were also imaged due to the 3D resistivity effects. 3D CSEM inversion
algorithms are necessary to more precisely estimate resistivity structures of SMS deposits. However, 3D
inversion algorithms have not been applied to CSEM data for imaging of SMS deposits. Therefore,
imaging techniques of resistivity structures of SMS deposits using CSEM inversion algorithms are far
from established.

A new hydrothermal field in mid-Okinawa Trough, southwestern Japan called leyama was found
by a preliminary survey using a ship and a subsequent detailed survey using AUV (Kasaya et al. 2020).
In the hydrothermal field, a clear negative self-potential zone and mound structures were observed.
Therefore, SMS deposits formed through the hydrothermal activity are expected to be in the field.
Marine CSEM data were collected for investigating resistivity structures of SMS deposits in the field. I
image 3D resistivity structures of SMS deposits by applying the algorithm to CSEM data collected in
the hydrothermal field.

5.2 Ieyama hydrothermal field

The target area for this study is located in the mid-Okinawa Trough, southwestern Japan (Fig. 5.1). The
Okinawa Trough is a back-arc basin of the Ryukyu arc-trench system. Two major hydrothermal fields
of Theya and Izena in the mid-Okinawa Trough have been well investigated (Ishibashi et al. 2015). A
new hydrothermal field called leyama was found through a preliminary survey using a ship and a
subsequent detailed survey using an AUV (Kasaya et al. 2020). The preliminary survey collected
bathymetry, backscatter, and water column data using MBES system on the ship. These data were used
for narrowing the target hydrothermal area. The area narrowed by the preliminary survey was further
investigated using a self-potential survey and a highly accurate MBES system on an AUV. Clear
negative self-potential zones and hydrothermal vents were observed in the leyama hydrothermal field.

Field surveys conducted in the area of known SMS deposits revealed that the observed negative self-
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potential anomalies were correlated with the SMS on the seafloor and below the seafloor (Kawada &

Kasaya 2017). Therefore, SMS formed through the hydrothermal activity is expected to be in the field.
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Figure 5.1. Map of the study area. The green star shows the location of the Ieyama hydrothermal field, Okinawa

Trough, southwestern Japan.

5.3 Observed CSEM data
A CSEM survey was conducted in the Ieyama hydrothermal field during 611 Oct. 2017 using the

research vessel Kaimei from JAMSTEC. A marine electromagnetic system called MEMSYS was used
to transmit an electric current (Kasaya et al. 2019). MEMSYS has a 200 m long cable including a 28.3
m horizontal dipole antenna for transmitting a current and 9 potential electrodes to record potential for
direct current and self-potential surveys (Fig. 5.2). MEMSYS transmitted a 0.125 Hz square wave
current of approximately 60 A (zero to peak) in this survey. The towed speed of MEMSYS was about
0.5 knots for each survey line. The ambient seawater temperature and electric conductivity were
measured using a CTD sensor mounted on the towed system during towing. The deep-tow and tail
positions of the cable were monitored using acoustic transponders. The towed height from the seafloor
was 20—60 m depending on the topography below the system.

Four OBE sensors and two mobile OBE sensors were deployed on the seafloor to measure the
horizontal electric fields at a sampling rate of 1 kHz (Kasaya & Goto 2009). The four OBE sensors with
4.4 m dipole length were dropped from the ship (Rx 1, 3, 5 and 6). The two mobile OBE sensors with
dipole length of 1.4 m were carried directly to the seafloor (Rx 2 and 4) using a ROV. The positions of
OBE sensors are overlaid on the bathymetry map with towing lines of MEMSYS (Fig. 5.3).
Magnetometers were equipped on the OBE sensors to measure the OBE sensor rotation.

The frequency domain transfer function was converted from time series data of voltage
recorded at OBE sensors using a robust processing scheme proposed by Myer et al. (2011). Data were

fast Fourier transformed over 8-s window length corresponding exactly to one waveform long. To
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calculate the CSEM transfer function, the voltage recorded at OBE sensors was normalized by the
transmitted source dipole moment. The data were stacked by every four-wave cycle corresponding to a
sample interval of approximately 30 m in the horizontal. The stacked transfer functions of CSEM data
were then rotated into £y and E, using the dipole orientation recorded by magnetic field sensors. The
processed amplitude data of E, and E, are presented in Fig. 5.4. Noisy data for which the error was
greater than 50% were removed. Data with Tx-Rx offset was less than 100 m was also removed because
of the navigation errors. Inputted data of the inversion algorithm is the logio-scaled amplitude of £, and
E, without the phase at three frequencies of 0.125, 0.375, and 0.625 Hz. The data number for the

inversion algorithm is N=3,833.

(a)
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Figure 5.2. Equipment used for this study. (a) Configuration of MEMSYS with 200 m long cable terminated by a
tail buoy system (Kasaya et al. 2019). A pair of transmitter electrodes with 28.3 m dipole length is mounted on the
cable. Nine Ag/AgCl electrodes are mounted to measure the self-potential signal. (b) Photograph of the transmitter

system. (c) Photograph of the tail buoy.

94



1600

X (m)

-1100 —-1000 -900 -800
Bathymetry (m)

Figure 5.3. A bathymetric map overlain with OBE sensor deployment location (white triangles), three tow lines
(red lines) and known vents (green stars). In the present study, x and y correspond to latitude and longitude,

respectively. White box shows area shown inverted model in Fig. 5.5.
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Figure 5.4. Electric data measured by OBE sensors at a frequency of 0.125 Hz. (a) Observed amplitude of Ex, (b)
Calculated amplitude of Ex from the inverted model in Fig. 5.5. (¢) Observed amplitude of E,, (d) Calculated
amplitude of £, from the inverted model in Fig. 5.5.
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5.4 Inversion results from the observed 3D CSEM data

5.4.1 Inverted model

The 3D inversion algorithm was applied to the processed CSEM data for imaging resistivity structures
of SMS. A simple starting model consists of a highly resistive air layer (10° Ohm-m), a seawater layer
of constant resistivity (0.304 Ohm-m) and homogeneous seafloor (1 Ohm-m). The model is divided into
a grid of 67 x 67 x 66 cells including several boundary cells. For the horizontal cells, 50 m grid was
used in the interest region. 10 m grid was used in the region from 950 m to 1,250 m below the sea surface
for the vertical mesh. The inversion domain is limited to the interesting seafloor region, excluding
boundary cells, air, and resulting in M=119,156 unknown model parameters. The model number
M=119,156 is much larger than the data number N=3,833. Fig. 5.5 shows the inverted model of CSEM
data recorded by six OBE sensors. The initial RMS misfit was 7.6. It reached 1.6 after 10 iterations. The
response calculated from the inverted model is presented in Fig. 5.4.

The inverted model reveals sub-seafloor electric conductive zones immediately below the seafloor.
The resistivity value (0.1-0.2 Ohm-m) is much lower than that of the backgrounds (1.0 Ohm-m). Low
resistivity values in seafloor hydrothermal fields can result from diverse factors such as high porosity,
high temperature of pore fluids, and the amounts of metallic minerals. Ishizu et al. (2019a) showed
under the assumed porosity (< 10%), high temperatures (high conductivity) of pore fluids alone cannot
explain the low resistivity of less than 0.2 Ohm-m. That low resistivity requires the existence of
conductive SMS such as pyrite, galena, and chalcopyrite. The low-resistivity value is consistent with
resistivity values of SMS deposits measured in the Theya and Trans-Atlantic Geotraverse hydrothermal
fields (Haroon et al. 2018, Ishizu et al. 2019a).

Vertical conductive zones {(x, y): 500 m < x < 1,000 m, 500 m < y < 800 m} were imaged
immediately below the conductive zones on the seafloor. The resistivity value of vertical conductive
zones is approximately 0.4 Ohm-m. The vertical zones might be attributed to the hydrothermal conduits,
which upwell from the deep parts and which contribute to the formation of SMS. The observed
hydrothermal vents were found above the vertical conductive zones (Fig. 5.5).

This report is the first describing results of imaging 3D resistivity structure of SMS. Although 2D
inversion algorithms were applied to CSEM survey data for imaging mound type SMS (Haroon et al.
2018, Gehrmann et al. 2019), several artifacts appeared in the resultant models because of 3D resistivity
effects. The result described in this chapter demonstrates that the 3D inversion algorithm is more
appropriate for clarifying the true resistivity structure of SMS than 2D inversion algorithms because
greater detail of 3D resistivity structures in the SMS area was detected. The SMS volume can also be

estimated from 3D resistivity imaging, which contributes further to resource estimation.

96



(a) 1000

.
L] L]
1050 . *e, [
Lo ®e ' %0 e
= 1100 . R Y **..i.'."""‘
= % Sl
N ) .V...'c. oo.-.... .o S Y
1150 vo ) ‘v.o. ...o .”VQ s
1200 r ' 5
N | l . o o
1500 l
1000 ©
500
0
x (m) 0 200 400 600 800 1000 1200 1400 N
(b) y (m) o ,g
)
1000 ® é
>
L =
1050 -é
0 o
E [S]
E 1100
i )
[S)
1150
N
o
1200 _
0 1414 2121 S
( ) (y=50 m) Distance (m) (y=1550 m)
C
1000 T T T T T ; . . [
1050

—h*—
£ 1100
N

1150

0

742 1485
(y=0m) Distance (m) (y=1050 m)

Figure 5.5. (a) Resistivity model resulting from 3D inversion of the observed CSEM data overlain by positions of
transmitter (circles), receivers (triangles), and known vents (stars). z shows depth from the sea surface. (b) 2D
section of the inverted model along tow line 2 shown in Fig. 5.3. (c) 2D section of the inverted model along the

direction perpendicular to tow line 2.

5.4.2 Sensitivity test

The inverted conductive anomalies (0.1-0.2 Ohm-m) below the seafloor might be related to the
formation of SMS deposits. SMS exists below the seafloor if the anomalies are true structures. My
objective in this section is to demonstrate that the conductive anomalies are true structures, not artifacts
from inversion. A sensitivity test was conducted to evaluate the ability of the CSEM data to constrain
the conductive anomalies below the seafloor. The synthetic model of the sensitivity test consists of a

background and two conductive anomalies on the seafloor (Fig. 5.6a). The background resistivity is 1.0
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Ohm-m; resistivity of the conductive anomalies is 0.1 Ohm-m. The models include fixed parameters for
seawater (0.304 Ohm-m). The model was used for forward calculation to obtain the synthetic data. The
number of data is 3,833 from the same survey configuration with the field data. Then Gaussian random
noise for which the level is the same with the observed data was added to provide a realistic test of the
inversion algorithm. The starting and prior models for the inversion are 1.0 Ohm-m homogeneous half-
space. The grid design and inversion parameter are consistent with the setting on the field data. The
inverted resistivity model presented in Fig. 5.6b reached the RMS misfit 1.6 after four iterations, which
is the same fitting level with the field data.
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Figure 5.6. Synthetic model based on an actual field survey used to demonstrate the performance. This model
includes 0.1 Ohm-m conductive anomalies and 1.0 Ohm-m background sub-seafloor: (a) model for generating
synthetic data and (b) inverted model from the synthetic data. White lines mark the outline of the true conductive

anomalies.
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The inverted model from the synthetic data showed that the conductive anomalies on the seafloor can
be imaged. Resistivity values and the shapes of the inverted anomalies are close to those of the true
models. The conductive anomalies are well recovered on all y-sections, indicating that the quality of
data at different transmitter and receiver offsets is not spatially biased. The numerical example shows
that the conductive anomalies obtained from the actual field data must explain the data. Therefore, the
conductive anomalies might be related to the formation of SMS deposits, not to the artifacts of the

inversion.

5.4.3 Interpretation of resistivity model

The very low resistivity anomalies (0.2 Ohm-m) were recovered below the seafloor. The most of the
shallow sub-seafloor is covered by the low resistivity. In seafloor hydrothermal fields, the low resistivity
can be caused by diverse factors such as high porosity, high temperature of pore fluids and the amounts
of metallic minerals. Rocks in the near seafloor often have higher porosity. Resistivity of highly porous
rock shows lower resistivity due to the pore fluids. Average porosity of rock samples on the seafloor in
the Theya hydrothermal field is 41.6% (Ohta et al. 2018). Highly porous pumice layers were also
identified by drilling surveys in the Theya hydrothermal field (Takai et al. 2015). Using the rock physics
model by Ohta et al. (2018) with 41.6% porosity, the 0.2 Ohm-m resistivity can be caused by the hot
pore fluids (about 170 °C). This rock physics also indicate that the 0.2 Ohm-m resistivity requires
conductive SMS such as pyrite, galena, and chalcopyrite such as pyrite, galena, and chalcopyrite if
temperature of the pore fluids is less than 170 °C.

Vertical conductive zones {(x,y): 500 m < x < 1000 m, 500 m < y < 800 m} were imaged just
below conductive zones on the seafloor. The resistivity value of vertical conductive zones is around 0.4
Ohm-m. The observed hydrothermal vents were found above the vertical conductive zones (Fig. 5.5).
The vertical zones might be attributed to up-flow hydrothermal conduits, which upwell from the deep
parts below the seafloor. The hydrothermal conduits often accompany stock-work SMS mineralization
(Humphris et al. 1995). The vertical conductive zones are interpreted as the up-flow hydrothermal
conduits, stock-work SMS, or both.

The 0.2 Ohm-m areas below the seafloor are connected to the vertical hydrothermal conduits. It
indicates the hydrothermal fluids possibly flow laterally below the seafloor. The up-flow hydrothermal
flows are guided by impermeable structures and they flow laterally below the seafloor. The near seafloor
rock has higher porosity and permeability to accommodate the hydrothermal flows. The temperature of
the hot fluids near the seafloor might be lower than 170 °C by mixing with cold seawater. If the
temperature of the pore fluids is 100 °C, the rock physics model with 41.6% porosity implies that 0.2
Ohm-m resistivity requires existence of 6.4% conductive SMS. The hydrothermal conduits contribute
formation of stock-work SMS mineralization. The low resistivity below the seafloor might include both

hydrothermal fluids and SMS mineralization. However, it is not reasonable for all parts of the low
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resistivity area have 6.4% conductive SMS. To discriminate the low resistivity between conductive SMS

or hot fluids, other geophysical data such as induced polarization or gravity data are useful.

5.5 Conclusions

The 3D resistivity structures were obtained by applying the inversion algorithm to CSEM survey data
collected in a hydrothermal field, mid-Okinawa Trough, southwestern Japan. The 3D inversion
algorithm could take into account of 3D resistivity features. The obtained resistivity model by the
developed inversion algorithm revealed 3D resistivity features. Thus, the 3D inversion algorithm is more
suitable for recovering resistivity structures in this hydrothermal field than the 1D or 2D inversion
algorithms.

The very low resistivity anomalies were laterally recovered just below the observed active
hydrothermal vents. A sensitivity test showed that the observed CSEM data can sufficiently constrain
the low resistivity structures below the seafloor. The existence of the low resistivity structures is
supported by the observation of the hydrothermal vents and clear self-potential anomaly. Therefore, they
are not artefacts from inversion algorithms but might be related to the formation of SMS deposits.
Vertical moderately conductive zones were also imaged. The hydrothermal vents were observed above
the vertical conductive zones. The vertical conductive zones are interpreted as the up-flow hydrothermal
conduits, stock-work SMS, or both. The hot fluids upwell from the deep parts to the seafloor, and then
laterally flows near the seafloor. The lateral flows of hot fluids contribute to the horizontally distributed
SMS accumulation below the seafloor.

To reduce computation time, the data-space approach was applied to the Occam inversion
algorithm. In this real field example with M=119,156 and N=3,833, the storage of the coefficient matrix
would require a factor of 1,000 times less memory than the model-space approach. The developed
inversion algorithm could be run with reasonable computation time. This is the first report on 3D
resistivity structures of SMS deposits. Based on the real data, I showed that the 3D marine CSEM data-
space Occam inversion algorithm is effective for imaging SMS deposits with a reasonable computation

time.
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Chapter 6

Conceptual model of SMS mineralization from
shallow and deep resistivity structures

6.1 Introduction

Accumulation of SMS occurs due to the decline of solubility of metal to mineral-rich fluids. SMS form
as chimney structures by mixing of mineral-rich fluids with low-temperature (0°C) and alkalescent
seawater (pH~8) at the seafloor (Nozaki et al. 2016). Mound-style SMS accumulate via the growth,
collapse, and cementation of chimneys (Tornos et al. 2015). Another key for SMS accumulation is phase
separation of hydrothermal fluids by boiling. Phase separation (gas species such as CO, and H»S into
the vapor phase, while ion species such as Cl and Na into the liquid phase) controls fluid chemistry. The
liquid phase has lower pH after phase separation. Decreasing of pH of mineral-rich fluids causes a metal
accumulation. Phase separation occurs in the mid-Okinawa Trough due to the lower confining pressures
from shallower water depths of around 1,000 m (Suzuki et al. 2008, Kawagucci ef al. 2011). Phase
separation might greatly contribute to accumulation for hydrothermal fields in the mid-Okinawa Trough.
I discuss the generation mechanism based on the resistivity models shown in Fig. 4.3 because of the

accumulated data in the Theya North Knoll hydrothermal field.

6.2 Possible generation mechanism of SMS deposits

I consider a possible mechanism of formation of the semi-layered SMS deposits shown in Fig. 4.3.
Because of the good correspondence of the conductive zones (CD1 and CD2) with the hydrothermal
vents and high heat flows, hydrothermal fluids are expected to ascend from the deep parts of CD1 and
CD2. The hydrothermal waters can be captured by less-permeable cap rocks (CP1 in Fig. 4.3), as
inferred from the seismic reflectors and drillings. The trapped hydrothermal fluids precipitated SMS
minerals below CP1, thereby forming conductive SMS deposits in CD2.

SMS deposits (CD2) possibly accumulate by decline of solubility of metal to mineral-rich fluids
by phase separation. A wide range of Cl concentrations of hydrothermal fluids between 16-585 mmol/kg
(seawater: 560 mmol/kg) suggests occurrences of phase separation below the seafloor (Kawagucci ef al.
2011). Actually, black smoker fluids with high Cl concentrations upwelled to the seafloor after a
penetration of drilling to a cap-rock (Kawagucci et al. 2013). The fluids with high CI concentrations
indicate occurrences of boiling below the cap rock layer. A numerical simulation also showed that
existence of cap rock layer is necessary for occurrences of boiling (Tomita et al. 2018).

The hydrothermal fluids passing through the cracks or fractures remaining in the cap rocks (CP1)

flows to the seafloor. However, the emitting fluids from hydrothermal vents are clear smoker (Chiba et
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al. 1996). Clear smoker fluids have no contribution to accumulation of SMS. This implies that CD1 on
the seafloor accumulated before, and are not developing currently. Observation of clear smoker fluids
also support that boiling and its associated SMS accumulation occur below the cap rock layer. I propose
a conceptual model of SMS mineralization inferred from the resistivity structures (Fig. 6.1). It has
combination of two types of SMS mineralization of mound-style SMS and sub-seafloor SMS. The sub-
seafloor SMS are developing by phase separation of boiling below a cap rock layer. The emitting fluids
are clear smoker flow, not black smoker flow. Thus, the mound SMS used to develop by mixing of
mineral-rich fluids with seawater on the seafloor.

Similar two-layer or multilayered SMS structures have been found from drilling in the ITheya North
hydrothermal field, not along the towed profile. The LWD exhibited two sequences of large variation in
gamma ray and resistivity, each of which indicated a high natural gamma-ray radiation zone, a low-
resistivity zone (< 0.3 Ohm-m), and a low-radiation/high-resistive zone from shallow to deep depths
(Takai et al. 2015). This sequence can be interpreted as a K-rich alteration zone, a buried sulfide zone,
and low-K hard (silicified) sediments (Saito ef al. 2015). Although the two-layer SMS deposits in the
Okinawa Trough were revealed by the seafloor drilling, the number of these boreholes was limited. The
recovery rate of the core is generally low in the hydrothermal field. Therefore, the obtained resistivity
structure is the first detailed image of the two-layer SMS deposits in the Okinawa Trough, and also the
first ever reported in the world. At another drilling program in the Izena hydrothermal field, Okinawa
Trough, JOGMEC (2013) reported buried SMS deposits at 20 mbsf or much deeper, together with the
seafloor SMS mounds. Such complex (two-layered or multilayered) SMS deposits under two or more
styles of mineralization are necessary in most cases (in the review by Tornos et al. 2015), and might be
rather normal.

In the resistivity from the CSEM data covering deep sub-seafloor shown in Fig. 5.5, the 0.2 Ohm-
m areas below the seafloor are connected to the vertical hydrothermal conduits. It indicates the
hydrothermal fluids and associated SMS laterally are presented below the seafloor. Flow of the
upwelling hydrothermal fluids might be guided by impermeable structures. Then, the hydrothermal
fluids laterally flow below the impermeable structures. However, such two-layer conductive anomalies
were not shown in the resistivity from the CSEM data covering deep sub-seafloor. In this field, SMS

mineralization below the seafloor might be a beginning stage.
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Figure 6.1. Inferred conceptual model of SMS mineralization; it is not to scale.

6.3 Conclusions

I proposed a generation mechanism of SMS deposits inferred from the resistivity structures in previous
sections. It has combination of two types of SMS mineralization of mound-style SMS and sub-seafloor
SMS. The sub-seafloor SMS are developing due to phase separation occurring below a cap rock layer.
The emitting fluids are currently clear smoker flows, not black smoker flows in the Iheya hydrothermal
field. Thus, the mound SMS used to develop by mixing of mineral-rich fluids with seawater on the
seafloor. This mechanism seems to be a common among SMS accumulation in the mid-Okinawa Trough.
Thus, identifying places of phase separation is a key for exploring SMS deposits developing below the

seafloor.
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Chapter 7

Conclusions

This thesis consists of the development of resistivity imaging techniques based on inversion algorithms
of 2D marine ERT surveys and 3D CSEM surveys for the exploration of SMS deposits. The ERT survey
tows a transmitter and eight electrode pairs of receivers for increasing resolution to shallow resistivity
structures. The high-resolution resistivity images near the seafloor could be obtained by inversion of the
ERT data. I focus on a CSEM survey consisting of a towed transmitter and stationary receivers on the
seafloor to investigate deep resistivity structures. 3D resistivity images covering the deep area below the
seafloor can be obtained by inversion of the CSEM data. I applied the developed inversion algorithms
to the observed real field data. The inversion algorithm obtained the detailed resistivity structures in the
hydrothermal fields. The resistivity models revealed distribution of SMS mineralization.

I developed a model-space Occam inversion algorithm for the 2D marine ERT survey. The marine
2D ERT forward modeling scheme was solved by the FEM with the unconstructed meshes. The detailed
bathymetry can be precisely modeled with unconstructed meshes. Numerical tests suing synthetic data
showed the 2D marine ERT inversion algorithm could image the shallowly existing conductive
anomalies after a small number of iterations.

The developed 2D inversion algorithm of deep-towed ERT data were applied to the observed data
in the lheya North hydrothermal field, the Okinawa Trough, southwestern Japan. The recovered
resistivity cross-section indicates a semi-layered structure consisting of exposed and deeply embedded
SMS deposits. This study represents the first reported success in detailed imaging of SMS deposits,
which demonstrates the effectiveness of the marine deep-towed ERT system for exploration and
characterization of SMS deposits.

A data-space Occam inversion algorithm for the 3D CSEM survey was developed. A 3D marine
CSEM forward modeling scheme was also developed using the FDM with the scattered field approach.
For the 3D CSEM inversion problem, the number of model parameters is frequently much larger than
the number of data Dimension of coefficient matrix for updating models could be reduced, from M x M
in the model-space approach, to N x N in the data-space approach. The 3D marine CSEM inversion
algorithm could image conductive and resistive anomalies embedded into a half-space after a small
number of iterations. Combined CSEM inversion algorithm of towed and ocean-bottom electric field
receiver data could recover anomalies on the seafloor and also a buried anomaly.

The 3D resistivity structures were obtained by applying the inversion algorithm to CSEM survey
data collected in the leyama hydrothermal field, mid-Okinawa Trough, southwestern Japan. The

obtained resistivity model by the developed inversion algorithm revealed 3D resistivity features. Thus,
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the 3D inversion algorithm is more suitable for recovering resistivity structures in this hydrothermal
field than the 1D or 2D inversion algorithms. The very low resistivity anomalies were laterally recovered
just below the observed active hydrothermal vents. Vertical moderately conductive zones were also
imaged. The vertical conductive zones are interpreted as the up-flow hydrothermal conduits, stock-work
SMS, or both. The hot fluids upwell from the deep parts to the seafloor, and then laterally flows near
the seafloor. The lateral flows of hot fluids contribute to the horizontally distributed SMS accumulation
below the seafloor.

I proposed a generation mechanism of SMS deposits inferred from the resistivity structures in
previous sections. It has combination of two types of SMS mineralization of mound-style SMS and sub-
seafloor SMS. The sub-seafloor SMS are developing by phase separation of boiling below a cap rock
layer. The emitting fluids are clear smoker flow, not black smoker flow. Thus, the mound SMS used to
develop by mixing of mineral-rich fluids with seawater on the seafloor.

These results showed a combination between the inversion of ERT and CSEM data enabled
seamless imaging of shallow and deep resistivity structures. The developed inversion techniques can be
extended to the exploration of other seafloor resources such as gas hydrate and oil reservoirs. Therefore,
the imaging technique is expected to be a common technique for exploring seafloor resources in the

future.
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