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Abstract

Location data have played an important role in improving the life quality of people in various aspects such as socio-economics, epidemiology, public health, public security, urban planning, navigation systems, and location-based marketing. Due to practical reasons (e.g., privacy concerns), location data at the individual-level are often aggregated over spatial regions. Data aggregation is an essential process; however, it makes it difficult to apply existing methods for spatial data analysis, most of which assume that individual-level data are available. One thus requires a framework for handling spatially aggregated data, which sheds light on the more effective utilization of aggregated data to solve the problems involved in human life and city environments.

In this thesis, we describe novel computational tools that support prediction and knowledge discovery from aggregated data. Our solution is a model that integrates an aggregation process, a critical functionality for handling data aggregated over regions; this allows for effective model learning based on aggregated data. We specifically propose probabilistic models and their inference algorithms that address the following two problems: 1) refining coarse-grained aggregated data; 2) inferring latent people flow from aggregated population data. We demonstrate the effectiveness of the proposed models by extensive experiments on real-world data sets.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Data and applications

Recent advances in information technology have increased the availability of data collected from various spaces such as urban cities, shopping malls, amusement parks, and exhibition halls. Organizations including governments and corporations are now gathering and releasing data on items such as poverty, air pollution, traffic, energy consumption, and crime (NYC Open Data; Chicago Data Portal). In general, each original data sample is represented by a pair of location points and values. The left part of Figure 1.1 shows an example of the data given five observed location points. In this thesis, this type of data is called individual-level data. We describe two instances of individual-level data as follows:

- **Poverty data.** Household surveys are conducted in most cities to examine socio-economic status. The surveys include several items such as income and the level of education; the poverty rate is calculated from these results. In this example, the value corresponds to the poverty rate represented by a positive number, which is associated with the household address.

- **Human location data.** One can determine an individual’s location by wireless technologies including global positioning systems (GPS) and Bluetooth Low Energy (BLE). In this example, the value is assigned as 1 to indicate the existence of a person; each sample is obtained at the location of a sensor (e.g., mobile phone and BLE beacon).

Table 1.1 summarizes five examples of location points and values that are specified by the kind of individual-level data set.

These data play a crucial role in improving the life quality of people in many aspects including socio-economics (Rupasinghaa and Goetz, 2007; Smith, Mashhadi, and Capra, 2014), epidemiology (Sturrock et al., 2014), public security (Bogomolov et al., 2014; Wang et
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**Figure 1.1:** Data illustration. (Left figure) Illustration of individual-level data. Five gray dots represent observed location points, where darker hues represent points with higher values. Each sample is represented by a pair of location points and values. (Right figure) Illustration of aggregate-level data given three spatial regions $R_A, R_B, R_C$. $\text{agg}()$ is the result of aggregation processes (e.g., spatial averaging), where the hue of each region is proportional to the resulting value. Each sample is associated with regions, not with location points.

**Table 1.1:** Examples of location point and value for each kind of individual-level data set. The value 1 indicates the existence of an observation.

<table>
<thead>
<tr>
<th>Data</th>
<th>Location point</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poverty data</td>
<td>Household address</td>
<td>Poverty rate</td>
</tr>
<tr>
<td>Air pollution data</td>
<td>Monitoring station location</td>
<td>Air quality index</td>
</tr>
<tr>
<td>Human location data</td>
<td>Location of sensor (e.g., mobile phone)</td>
<td>1</td>
</tr>
<tr>
<td>Crime data</td>
<td>Location where an incident happened</td>
<td>1</td>
</tr>
<tr>
<td>Disease data</td>
<td>Patient’s address</td>
<td>1</td>
</tr>
</tbody>
</table>

al., 2016), public health (Jerrett et al., 2013), urban planning (Yuan, Zheng, and Xie, 2012), disaster management (Song et al., 2014), navigation systems (Huang and Gartner, 2010; Kurashima et al., 2010), and location-based marketing (Dhar and Varshney, 2011). For instance, knowing the spatial distribution of poverty in a city is important for identifying key regions that require intervention; this allows us to optimize the allocation of resources for remedial action. As another instance, capturing human mobility patterns in a city yields better route recommendations and helps determine policy for urban planning.

**1.1.2 Challenges**

In practice, individual-level data gathered from a space of interest are not only anonymized but also often aggregated over spatial regions. The resulting values are obtained via aggregation processes, e.g., averaging and summation, over the values associated with the
location points in each spatial region. The spatial regions are assumed to be predefined for each data set. For example, crime rate data may be associated with police precincts. Population data gathered by sensors (e.g., BLE beacons) may be identified at each sensor location, in which case the spatial regions correspond to the observation ranges of sensors. The right part of Figure 1.1 shows an example of the data given three spatial regions. In this thesis, this type of data is called aggregate-level data or simply aggregated data.

There are several practical reasons why the data should be aggregated. First, most of the data sets have, either explicitly or implicitly, personal information: Individual identifier, address, education, occupation, income, and so on. Thus, one should aggregate the data for preserving people’s privacy. Second, governments and other stakeholders want to know a status (e.g., a socio-economic status) at the district level, because the intervention is typically conducted in the district. For example, some type of resource allocation might be determined according to the level of poverty in each district rather than the economic conditions of the individuals living there.

Although data aggregation is an essential process for the above reasons, it makes it difficult to apply existing methods for spatial data analysis, most of which assume that individual-level data are available. The main goal of this thesis is to present a framework for modeling spatially aggregated data, which has the capability for prediction and knowledge discovery from aggregated data. For each specific problem to be discussed in this thesis, we propose a probabilistic model that incorporates a key mechanism, i.e., an aggregation process, for handling data aggregated over regions; this allows for effective model learning based on aggregated data. Our proposed model provides a computational lens for discovering knowledge needed by practitioners even if one has only aggregate-level data.

The specific problems addressed in the thesis are described in the next section.

1.2 Thesis overview and contributions

1.2.1 Overview

The thesis specifically addresses two important problems involved in handling aggregated data. Accordingly, the thesis has a two-part structure; it focuses on two problem domains: 1) refining coarse-grained aggregated data; 2) inferring latent people flow from aggregated population data. We propose a probabilistic model and its inference algorithm for solving each problem. Summary of each part is as follows.
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1.2.2 Part 1 – Refining coarse-grained aggregated data

Understanding the spatial distribution of data, such as poverty rates and air pollution rates, in a city is needed to improve city environments efficiently. The data gathered from a city are actually associated with one of the predefined geographical partitions with various granularities including boroughs, community districts, zip code, and police precincts. We address the problem of refining coarse-grained aggregated data by utilizing multiple aggregated data sets with various granularities, which enables us to find pin-point key regions, e.g., the poorest regions of a city, efficiently. There have been no methods that can use multiple aggregated data sets with various granularities for refinement task.

We examine a formulation based on Gaussian processes (GPs) (Rasmussen and Williams, 2006) for refining coarse-grained aggregated data. The standard GP models assume that each sample is observed at a location point, not at a region. In order to handle the data aggregated over regions, we first formulate Spatially Aggregated Gaussian Processes with a Single Output (SAGP-S) in Chapter 3. In this formulation, we introduce an observation model with an aggregation process, which is an integral of a GP over the spatial region. This allows us to accurately evaluate variances and covariances with consideration of region shapes. Fine-grained data to be estimated can be obtained by deriving the posterior GP.

We propose two probabilistic models by extending SAGP-S to utilize multiple aggregated data sets with various granularities. The major difference between two proposed models is that dependences between data sets are established by different approaches: 1) regression approach and 2) multivariate approach. The main contributions of our models are summarized in the following approach-by-approach outline.

Regression approach

*Originally published in the Proceedings of the 33rd AAAI Conference on Artificial Intelligence (Tanaka et al., 2019a).*

In Chapter 4, we propose Two-stage Spatially Aggregated Gaussian Process Model (2-stage SAGP model) for refining coarse-grained aggregated data. In the regression approach, a target data to be refined is picked up; 2-stage SAGP model learns the regression coefficients for the auxiliary data sets. To handle auxiliary data sets with various granularities, we first derive a posterior GP separately for each auxiliary data set; this conceptually corresponds to spatial interpolation. The target data are assumed to be another GP that is modeled by a linear combination of the posterior GPs for auxiliary data sets. This allows us to learn the regression coefficients with consideration of the posterior variances for each
auxiliary data set. This is beneficial in that the usefulness of each auxiliary data set can be determined by not only the strength of relationship with the target data but also the uncertainty in spatial interpolation for each auxiliary data set. Since the target data are observed at regions, we introduce an observation model with an aggregation process, as in SAGP-S. By analytically integrating out the GPs for target and auxiliary data sets, we can estimate the parameters on the basis of the marginal likelihood. Since the estimation procedure can be divided into two steps, it has an advantage in computational efficiency. By constructing the posterior GP for the target data, we can obtain the fine-grained target data.

Experiments on real-world data sets from urban cities demonstrate that 2-stage SAGP model can 1) accurately refine coarse-grained aggregated data than the existing regression-based models and 2) effectively assess the usefulness of each auxiliary data set considering the strength of relationships with target data and the posterior variances for the auxiliary data sets, simultaneously.

**Multivariate approach**


In Chapter 5, we propose *Spatially Aggregated Gaussian Processes with Multiple Outputs (SAGP-M)*, a novel multivariate GP model that can infer the multivariate function from multiple aggregated data sets with various granularities. To establish the dependences between data sets, the multivariate approach aims to model a joint distribution of all data sets. In SAGP-M, the functions for respective data sets are assumed to be a multivariate dependent GP that is modeled as a linear mixing of independent latent GPs. Sharing of latent GPs across multiple data sets allows effective learning of spatial correlation for each data set; what is more, it can easily be used for transfer learning across multiple domains (e.g., cities). To handle the multiple aggregated data sets, we design an observation model with aggregation processes for all aggregated data sets, which is an integral of the mixed GP over the corresponding region.

We develop a parameter estimation procedure based on the marginal likelihood in which latent GPs are analytically integrated out. By deriving the posterior GP given multiple aggregated data sets, one can refine the coarse-grained aggregated data.

We conduct experiments on multiple real-world data sets from urban cities; the results show that SAGP-M can 1) accurately refine coarse-grained aggregated data and 2) improve refinement performance via the use of aggregated data sets from multiple cities.
1.2.3 Part 2 – Inferring latent people flow from aggregated population data

Originally published in the Proceedings of the 27th International Joint Conference on Artificial Intelligence (Tanaka et al., 2018).

Uncovering people’s movements in a space of interest is of critical importance in many applications such as navigation systems and urban planning. We assume the case where location information of people is aggregated over spatial regions (e.g., sensor ranges and grid cells) to preserve people’s privacy; then we have aggregated population data at each region. In Part 2, we simply call the region as location; it should be noted that it does not mean location points. In addition, we assume that the aggregated population data can be available at each time step. Since the aggregated data lack tracking information of individuals, determining the people flows between locations is not straightforward.

We address the problem of inferring latent people flows, that is, transition populations between locations, given just aggregated population data. The aggregated data we use as input consist of the numbers of incoming and outgoing people at each location and at each time step. Solving this problem enables us to analyze people’s mobility patterns while protecting privacy.

In practical situations, it is unrealistic to always observe everyone in at least one of the observed locations. Consider the case where location data are gathered by sensors (e.g., BLE beacons). We do not always have a large enough number of sensor devices to cover a large-scale space targeted; the observation range is limited and some people are not observed in any location in some time periods. In such situations, existing models fail to estimate transition populations between locations accurately.

In Chapter 6, we propose a probabilistic model, Time-delayed Collective Flow Diffusion Models (T-CFDM), that robustly infers transition populations between locations from aggregated population data gathered at limited locations. In T-CFDM, we assume that individuals move between locations in accordance with time-independent transition probabilities that are shared among people. Since the transition populations between locations are not obtained, we treat them as latent variables. We introduce an observation model with an aggregation process to encourage people flow conservation. A key idea is to incorporate travel duration distributions between observed locations into constraints that represent flow conservation law, which yields an accurate estimation of transition populations even if we have a limited number of observed locations.

We develop an efficient approximate expectation-maximization algorithm that can estimate transition populations and model parameters, simultaneously.
By using multiple real-world data sets: pedestrian location logs from large-scale exhibition halls, and bike trip data and taxi trip data from an urban city, we confirm that T-CFDM achieves better estimation performance than the compared methods.

1.3 Mathematical notations

In this section, we describe mathematical notations that we will use throughout this thesis. Vectors are denoted by lower-case bold letters, e.g., \( \mathbf{x} \), where all vectors are assumed to be column vectors. \( \mathbf{x}^\top \) denote the transpose of vector \( \mathbf{x} \). Matrices or sets are denoted by capital bold letters, e.g., \( \mathbf{X} \), and \( |\mathbf{X}| \) denotes the number of elements in set \( \mathbf{X} \).

\( \mathbf{I} \) denotes the identity matrix of appropriate dimension. The function \( \mathbf{1}(\bullet) \) denotes the indicator function represented by

\[
\mathbf{1}(B) = \begin{cases} 
1 & \text{if } B \text{ is true,} \\
0 & \text{otherwise.}
\end{cases}
\]  

(1.1)

\( \delta_{\bullet, \bullet} \) denotes Kronecker’s delta represented by

\[
\delta_{B, B'} = \begin{cases} 
1 & \text{if } B = B' \\
0 & \text{otherwise.}
\end{cases}
\]  

(1.2)

\( \mathbb{E}[\bullet] \) denotes expectation.
Part I

Refining Coarse-grained
Aggregated Data
Chapter 2

Introduction and survey

2.1 Introduction

In many cities around the world, a wide variety of aggregated data sets are recently available (Shadbolt et al., 2012; Goldstein and Dyson, 2013; Barlacchi et al., 2015). These data sets are essential for improving city environments in many disciplines such as socioeconomics (Rupasinghaa and Goetz, 2007; Smith, Mashhadi, and Capra, 2014), public security (Bogomolov et al., 2014; Wang et al., 2016), public health (Jerrett et al., 2013), and urban planning (Yuan, Zheng, and Xie, 2012). For example, the poverty distribution in a city is helpful for optimizing resource allocation for remedial action. Likewise, we can use the air pollution distribution for helping create policies that can control air quality.

In order to achieve the effective improvements of city environments, it is important to obtain the data at finer granularity; the fine-grained data allows us to easily identify pinpoint key regions that require intervention. Figures 2.1(a) and 2.1(b) illustrate the visualization examples of poverty rate data in New York City by community district and by borough, respectively, where darker hues represent poorer regions. Figure 2.1(a) is preferred than Figure 2.1(b) to better understand socio-economic problems in the city. In practice, however, such information is often aggregated into coarser granularities, as in Figure 2.1(b). It is indeed difficult to collect the large amount of individual-level data via a household survey over the whole population of a city, for the survey is too time-consuming and costly; one often opts for a sample survey instead. That is why the number of samples associated with each fine-grained region may not be large enough to provide a statistically significant estimate of the value associated to this region. One has no choice but to aggregate samples over larger regions (Smith, Mashhadi, and Capra, 2014).

In this part, we tackle the problem of refining coarse-grained aggregated data. One promising approach to address this problem is to utilize a wide variety of aggregated data sets
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from the same domain (e.g., a city). Existing models have been based on at least one of the following assumptions:

- All aggregated data sets, except for a coarse-grained target data set, have sufficiently fine spatial granularity (e.g., 1 km × 1 km grid cells).
- The data samples are observed at location points, not at regions; namely, we have the individual-level data.

Unfortunately, many aggregated data sets are actually associated with relatively large regions (e.g., zip code and police precinct); these existing models are not straightforwardly applicable in such situations.

We propose two probabilistic models based on Gaussian processes (GPs) (Rasmussen and Williams, 2006) for refining coarse-grained aggregated data by using multiple aggregated data sets with various granularities. Both proposed models incorporate a mechanism, a spatial aggregation process, essential for handling data that have been aggregated over regions, which is represented by an integral of a GP over the corresponding region. The major difference between the two proposed models is that dependences between data sets are established by different approaches: 1) regression approach and 2) multivariate approach, each of which is described in Chapters 4 and 5.

The remainder of this chapter is organized as follows. Section 2.2 provides the related works that are categorized into either 1) regression approach or 2) multivariate approach. Section 2.3 describes mathematical notations for spatially aggregated data used in this part and defines our problem of refining coarse-grained aggregated data. Finally, we present a roadmap of this part in Section 2.4.
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2.2 Related work

2.2.1 Categorization

Related works can be roughly categorized into two approaches: 1) regression approach and 2) multivariate approach. The major difference between them is as follows: Denoting $y_t$ and $y_a$ as target data and auxiliary data, respectively, the aim of the first approach is to design a conditional distribution $p(y_t \mid y_a)$; the second approach designs a joint distribution $p(y_t, y_a)$ instead.

2.2.2 Regression approach

A related problem has been addressed in the geostatistics community under the name of downscaling, disaggregation, areal interpolation, or fine-scale modeling (Gotway and Young, 2002), and this has attracted great interest in many disciplines such as socio-economics (Bogomolov et al., 2014; Smith, Mashhadi, and Capra, 2014), agricultural economics (Howitt and Reynaud, 2003; Xavier et al., 2016), epidemiology (Sturrock et al., 2014), meteorology (Wotling et al., 2000; Wilby et al., 2004), and geographical information systems (Goovaerts, 2010). The regression-based models can further be categorized into two cases in terms of target data availability.

The first case: A large amount of coarse- and fine-grained target data are available for training. In that case, one can predict the fine-grained target data by training a mapping function from coarse- to fine-grained data, in which mapping function is learned by using various statistical methods including linear regression models (Hessami et al., 2008), neural networks (Cannon, 2011; Misra, Sarkar, and Mitra, 2017), and support vector machines (Ghosh, 2010). Recently, super-resolution techniques based on deep neural networks have been applied for refining coarse-grained aggregated data (Vandal et al., 2017; Vandal et al., 2018). The super-resolution techniques aim to learn a mapping function from low- to high-resolution images (Dong et al., 2014). The method by (Vandal et al., 2017) is based on the analogy between data aggregated over grid cells and images; values at grid cells are regarded as values at pixels. However, the large amount of fine-grained aggregated data needed for training are not available in many practical cases (e.g., poverty survey), and often only coarse-grained aggregated data are available. These methods are not applicable in such situations.

The second case: Only coarse-grained target data are available, which is the focus of this study. Regression models (linear and non-linear) are used for learning the regression coefficients of target data for auxiliary data sets that have fine granularity (e.g., 1 km
2.2. Related work

In the models of (Murakami and Tsutsumi, 2011; Park, 2013), the regression coefficients can be estimated under the spatial aggregation constraints that encourage consistency between fine- and coarse-grained target data. The aggregation constraints have been incorporated via block kriging (Burgess and Webster, 1980) or transformations of Gaussian process (GP) priors (Murray-Smith and Pearlmutter, 2004; Smith, Álvarez, and Lawrence, 2018), which are developed for addressing the change of support problem in geostatistics. There have been a number of advanced models that offer a fully Bayesian inference (Keil et al., 2013; Taylor, Andrade-Pacheco, and Sturrock, 2018; Wilson and Wakefield, 2018) or a variational inference (Law et al., 2018) for model parameters.

These models require that all auxiliary data sets are either the individual-level data or the data aggregated over sufficiently fine-grained regions, for one needs to prepare the auxiliary data sets that have spatial granularities equivalent to that of fine-grained target data to be estimated. However, the aggregated data available on a city are actually associated with various geographical partitions, thus one might not be able to obtain the auxiliary data sets that meet the above requirements. Accordingly, these models are not applicable for multiple auxiliary data sets with various granularities.

In Chapter 4, we propose a new regression-based model that can use auxiliary data sets with various granularities to refine coarse-grained target data. Our model is based on the following three parts: 1) deriving the posterior GPs for auxiliary data sets separately; 2) modeling a GP for target data as a linear combination of the posterior GPs for auxiliary data sets; 3) introducing an observation model with spatial aggregation processes for target data. This formulation allows for supporting multiple auxiliary data sets with various granularities and learning model parameters while encouraging the aggregation constraints as in block kriging.

2.2.3 Multivariate approach

Multivariate modeling is another option for establishing the dependences between data sets, which is generally advantageous as it can alleviate the data sparsity problem. In geostatistics, the classical method of co-kriging is widely used for predicting multivariate spatial data (Myers, 1984); this method is, however, problematic in that it is unclear how to define cross-covariance functions that determine the dependences between data sets (Gibbs and MacKay, 1997). The linear model of coregionalization (LMC) is one of the
most widely-used approaches for constructing a multivariate function; the dependent outputs are expressed as a linear mixing of independent latent functions (Álvarez, Rosasco, and Lawrence, 2012). In the machine learning literature, there has been growing interest in multivariate GPs (Rasmussen and Williams, 2006), in which dependences between data sets are introduced via methodologies such as process convolution (Higdon, 2002; Boyle and Frean, 2005), latent factor modeling (Teh, Seeger, and Jordan, 2005; Luttinen and Ilin, 2009), and multi-task learning (Micchelli and Pontil, 2004; Bonilla, Chai, and Williams, 2008). The semiparametric latent factor model (SLFM) is an instance of LMC, in which latent functions are defined by GPs (Teh, Seeger, and Jordan, 2005). Unfortunately, these multivariate GP models cannot be straightforwardly used for modeling the aggregated data we focus on, because they assume that the data samples are observed at location points; namely they do not have a mechanism, a spatial aggregation process, essential for handling data that have been aggregated over regions.

In Chapter 5, we propose a novel probabilistic model for inferring multivariate function from multiple aggregated data sets with various granularities. Our model is an extension of SLFM. To handle the multiple aggregated data sets, we introduce an observation model with the spatial aggregation processes for all data sets, which is represented by the integral of the mixed GP over each corresponding region. The sharing of key information (i.e., covariance function) can be used for transfer learning across a wide variety of data sets, which allows our model 1) to robustly estimate the spatial correlations for the respective data sets and 2) to utilize aggregated data sets from multiple domains (e.g., cities).

Multi-task GP models have recently and independently been proposed for addressing similar problems (Hamelijnck et al., 2019; Yousefi, Smith, and Álvarez, 2019). Main differences of our work from them are as follows: 1) explicit derivation of the posterior GP given multivariate aggregated data; 2) transfer learning across multiple domains; 3) extensive experiments on real-world data sets defined on the two-dimensional input space.

2.3 Problem formulation

In this section, we describe the mathematical notations used in this part, and define the problem of refining coarse-grained aggregated data. Assume that we have a wide variety of aggregated data sets from the same domain (e.g., a city), and each data set is associated with one of the geographical partitions that have various granularities. Let $S$ be the number of kinds of data sets. The notations are listed in Table 2.1.

**Partition and region.** Let $X \subset \mathbb{R}^2$ denote an input space (e.g., a total region of a city), and $x \in X$ denote an input variable, represented by its coordinates (e.g., latitude and
2.4 Roadmap

The remainder of this part is organized as follows. In Chapter 3, we first describe *Spatially Aggregated Gaussian Processes with a Single Output (SAGP-S)*, which is the GP formulation we developed for handling the data aggregated over regions. This is a key technique for constructing the following proposed models.

In Chapter 4, we propose a regression-based model, *Two-stage Spatially Aggregated Gaussian Process Model (2-stage SAGP model)*, for refining coarse-grained aggregated data by using

---

**Table 2.1: Notation for spatially aggregated data.**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>number of kinds of data sets</td>
</tr>
<tr>
<td>$s$</td>
<td>data set index, $s = 1, \ldots, S$</td>
</tr>
<tr>
<td>$X$</td>
<td>input space, $X \subset \mathbb{R}^2$</td>
</tr>
<tr>
<td>$x$</td>
<td>input variable, $x \in X$</td>
</tr>
<tr>
<td>$P_s$</td>
<td>partition of $X$ for the $s$-th data set</td>
</tr>
<tr>
<td>$</td>
<td>P_s</td>
</tr>
<tr>
<td>$n$</td>
<td>region index, $n = 1, \ldots,</td>
</tr>
<tr>
<td>$R_{s,n}$</td>
<td>the $n$-th region in $P_s$</td>
</tr>
<tr>
<td>$y_{s,n}$</td>
<td>value associated with $R_{s,n}$, $y_{s,n} \in \mathbb{R}$</td>
</tr>
<tr>
<td>$D_s$</td>
<td>the $s$-th aggregated data set, $D_s = {(R_{s,n}, y_{s,n}) \mid n = 1, \ldots,</td>
</tr>
<tr>
<td>$D$</td>
<td>$S$ aggregated data sets, $D = \cup_{s=1}^S D_s$</td>
</tr>
<tr>
<td>$p_{\text{fine}}$</td>
<td>target fine-grained partition of $X$</td>
</tr>
<tr>
<td>$R_{n}^{\text{fine}}$</td>
<td>the $n$-th region in $p_{\text{fine}}$</td>
</tr>
<tr>
<td>$y_{s,n}^{\text{fine}}$</td>
<td>target fine-grained data value associated with $R_{n}^{\text{fine}}$, $y_{s,n}^{\text{fine}} \in \mathbb{R}$</td>
</tr>
</tbody>
</table>

Spatially aggregated data. Let $y_{s,n} \in \mathbb{R}$ denote a value associated with the $n$-th region $R_{s,n}$ of the $s$-th data set. Each data sample is represented by the pair $(R_{s,n}, y_{s,n})$. Suppose that we have $S$ aggregated data sets $D = \cup_{s=1}^S D_s$, where $D_s = \{(R_{s,n}, y_{s,n}) \mid n = 1, \ldots, |P_s|\}$.

Problem. Let $p_{\text{fine}}$ be the target fine-grained partition, and $R_{n}^{\text{fine}} \in p_{\text{fine}}$ be the $n$-th region in $p_{\text{fine}}$. Suppose that we have the aggregated data sets $D$ and the target partition $p_{\text{fine}}$, we would like to predict the fine-grained data $\{y_{s,n}^{\text{fine}} \in \mathbb{R} \mid n = 1, \ldots, |p_{\text{fine}}|\}$ associated with the target regions $\{R_{n}^{\text{fine}} \mid n = 1, \ldots, |p_{\text{fine}}|\}$ for an arbitrary data set index $s$. 
multiple auxiliary data sets with various granularities. This model is based on three parts: 1) the posterior of SAGP-S is separately obtained for each auxiliary data set; 2) a GP for target data is modeled by a linear combination of the posterior GPs for auxiliary data sets; 3) introducing an observation model with the output represented by an integral of the GP for target data. 2-stage SAGP model adopts a two-step inference procedure for learning model parameters, which has an advantage in computational efficiency.

In Chapter 5, we propose a multivariate GP model, *Spatially Aggregated Gaussian Processes with Multiple Outputs (SAGP-M)*, which is a natural extension of SAGP-S to handle multiple outputs. Multivariate dependent GP is constructed by a linear mixing of independent latent GPs. We design an observation model with spatial aggregation processes for the multivariate aggregated data. A one-step inference procedure for estimating model parameters is available in SAGP-M; this allows to effectively estimate spatial correlations for respective data sets by alleviating the data sparsity problems involved in coarse-grained aggregated data.
Chapter 3

Spatially Aggregated Gaussian Processes with a Single Output

3.1 Overview

In this chapter, we describe a probabilistic model, Spatially Aggregated Gaussian Processes with a Single Output (SAGP-S), for inferring a function from a single aggregated data set, which is a core idea for constructing the models proposed in Chapters 4 and 5. Gaussian process (GP) is widely used as a prior over the continuous function on the input space (Rasmussen and Williams, 2006). Most of GP-based models assume that the samples are identified by location points, not by regions; thus, these GP-based models cannot straightforwardly apply to modeling of data aggregated over regions. To address this issue, block kriging (Burgess and Webster, 1980) and transformations of GP priors (Murray-Smith and Pearlmutter, 2004; Smith, Álvarez, and Lawrence, 2018) have been developed. A common idea of these works is to model the aggregated output as an integral of the random function (e.g., GP) over the appropriate integral interval.

In the remainder of this chapter, we present the formulation of SAGP-S and its inference procedures. Although our formulation is based on the idea of prior works (Burgess and Webster, 1980; Murray-Smith and Pearlmutter, 2004; Smith, Álvarez, and Lawrence, 2018), it is more informative in that 1) we discuss the integrability of GP and 2) we describe the explicit derivation of marginal likelihood and posterior GP given aggregated data, which allows the formulation of our proposed models in Chapters 4 and 5.

3.2 Model

Consider the case of a single output; namely we obtain just one aggregated data set. Let \( \{(R_n, y_n) \mid n = 1, \ldots, |P|\} \) denote the aggregated data, each value \( y_n \in \mathbb{R} \) of which is
associated with the \( n \)-th region \( R_n \) in the partition \( P \).

In a way similar to the standard GP approach, a noise-free latent function \( f(x) : X \rightarrow \mathbb{R} \) for observed data is assumed to be a GP represented by

\[
  f(x) \sim \mathcal{GP}(m(x), k(x, x')) ,
\]

(3.1)

where \( m(x) : X \rightarrow \mathbb{R} \) and \( k(x, x') : X \times X \rightarrow \mathbb{R} \) are a mean function and a covariance function, respectively, both of which are assumed integrable. The mean function \( m(x) \) defines the mean value of function \( f(x) \) at location point \( x \). The covariance function \( k(x, x') \) determines the spatial correlation between the pair of location points \( (x, x') \).

To handle aggregated observations, we introduce an observation model with a spatial aggregation process. Let \( y = (y_1, \ldots, y_{|P|})^\top \) be a \(|P|\)-dimensional vector consisting of the aggregated observations. Each observation is assumed to be obtained by integrating the GP \( f(x) \) over the corresponding region; \( y \) is generated from the Gaussian distribution

\[
  y \mid f(x) \sim \mathcal{N}
  \left( y \mid \int_X a(x) f(x) \, dx, \sigma^2 I \right) ,
\]

(3.2)

where \( a(x) = (a_1(x), \ldots, a_{|P|}(x))^\top \), whose entry \( a_n(x) \) is a nonnegative weight function for spatial aggregation over region \( R_n \). This formulation does not depend on the particular choice of \( \{a_n(x)\} \), provided that they are integrable. If one takes, for region \( R_n \),

\[
  a_n(x) = \frac{\mathbb{1}(x \in R_n)}{\int_X \mathbb{1}(x' \in R_n) \, dx'} ,
\]

(3.3)

then \( y_n \) is the average of \( f(x) \) over \( R_n \). One may also consider other aggregation processes to suit the property of the aggregated observations, including simple summation and population-weighted averaging over \( R_n \). Here, \( \sigma^2 \) in (3.2) is the noise variance for the observation model.

In our formulation, the observations are assumed to be obtained from the Gaussian distribution (3.2). This option has the advantage that marginalization of GPs for inference can be analytically calculated; the details are contained in the next section. Another option is to opt for Poisson distribution for count data. In that case, we should employ approximate inference algorithms, e.g., variational inference, as in (Law et al., 2018).

\footnote{We here assume that the integral appearing in (3.2) is well-defined. Actually, sample paths of a Gaussian process are in general not integrable without additional assumptions; the conditions under which the integral is well-defined are discussed in Appendix A.}
3.3 Inference

3.3.1 Outline

Given the aggregated data $y$, we attempt to derive the posterior GP defined on $X$ on the basis of a Bayesian inference procedure. The model parameters, $m(x)$, $k(x, x')$, $\sigma^2$, are learned by maximizing the marginal likelihood, in which GP $f(x)$ can be analytically integrated out; we then construct the posterior GP by using the estimated parameters. Once the posterior GP is obtained, one can predict a data value at any location point. The predicted value $y_{\text{fine}}^{\text{fine}}$ associated with the target fine-grained region $R_n^{\text{fine}}$ can be calculated by integrating the posterior GP over the region $R_n^{\text{fine}}$.

3.3.2 Marginal likelihood

Given the aggregated data $y$, the marginal likelihood is given by

$$ p(y) = \mathcal{N}(y \mid \mu, C), \quad (3.4) $$

where we analytically integrate out the GP prior $f(x)$. Here, $\mu$ is a $|P|$-dimensional mean vector represented by

$$ \mu = \int_X a(x)m(x) \, dx, \quad (3.5) $$

which is the integral of the mean function $m(x)$ over the respective regions. $C$ is a $|P| \times |P|$ covariance matrix represented by

$$ C = \iint_{X \times X} k(x, x') a(x) a(x')^\top \, dx \, dx' + \sigma^2 I. \quad (3.6) $$

The derivation of the marginal likelihood (3.4) is described in the following paragraph. Equation (3.6) provides the region-to-region covariance matrix in the form of the double integral of the covariance function $k(x, x')$ over the respective pairs of regions in $P \times P$; this conceptually corresponds to aggregation of the covariance function values that are calculated at the infinite pairs of location points contained in the corresponding region pairs. Since the integrals over regions in (3.5) and (3.6) cannot be calculated analytically, in practice we use a numerical approximation of these integrals. Details are provided in Section 3.3.4. The formulation (3.6) is advantageous in the following reasons.

- The variances at regions can be appropriately evaluated considering the region sizes.
- In the case of region-average model (3.3), the larger the region size is, the smaller the
variance is. This is beneficial functionality because there might be the regions with various sizes in the input aggregated data.

- This allows for accurately evaluating the covariances between regions considering their shapes; this is extremely helpful as some input data are likely to originate from irregularly shaped regions (e.g., extremely elongated).

By maximizing the logarithm of the marginal likelihood (3.4), we can estimate the model parameters. The optimization problem can be solved by using any numerical optimization method such as the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm (Liu and Nocedal, 1989).

**Derivation of the marginal likelihood (3.4)**

The integral of the GP \( f(x) \) appearing in (3.2) is assumed to be well-defined (See Appendix A for the integrability condition). Let \( x_1, \ldots, x_I \) denote \( I \) grid points of a regular grid covering \( X \), and \( \Delta \) denote the grid cell volume. We consider Riemann sums to approximate the integral in (3.2) on \( X \); and analytically integrate out the GP prior \( f(x) \). We then take the limit \( \Delta \to 0 \) to derive the marginal likelihood (3.4).

Let \( \bar{f} = (f(x_1), \ldots, f(x_I))^\top \) be an \( I \)-dimensional vector consisting of the GP outputs at \( I \) grid points. By the definition of GP, \( \bar{f} \) is the \( I \)-dimensional Gaussian random variable; the distribution of \( \bar{f} \) is given by

\[
\bar{f} \sim \mathcal{N}(\bar{f} \mid \bar{m}, \bar{K}), \tag{3.7}
\]

where \( \bar{m} = (m(x_1), \ldots, m(x_I))^\top \), and where \( \bar{K} \) is an \( I \times I \) covariance matrix, whose \((i, i')\)-entry is \( k(x_i, x_{i'}) \). Consider the observation process yielding the aggregated observations \( y \) defined by

\[
y \mid \bar{f} \sim \mathcal{N}(y \mid \bar{a}\bar{f}, \sigma^2 I), \tag{3.8}
\]

where \( \bar{a} = (a(x_1), \ldots, a(x_I)) \Delta \). Equation (3.8) shows that \( y \) is a linear transformation of the Gaussian random variable; thus, the marginal likelihood of \( y \) approximated by Riemann sums is given by

\[
p(y) = \int \mathcal{N}(y \mid \bar{a}\bar{f}, \sigma^2 I) \mathcal{N}(\bar{f} \mid \bar{m}, \bar{K}) \, d\bar{f}
= \mathcal{N}(y \mid \bar{\mu}, \bar{C}). \tag{3.9}
\]
Here, the mean vector $\tilde{\mu}$ and the covariance matrix $\tilde{C}$ are given by

$$\tilde{\mu} = \tilde{a} \tilde{m},$$

$$\tilde{C} = \tilde{a} \tilde{K} \tilde{a}^\top + \sigma^2 I,$$

respectively.

By regarding sums over the $I$ terms as Riemann sums approximating the corresponding integrals over $X$, in the limit $\Delta \to 0$, one can replace those sums over $I$ terms with the corresponding integrals over $X$. The observation model of $y$ is obtained as follows:

$$p(y) = \mathcal{N} \left( y \mid \sum_{i=1}^I a(x_i) f(x_i) \Delta, \sigma^2 I \right)$$

$$\to \mathcal{N} \left( y \mid \int_X a(x) f(x) \, dx, \sigma^2 I \right).$$

The mean vector and the covariance matrix are obtained as follows:

$$\tilde{\mu} = \sum_{i=1}^I a(x_i) m(x_i) \Delta$$

$$\to \int_X a(x) m(x) \, dx = \mu,$$

$$\tilde{C} = \sum_{i,i'=1}^I k(x_i, x_{i'}) a(x_i) a(x_{i'})^\top \Delta^2 + \sigma^2 I$$

$$\to \int_{X \times X} k(x, x') a(x) a(x')^\top \, dx \, dx' + \sigma^2 I = C,$$

showing that the mean vector $\tilde{\mu}$ and the covariance matrix $\tilde{C}$ of $y$ are reduced in this limit to the vector $\mu$ and the matrix $C$ defined in (3.5) and (3.6), respectively.

### 3.3.3 Posterior GP

Given the aggregated data $y$ and the estimated parameters, the posterior GP $f^*(x)$ is given by

$$f^*(x) \sim \mathcal{GP} \left( m^*(x), k^*(x, x') \right),$$

where $m^*(x) : X \to \mathbb{R}$ and $k^*(x, x') : X \times X \to \mathbb{R}$ are the mean function and the covariance function for $f^*(x)$, respectively. Defining $h(x) : X \to \mathbb{R}^{|P|}$ as

$$h(x) = \int_X a(x') k(x', x) \, dx',$$
which consists of the point-to-region covariances; that is, the covariances between any location point \( x \) and the respective regions, the mean function \( m^*(x) \) and the covariance function \( k^*(x, x') \) are given by

\[
m^*(x) = m(x) + h(x)^\top C^{-1}(y - \mu),
\]

\[
\begin{align*}
  k^*(x, x') &= k(x, x') - h(x)^\top C^{-1}h(x').
\end{align*}
\]

respectively. Derivation of the posterior GP (3.15) is detailed in the following paragraph. One can predict the data value at any location point by using the mean function (3.17); the data value \( y\text{fine}_{s,n} \) at the fine-grained region can be obtained by integrating the mean function (3.17) over the corresponding region \( R\text{fine}_{s,n} \). By using the covariance function (3.18), one can also evaluate the prediction uncertainty.

**Derivation of the posterior GP (3.15)**

Letting \( x \) denote an arbitrary input variable, a joint distribution of \( f(x) \) and \( y \) is given by a \((|P| + 1)\)-dimensional Gaussian distribution,

\[
\begin{bmatrix}
  y \\
  f(x)
\end{bmatrix} \sim \mathcal{N}
\begin{bmatrix}
  \bar{\mu} \\
  m(x)
\end{bmatrix}, \quad
\begin{bmatrix}
  \bar{C} \\
  \bar{h}(x)^\top
\end{bmatrix}
\]

where we use the marginal likelihood (3.8) approximated by Riemann sums, and where

\[
\bar{h}(x) = \bar{a} \hat{k}.
\]

Here, \( \hat{k} \) is an \( I \)-dimensional vector whose \( i \)-th element is \( k(x_i, x) \). The posterior of \( f(x) \) given \( y \) is known to be a Gaussian distribution with mean

\[
m^*(x) = m(x) + \bar{h}(x)^\top \bar{C}^{-1}(y - \bar{\mu})
\]

and covariance

\[
k^*(x, x') = k(x, x') - \bar{h}(x)^\top \bar{C}^{-1}\bar{h}(x'),
\]

respectively. In the limit \( \Delta \to 0 \), one has

\[
\bar{h}(x) = \sum_{i=1}^{I} a(x_i) k(x_i, x) \Delta \\
\to \int_X a(x') k(x', x) dx' = h(x),
\]

(3.23)
where \( h(x) \) is defined in (3.16). The above calculation shows that in the limit \( \Delta \to 0 \) the posterior process \( f^*(x) \) is a GP with mean function \( m^*(x) \) and covariance function \( k^*(x,x') \) given by (3.17) and (3.18), respectively.

### 3.3.4 Approximation of the integral over regions

The integrals over regions in (3.5), (3.6), and (3.16) cannot be performed analytically; thus we approximate these integrals by using sufficiently fine-grained square grid cells. We divide input space \( X \) into square grid cells, and take \( G_n \) to be the set of grid points that are contained in region \( R_n \). Let us consider the approximation of the integral in the covariance matrix (3.6). The \((n, n')\)-entry \( C(n, n') \) of \( C \) is approximated as follows:

\[
C(n, n') = \int_{x \times x'} k(x, x') a_n(x)a_{n'}(x') \, dx \, dx' + \delta_{n, n'} \sigma^2
\]

\[
\approx \frac{1}{|G_n|} \frac{1}{|G_{n'}|} \sum_{i \in G_n} \sum_{i' \in G_{n'}} k(x_i, x_{i'}) + \delta_{n, n'} \sigma^2, \quad (3.25)
\]

where we use the formulation of the region-average model (3.3). The integrals in (3.5) and (3.16) can be approximated in a similar way. Letting \(|G|\) denote the number of all grid points, the computational complexity of \( C \) (3.6) is \( O(|G|^2) \); assuming the constant weight \( a_n(x) = a_n \) (e.g., region average), the computational complexity can be reduced to \( O(|P| |P||Q|) \), where \(|Q|\) is the cardinality of the set of distinct distance values between grid points. Here, we use the property that \( k(x_i, x_{i'}) \) in (3.25) depends only on the distance between \( x_i \) and \( x_{i'} \). This is useful for reducing the computation time and the memory requirement.
Chapter 4

Regression approach

4.1 Overview

In this chapter, we discuss the methods based on the regression approach. As described in Section 2.2.2, the existing regression-based models are applicable under the assumption that we obtain the auxiliary data sets that have the spatial granularity equivalent to that of the target fine-grained partition; thus, these models cannot utilize multiple auxiliary data sets with various granularities.

We propose a probabilistic model, Two-stage Spatially Aggregated Gaussian Process Model (2-stage SAGP model), for refining coarse-grained target data via the use of multiple auxiliary data sets with various granularities. In 2-stage SAGP model, we adopt the regression approach for estimating the relationships between target data and auxiliary data sets. Since the auxiliary data sets have various granularities, we first apply SAGP-S (described in Chapter 3) to each auxiliary data set separately to derive the posterior Gaussian process (GP) defined on the continuous space; this conceptually corresponds to spatial interpolation. A key idea is that the target data are assumed to be another GP that is modeled by a linear combination of the posterior GPs for auxiliary data sets, in which posterior GPs are analytically integrated out; it should be noted that it does not use point estimates. This allows us to consider the posterior variances for each auxiliary data set to determine their usefulness. The variances represent the uncertainty in spatial interpolation, which is governed by several factors; for example, they might be affected by sample density, that is, spatial granularity of auxiliary data; the finer the granularity is, the lower the variance is. As another example, the variances might be affected by the degree of stationarity of data; if the auxiliary data have actually a highly non-stationary property and the covariance function is assumed to be stationary, then the estimated variances tend to be higher. Accordingly, these variances play an important role in learning the usefulness of each auxiliary data set that have various granularities. Since the target data are observed not at
location points but at regions, we also adopt an observation model for target data with a spatial aggregation process, as in SAGP-S.

We obtain the posterior GP for target data via a Bayesian inference procedure, where the parameter estimation can be performed by maximizing the marginal likelihood in which GP for target data are analytically integrated out. The estimation of 2-stage SAGP model is computationally efficient because its procedure can be divided into two steps.

By conducting experiments on multiple real-world data sets from New York City and Chicago, we confirm that our model can refine the coarse-grained target data more accurately compared with the existing regression-based models.

The remainder of this chapter is organized as follows. In Section 4.2, we provide the formulation of 2-stage SAGP model and its inference procedure. In Section 4.3, 2-stage SAGP model is evaluated experimentally using real-world data sets. Finally, this chapter is summarized and the future work is discussed in Section 4.4.

### 4.2 Proposed model

#### 4.2.1 Model

In the regression approach, we distinguish between a target data set and auxiliary data sets. Let $s$ be a target data index, and $D^t = D_s$ be the target data set; let $D^a = D \setminus D_s$ be the $S - 1$ auxiliary data sets, where $D \setminus D_s$ represents the set difference of $D$ and $D_s$. In this section, we use the following notations for target and auxiliary data sets,

$$D^t = D_s = \{(R_{s,n}, y_{s,n}) \mid n = 1, \ldots, |P_s|\}, \quad (4.1)$$

$$D^a = \bigcup_{s' \in S^a} D_{s'}, \quad \text{where} \quad D_{s'} = \{(R_{s',n}, y_{s',n}) \mid n = 1, \ldots, |P_{s'}|\}, \quad (4.2)$$

where $S^a = \{1, \ldots, S\} \setminus s$ is the indices for the auxiliary data sets. Let $y_s = (y_{s,1}, \ldots, y_{s,|P_s|})^\top$ be a $|P_s|$-dimensional vector consisting of the observations for the target data set. Let $y_{s'} = (y_{s',1}, \ldots, y_{s',|P_{s'}|})^\top$ denote a $|P_{s'}|$-dimensional vector consisting of the observations for the $s'$-th auxiliary data set. In the regression approach, we aim to model a conditional probability $p(y_s \mid \{y_{s'}\}_{s' \in S^a})$, which allows us to adopt a two-step inference procedure described in Section 4.2.2; this is advantageous in the computational cost for learning model parameters.

We propose 2-stage SAGP model (two-stage spatially aggregated Gaussian process model) for refining coarse-grained target data $y_s$ by utilizing multiple auxiliary data sets $\{y_{s'}\}_{s' \in S^a}$.
with various granularities. The formulation of this model consists of three parts: 1) deriving the posterior GPs for auxiliary data sets; 2) constructing a GP for target data as a linear combination of the posterior GPs for auxiliary data sets; 3) introducing an observation model for target aggregated data. The generative process for 2-stage SAGP model is illustrated schematically in Figure 4.1. Mathematical notations for 2-stage SAGP model are summarized in Table 4.1.

**Figure 4.1: Generative process for 2-stage SAGP model.**

### Deriving the posterior GPs for auxiliary data sets

In order to handle multiple auxiliary data sets with various granularities, we first apply SAGP-S (described in Chapter 3) to each auxiliary data set, separately, to derive a posterior GP defined on the continuous space; this conceptually corresponds to spatial interpolation for aggregated data. Let $f_{s'}(x)$ be a function for the $s'$-th auxiliary data set. Consider $S - 1$ independent GPs,

$$f_{s'}(x) \sim \mathcal{GP} \left( \nu_{s'}(x), \gamma_{s'}(x,x') \right), \quad s' \in S^a,$$

(4.3)

with a mean function $\nu_{s'}(x) : X \to \mathbb{R}$ and a covariance function $\gamma_{s'}(x,x') : X \times X \to \mathbb{R}$ for the $s'$-th auxiliary data set, both of which are assumed integrable. We assume that the auxiliary data sets $\{y_{s'}\}_{s' \in S^a}$ are independently generated from the following observation models with spatial aggregation processes,

$$y_{s'} | f_{s'}(x) \sim \mathcal{N} \left( y_{s'}, \int_X a_{s'}(x)f_{s'}(x) \, dx, \sigma_{s'}^2 I \right), \quad s' \in S^a,$$

(4.4)
4.2. Proposed model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>index of target data set</td>
</tr>
<tr>
<td>$S^a$</td>
<td>indices of auxiliary data sets, $S^a = {1, \ldots, S} \setminus s$</td>
</tr>
<tr>
<td>$s'$</td>
<td>index of auxiliary data set, $s' \in S^a$</td>
</tr>
<tr>
<td>$f_{s'}(x)$</td>
<td>GP for the $s'$-th auxiliary data set</td>
</tr>
<tr>
<td>$v_{s'}(x)$</td>
<td>mean function of $f_{s'}(x)$</td>
</tr>
<tr>
<td>$\gamma_{s'}(x, x')$</td>
<td>covariance function of $f_{s'}(x)$</td>
</tr>
<tr>
<td>$\sigma^2_{s'}$</td>
<td>noise variance for the $s'$-th auxiliary data set</td>
</tr>
<tr>
<td>$w_{s'}$</td>
<td>regression coefficient for the $s'$-th auxiliary data set, $w_{s'} \in \mathbb{R}$</td>
</tr>
<tr>
<td>$f_{s}(x)$</td>
<td>GP for the target data set</td>
</tr>
<tr>
<td>$m_{s}(x)$</td>
<td>mean function of $f_{s}(x)$</td>
</tr>
<tr>
<td>$k_{s}(x, x')$</td>
<td>covariance function of $f_{s}(x)$</td>
</tr>
<tr>
<td>$\sigma^2_{s}$</td>
<td>noise variance for the target data set</td>
</tr>
<tr>
<td>$\eta(x)$</td>
<td>GP for the regression residuals in $f_{s}(x)$</td>
</tr>
<tr>
<td>$v(x)$</td>
<td>mean function of $\eta(x)$</td>
</tr>
<tr>
<td>$\gamma(x, x')$</td>
<td>covariance function of $\eta(x)$</td>
</tr>
</tbody>
</table>

where $a_{s'}(x) : X \rightarrow \mathbb{R}^{|P_s|}$ is a nonnegative weight function for spatial aggregation of the $s'$-th auxiliary data set, and where $\sigma^2_{s'}$ is a noise variance. Defining $f_{s'}(x)$ as the posterior GP for the $s'$-th auxiliary data set, the posterior GPs for the auxiliary data sets are given by

$$f_{s'}(x) \sim \mathcal{GP}(v_{s'}(x), \gamma_{s'}(x, x')) , \quad s' \in S^a,$$

where $v_{s'}(x) : X \rightarrow \mathbb{R}$ and $\gamma_{s'}(x, x') : X \times X \rightarrow \mathbb{R}$ are the mean function and the covariance function, respectively, for the $s'$-th posterior GP. The mean function $v_{s'}(x)$ and the covariance function $\gamma_{s'}(x, x')$ are given by

$$v_{s'}(x) = v_{s'}(x) + h_{s'}(x)^\top C_{s'}^{-1}(y_{s'} - \mu_{s'}),$$

$$\gamma_{s'}(x, x') = \gamma_{s'}(x, x') - h_{s'}(x)^\top C_{s'}^{-1} h_{s'}(x'),$$

respectively, where

$$\mu_{s'} = \int_X a_{s'}(x)v_{s'}(x)\,dx,$$

$$C_{s'} = \iint_{X \times X} \gamma_{s'}(x, x')a_{s'}(x)a_{s'}(x')^\top\,dx\,dx' + \sigma^2_{s'} I,$$

$$h_{s'}(x) = \int_X a_{s'}(x')\gamma_{s'}(x', x)\,dx'.$$

See Chapter 3 for more information about the derivation of the posterior GPs.
GP for target data

In 2-stage SAGP model, the function for the target data is assumed to be a GP that is modeled by a linear combination of the posterior GPs \( \{ f_s^j(x) \} \) for the auxiliary data sets. Defining \( f_s(x) \) as the GP for target data, \( f_s(x) \) is given by

\[
f_s(x) = w^\top f^*(x) + \eta(x),
\]

where \( f^*(x) = (f_1^*(x), \ldots, f_S^*(x))^\top \), and where \( w = (w_1, \ldots, w_S) \top \in \mathbb{R}^{S-1} \) is a weight vector for the posterior GPs of the auxiliary data sets, and where

\[
\eta(x) \sim \mathcal{GP} \left( \nu(x), \gamma(x, x') \right)
\]

is a GP for the regression residuals in \( f_s(x) \). Here, \( \nu(x) : \mathbb{R} \rightarrow \mathbb{R} \) and \( \gamma(x, x') : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) are the mean function and the covariance function, respectively, both of which are assumed integrable. It is known that a linear combination of GPs is again a GP; thus, \( f_s(x) \) (4.11) is given by

\[
f_s(x) \sim \mathcal{GP} \left( m_s(x), k_s(x, x') \right),
\]

where the mean function \( m_s(x) : \mathbb{R} \rightarrow \mathbb{R} \) is given by

\[
m_s(x) = \mathbb{E}[f_s(x)] = w^\top \mathbb{E}[f^*(x)] + \mathbb{E}[\eta(x)] = w^\top \nu^*(x) + \nu(x),
\]

and where the covariance function \( k_s(x, x') : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) is given by

\[
k_s(x, x') = \mathbb{E} \left[ (f_s(x) - m_s(x))(f_s(x') - m_s(x'))^\top \right]
= \mathbb{E} \left[ (w^\top (f^*(x) - \nu^*(x)) + (\eta(x) - \nu(x)))(w^\top (f^*(x') - \nu^*(x')) + (\eta(x') - \nu(x')))^\top \right]
= w^\top \Gamma^s(x, x')w + \gamma(x, x').
\]

Here, \( \nu^*(x) = (\nu_1^*(x), \ldots, \nu_{S-1}^*(x))^\top \) and \( \Gamma^s(x, x') = \text{diag} \left( \gamma_1^s(x, x'), \ldots, \gamma_{S-1}^s(x, x') \right) \). Equation (4.15) shows that the covariance function \( k_s(x, x') \) of \( f_s(x) \) is the linear combination of the covariance functions \( \{ \gamma_j^s(x, x') \} \) of the posterior GPs \( \{ f_j^s(x) \} \) for the auxiliary data sets, which allows for effectively learning the weights \( w \) while considering not only the strength of relationship with the target data but also the posterior variances of each auxiliary data set; details are given in the second inference step paragraph of Section 4.2.2.
4.2. Proposed model

Algorithm 1: Bayesian inference procedure of posterior GP \( f^*(x) \) for target data.

**Input**: \( D^t, D^a \)

**Output**: \( f^*(x) \)

1. Initialize model parameters, \( \{ \nu_s'(x) \}, \{ \gamma_s'(x,x) \}, \{ \sigma^2_s \}, \nu(x), \gamma(x,x), \sigma^2_s, w \)
2. /* first inference step */
3. for \( s' \in S^a \) do
4. Estimate \( \nu_{s'}(x), \gamma_{s'}(x,x), \sigma^2_{s'} \) by maximizing the logarithm of (4.17)
5. end for
6. /* second inference step */
7. Estimate \( w, \nu(x), \gamma(x,x), \sigma^2_s \) by maximizing the logarithm of (4.18)
8. Construct posterior GP by (4.25) using the estimated model parameters

Observation model for target data

In a way similar to SAGP-S, the target observations \( y_s \) are assumed to be obtained by integrating the GP \( f_s(x) \) over the corresponding regions. The observation model of \( y_s \) is given by \(^1\)

\[
y_s \mid f_s(x) \sim \mathcal{N} \left( y_s \mid \int_X a_s(x) f_s(x) \, dx, \sigma^2_s I \right),
\]

where \( a_s(x) : X \to \mathbb{R}^{|P_s|} \) is a nonnegative weight function for target data aggregation, and where \( \sigma^2_s \) is a noise variance for the target data.

4.2.2 Inference

Given the target data set \( D^t \) and the auxiliary data sets \( D^a \), we aim to obtain the posterior GP of \( f_s(x) \) via a Bayesian inference procedure, where the model parameters are estimated by maximizing the marginal likelihood. The estimation procedure of 2-stage SAGP model can be divided into two steps: 1) estimate parameters \( \nu_{s'}(x), \gamma_{s'}(x,x), \sigma^2_{s'} \) for each auxiliary data set, and 2) estimate regression coefficients \( w \) and the parameters \( \nu(x), \gamma(x,x), \sigma^2_s \) for the target data. Details of the inference procedure are shown in Algorithm 1. The parameter inference of 2-stage SAGP model can be conducted for each data set independently; thus it is advantageous in the computational cost for learning model parameters.

\(^1\)We assume that the integral appearing in (4.16) is well-defined. The assumption of the integrability of \( \nu(x) \) and \( \{ \nu_{s'}(x) \} \) assures integrability of the mean function \( m_s(x) \) (4.14), which allows us to discuss the conditions for the observation model (4.16) to be well-defined in a way similar to that in Appendix A.
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The first inference step

Given the \(s'\)-th auxiliary data set \(D_{s'}\), the marginal likelihood of \(y_{s'}\) is given by

\[
p \left( y_{s'} \mid v_{s'}(x), \gamma_{s'}(x,x), \sigma_{s'}^2 \right) = \mathcal{N} \left( y_{s'} \mid \mu_{s'}, C_{s'} \right), \tag{4.17}
\]

where \(\mu_{s'}\) and \(C_{s'}\) are (4.6) and (4.7), respectively. The parameters \(v_{s'}(x), \gamma_{s'}(x,x), \sigma_{s'}^2\) are estimated by maximizing the logarithm of (4.17). By solving the optimization problem for each auxiliary data set independently, we obtain the set of the estimated parameters for all auxiliary data sets. The posterior GPs \(\{f_{s'}^*(x)\}\) corresponding to (4.5) are obtained using the estimated parameters.

The second inference step

Given the target data set \(D^t\), the marginal likelihood of \(y_t\) is given by

\[
p(y_t \mid w, v(x), \gamma(x,x), \sigma_s^2) = \mathcal{N} \left( y_t \mid \mu_s, C_s \right). \tag{4.18}
\]

Here, \(\mu_s\) is a \(|P_s|\)-dimensional mean vector represented by

\[
\mu_s = \int_X a_s(x)m_s(x)\,dx
= \int_X a_s(x) \left( w^\top v^*_s(x) + v(x) \right) \,dx
= \sum_{s' \in S^a} w_{s'} \int_X a_s(x)v_{s'}^*(x)\,dx + \int_X a_s(x)v(x)\,dx
= \sum_{s' \in S^a} w_{s'} \bar{v}_{s'}^* + \bar{v}. \tag{4.19}
\]

where we use the relation (4.14), and where we define \(\bar{v}_{s'}^* \in \mathbb{R}^{|P_s|}\) and \(\bar{v} \in \mathbb{R}^{|P_s|}\) as

\[
\bar{v}_{s'}^* = \int_X a_s(x)v_{s'}^*(x)\,dx, \tag{4.20}
\]

\[
\bar{v} = \int_X a_s(x)v(x)\,dx, \tag{4.21}
\]

respectively. Equation (4.19) shows that the means \(\mu_s\) for the target data are represented by the linear combination of values that are obtained by aggregating the posterior mean functions \(\{v_{s'}^*(x)\}\) over the coarse-grained partition \(P_s\) of the target data. \(C_s\) in (4.18) is a
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The covariance matrix represented by

\[ C_s = \int_{X} \int_{X} k_s(x, x') a_s(x) a_s(x')^\top \, dx \, dx' + \sigma^2_s I \]

\[ = \int_{X} \int_{X} (w^\top \Gamma^*_s(x, x') w + \gamma(x, x')) a_s(x) a_s(x')^\top \, dx \, dx' + \sigma^2_s I \]

\[ = \sum_{s' \in S_s} w_{s'}^2 \int_{X} \int_{X} \gamma_s'(x, x') a_s(x) a_s(x')^\top \, dx \, dx' + \int_{X} \int_{X} \gamma(x, x') a_s(x) a_s(x')^\top \, dx \, dx' + \sigma^2_s I \]

\[ =: \sum_{s' \in S_s} w_{s'}^2 \tilde{\Gamma}^*_s + \tilde{\Gamma} + \sigma^2_s I, \tag{4.22} \]

where we use the relation (4.15), and where we define \( \tilde{\Gamma}^*_s \in \mathbb{R}^{P_s \times P_s} \) and \( \tilde{\Gamma} \in \mathbb{R}^{P_s \times P_s} \) as

\[ \tilde{\Gamma}^*_s = \int_{X} \int_{X} \gamma_s'(x, x') a_s(x) a_s(x')^\top \, dx \, dx', \tag{4.23} \]

\[ \tilde{\Gamma} = \int_{X} \int_{X} \gamma(x, x') a_s(x) a_s(x')^\top \, dx \, dx', \tag{4.24} \]

respectively. Equation (4.22) shows that the covariance matrix \( C_s \) for the target data is determined by the linear combination of the covariance matrices that are calculated via aggregating the posterior covariance functions \( \{ \gamma_s'(x, x') \} \) over the coarse-grained partition \( P_s \) of the target data.

By maximizing the logarithm of (4.18), we can obtain the model parameters. As shown in equations (4.19) and (4.22), our model can learn the regression coefficients \( w \) considering the strength of relationship with the target data and the posterior covariance matrix for each auxiliary data set, simultaneously. This is beneficial for determining the usefulness of each auxiliary data set in such a case that spatial interpolation (i.e., the first inference step) might fail for an auxiliary data set due to some reasons including data sparsity and non-stationarity; the weight (i.e., usefulness) for that auxiliary data set can be under-estimated by considering the posterior variances for the auxiliary data set.

**Posterior GP for target data**

Given the target data set \( D^t \), the auxiliary data sets \( D^a \), and the estimated parameters, the posterior GP \( f^*_s(x) \) is given by

\[ f^*_s(x) \sim \mathcal{GP} \left( m^*_s(x), k^*_s(x, x') \right), \tag{4.25} \]

where \( m^*_s(x) : X \to \mathbb{R} \) and \( k^*_s(x, x') : X \times X \to \mathbb{R} \) are the mean function and the covariance function, respectively. The mean function \( m^*_s(x) \) and the covariance function \( k^*_s(x, x') \) are
given by
\[ m_s^*(x) = m_s(x) + h_s(x)\top C_s^{-1}(y_s - \mu_s), \] (4.26)
\[ k_s^*(x, x') = k_s(x, x') - h_s(x)\top C_s^{-1}h_s(x'), \] (4.27)
respectively, where
\[ h_s(x) = \int_X a_s(x')k_s(x', x)\, dx'. \] (4.28)
One can obtain the posterior GP (4.25) in a fashion similar to the derivation procedure in SAGP-S. The posterior mean (4.26) can be used for predicting the data value at any location point \( x \); and its prediction uncertainty can be evaluated by (4.27). The prediction of \( y_{s,n}^{\text{fine}} \) associated with region \( R_{s,n}^{\text{fine}} \) is calculated via integrating the posterior mean (4.26) over the corresponding region; one can also obtain the prediction variance at the region.

### 4.3 Experiments

#### 4.3.1 Data

We conducted experiments on real-world data sets from urban cities to demonstrate the effectiveness of the proposed model. We used the data sets from two cities: New York City and Chicago, which are available on NYC Open Data (NYC Open Data) and Chicago Data Portal (Chicago Data Portal), respectively. These data sets are collected and released for improving city environments, and consist of a variety of categories including social indicators, land use, and air quality. Details of the data sets we used in the experiments are listed in Table 4.2. The number of data sets in New York City and Chicago are 10 and 3, respectively. Each data set is associated with one of the predefined geographical partitions including zip code and police precinct. The number of partition types in New York City and Chicago are 4 and 2, respectively. Table 4.2 shows the respective partition names and the number of regions in the corresponding partition. These data sets were gathered once a year at the time ranges shown in Table 4.2; the values of data were divided by the number of observation times. Data normalization was performed so that each variable in each city has zero mean and unit variance.

#### 4.3.2 Refinement task

To evaluate the performance in refining coarse-grained aggregated data, we consider the task of predicting the fine-grained data from its coarser version: We first picked up one
Table 4.2: Real-world aggregated data sets.

(a) New York City

<table>
<thead>
<tr>
<th>Data</th>
<th>Partition</th>
<th>#regions</th>
<th>Time range</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM2.5</td>
<td>UHF42</td>
<td>42</td>
<td>2009 – 2010</td>
</tr>
<tr>
<td>Poverty rate</td>
<td>Community district</td>
<td>59</td>
<td>2009 – 2013</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>Community district</td>
<td>59</td>
<td>2009 – 2013</td>
</tr>
<tr>
<td>Mean commute</td>
<td>Community district</td>
<td>59</td>
<td>2009 – 2013</td>
</tr>
<tr>
<td>Population</td>
<td>Community district</td>
<td>59</td>
<td>2009 – 2013</td>
</tr>
<tr>
<td>Recycle diversion rate</td>
<td>Community district</td>
<td>59</td>
<td>2009 – 2013</td>
</tr>
<tr>
<td>Crime</td>
<td>Police precinct</td>
<td>77</td>
<td>2010 – 2016</td>
</tr>
<tr>
<td>Fire incident</td>
<td>Zip code</td>
<td>186</td>
<td>2010 – 2016</td>
</tr>
<tr>
<td>311 call</td>
<td>Zip code</td>
<td>186</td>
<td>2010 – 2016</td>
</tr>
<tr>
<td>Public telephone</td>
<td>Zip code</td>
<td>186</td>
<td>2016</td>
</tr>
</tbody>
</table>

(b) Chicago

<table>
<thead>
<tr>
<th>Data</th>
<th>Partition</th>
<th>#regions</th>
<th>Time range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crime</td>
<td>Police precinct</td>
<td>25</td>
<td>2012</td>
</tr>
<tr>
<td>Poverty rate</td>
<td>Community district</td>
<td>77</td>
<td>2008 – 2012</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>Community district</td>
<td>77</td>
<td>2008 – 2012</td>
</tr>
</tbody>
</table>

target data set and used its coarser version to learn model parameters; then we predicted the original fine-grained target data by using the learned model. It should be noted that we did not use the fine-grained target data in the learning phase. In the experiments, every data set, except for Crime data in Chicago, was used as a target data set; the coarser version of Crime data in Chicago for training is not available online. The coarse-grained partitions for New York City and Chicago are Borough (5) and Side (9), respectively, where each number in parentheses denotes the number of regions contained in the corresponding coarse-grained partition.

The evaluation metric is the mean absolute percentage error (MAPE) of the fine-grained target values,

\[
\frac{1}{|P_{\text{fine}}|} \sum_{n=1}^{|P_{\text{fine}}|} \left| \frac{y_{s,n}^a - y_{s,n}^{\text{fine}}}{y_{s,n}^{\text{fine}}} \right|,
\]

(4.29)

where \(y_{s,n}^{\text{fine}}\) is the true value and \(y_{s,n}^a\) is its predicted value.
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4.3.3 Setup of 2-stage SAGP model

In our experiments, all GPs in 2-stage SAGP model are assumed to be zero-mean GPs. We used the following squared-exponential kernel as the covariance function for all GPs,

\[
\begin{align*}
\gamma_{s'}(x, x') &= \alpha_{s'}^2 \exp \left( -\frac{\|x - x'\|^2}{2\beta_{s'}^2} \right), \quad s' \in S^a, \\
\gamma_s(x, x') &= \alpha_s^2 \exp \left( -\frac{\|x - x'\|^2}{2\beta_s^2} \right), \\
\gamma(x, x') &= \alpha^2 \exp \left( -\frac{\|x - x'\|^2}{2\beta^2} \right),
\end{align*}
\]

(4.30) (4.31) (4.32)

where \(\{\alpha_{s'}^2\}, \alpha_s^2, \alpha^2\) are signal variances that control the magnitude of the covariance, and \(\{\beta_{s'}\}, \beta_s, \beta\) are scale parameters that determine the degrees of spatial correlation. Here, \(\|\cdot\|\) is the Euclidean norm. The model parameters are estimated by minimizing the negative log marginal likelihood (4.17) and (4.18); we solve the optimization problems using the L-BFGS method (Liu and Nocedal, 1989). We used the 300 m × 300 m grid cells to approximate the integral over regions (see Section 3.3.4); the resulting sets \(G\) of grid points for New York City and Chicago consisted of 9,352 and 7,400 grid points, respectively.

4.3.4 Baselines

We compared 2-stage SAGP model with the naive Gaussian process regression (GPR) (Rasmussen and Williams, 2006), SAGP-S, linear regression model (LR) (Smith, Mashhadi, and Capra, 2014), and two-stage statistical downscaling method (2-stage SD) (Park, 2013). In GPR and SAGP-S, the fine-grained target data were predicted using only the coarse-grained target data: They did not use auxiliary data sets. LR and 2-stage SD require that the spatial granularities of all auxiliary data sets are the same as the desired granularity of target data. The auxiliary data sets, however, have various granularities; thus SAGP-S was first applied so that the granularities of the auxiliary data sets match with that of the fine-grained partition, and used the predictions of auxiliary data at the desired fine-grained regions. Let \(f_{s',n}^s\) denote the prediction at the \(n\)-th region of the \(s'\)-th auxiliary data set, which is obtained by integrating the posterior mean \(\nu_{s'}^s(x)\) (4.6) of \(f_{s'}^s(x)\) over the region \(R_{n}^{\text{fine}}\), represented by

\[
\begin{align*}
f_{s',n}^s &= \int_X a_{n}^{\text{fine}}(x)\nu_{s'}^s(x) \, dx, \\
\end{align*}
\]

(4.33)

where

\[
a_{n}^{\text{fine}}(x) = \frac{1(x \in R_{n}^{\text{fine}})}{\int_X 1(x' \in R_{n}^{\text{fine}}) \, dx'}. \\
\]

(4.34)
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Descriptions of baselines are as follows.

- **GPR.** A simple spatial interpolation was applied to the coarse-grained target data. The standard GPR assumes that each sample is observed at a location point. We thus regarded that each observation is associated with the centroid of each region.

- **SAGP-S.** We applied SAGP-S (described in Chapter 3) to the coarse-grained target data. Different from the standard GPR, it can handle the observations associated with regions via the observation model with spatial aggregation processes.

- **LR.** A simple linear regression has been used for analyzing the relationships between target and auxiliary data sets (Bogomolov et al., 2014; Smith, Mashhadi, and Capra, 2014). In the training phase, all auxiliary data sets are first aggregated into the coarse-grained partition of target data via spatial averaging; the regression coefficients for each auxiliary data set are then estimated. The predictions of fine-grained target data are obtained by applying the learned regression model to the refined auxiliary data \( \{ f_{s',n}^* \} \) (4.33). The predicted value \( y_{s,n}^* \) is then given by

\[
y_{s,n}^* = \hat{w}_0 + \sum_{s' \in S} \hat{w}_{s'} f_{s',n}^*.
\]

Here \( \hat{w}_0 \) is the estimated bias parameter, and \( \hat{w}_{s'} \) is the estimated regression coefficient for the \( s' \)-th auxiliary data set.

- **2-stage SD.** In 2-stage SD, the target data are assumed to be expressed by a sum of linear regression terms and residual terms. Unlike LR, 2-stage SD can predict the fine-grained target data while encouraging the consistency between coarse- and fine-grained target data. The inference procedure of 2-stage SD can be divided into two stages. In the first stage, the regression coefficients are estimated in a way similar to the training process of LR. In the second stage, given the estimated coefficients \( \hat{w}_0, \{ \hat{w}_{s'} \} \) and the refined auxiliary data sets \( \{ f_{s',n}^* \} \), the fine-grained target data \( \{ y_{s,n}^* \} \) are estimated to be those that satisfy the following relation:

\[
y_{s,n'} = \hat{w}_0 + \sum_{s' \in S} \hat{w}_{s'} \left[ \frac{1}{| P_{n'}^{\text{fine}} |} \sum_{n=1}^{| P_{n'}^{\text{fine}} |} f_{s',n}^* \right] + i_{n'}^{\text{coar}}
\]

\[
= \frac{1}{| P_{n'}^{\text{fine}} |} \sum_{n=1}^{| P_{n'}^{\text{fine}} |} \left[ \hat{w}_0 + \sum_{s' \in S} \hat{w}_{s'} f_{s',n}^* + i_{n'}^{\text{fine}} \right]
\]

\[
= \frac{1}{| P_{n'}^{\text{fine}} |} \sum_{n=1}^{| P_{n'}^{\text{fine}} |} y_{s,n'}
\]

(4.36)

where \( P_{n'}^{\text{fine}} \) is a set of fine-grained regions contained in the \( n' \)-th coarse-grained
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region $R_{s,n'}$, and where $r_{n'}^{\text{coar}}$ and $r_{n'}^{\text{fine}}$ are regression residuals for coarse- and fine-grained target data, respectively. The relation (4.36) expresses the spatial aggregation constraints, which states that the value $y_{s,n'}$ at the coarse-grained region $R_{s,n'}$ is the average of the values $\{y_{s,n}\}$ associated with the fine-grained regions in $P_{n'}^{\text{fine}}$. The linear regression terms in (4.36) have already been fixed in the first stage; thus the residual term $r_{n'}^{\text{coar}}$ can be determined. The residual $r_{n'}^{\text{fine}}$ is obtained by spatial interpolation method, e.g., block kriging (Burgess and Webster, 1980), given the set of coarse-grained residuals $\{r_{n'}^{\text{coar}}\}$.

4.3.5 Results

Refinement performance

Table 4.3 shows MAPE and standard errors for GPR, SAGP-S, LR, 2-stage SD, and 2-stage SAGP model. Compared SAGP-S with GPR, the errors of SAGP-S were lower than those of GPR for all data sets. These results show that the incorporation of aggregation constraints is essential for modeling data aggregated over regions. For all data sets, 2-stage SAGP model achieved better performance than the other methods; we evaluated the differences between 2-stage SAGP model and the baselines using Student’s t-test (See Table 4.3). These results indicate that 2-stage SAGP model can utilize multiple aggregated data sets with various granularities to accurately refine coarse-grained target data compared with the existing regression-based models.

Figures 4.2 and 4.3 visualize the refined target data for poverty rate data and recycle diversion rate data, respectively, in New York City. Figure 4.4 shows the refined target data for poverty rate data in Chicago. For each data set, we illustrate the true fine-grained target data on the left, and the refined target data for 2-stage SAGP model, 2-stage SD, LR, SAGP-S, and GPR on the right, where darker hues represent regions with higher values; the values of each method were normalized to the range $[0,1]$. As shown, one observes that 2-stage SAGP model can better discern the fine-grained distribution of each data set.
Table 4.3: Performance comparisons for 2-stage SAGP model: MAPE and standard errors for the prediction of fine-grained target data in New York City and Chicago. The single star (*) and the double star (**) indicate significant difference between 2-stage SAGP model and other models at the levels of P values of < 0.05 and < 0.01, respectively.

(a) New York City

<table>
<thead>
<tr>
<th></th>
<th>GPR</th>
<th>SAGP-S</th>
<th>LR</th>
<th>2-stage SD</th>
<th>2-stage SAGP model</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM2.5</td>
<td>0.072 ± 0.010</td>
<td>0.053 ± 0.007</td>
<td>0.046 ± 0.006</td>
<td>0.045 ± 0.005</td>
<td>0.042 ± 0.005**</td>
</tr>
<tr>
<td>Poverty rate</td>
<td>0.344 ± 0.046</td>
<td>0.281 ± 0.034</td>
<td>0.266 ± 0.029</td>
<td>0.247 ± 0.022</td>
<td>0.218 ± 0.021**</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>0.319 ± 0.036</td>
<td>0.232 ± 0.025</td>
<td>0.200 ± 0.021</td>
<td>0.187 ± 0.018</td>
<td>0.154 ± 0.021*</td>
</tr>
<tr>
<td>Mean commute</td>
<td>0.131 ± 0.020</td>
<td>0.076 ± 0.010</td>
<td>0.072 ± 0.010</td>
<td>0.067 ± 0.008</td>
<td>0.052 ± 0.005*</td>
</tr>
<tr>
<td>Population</td>
<td>0.577 ± 0.104</td>
<td>0.371 ± 0.040</td>
<td>0.359 ± 0.030</td>
<td>0.353 ± 0.034</td>
<td>0.321 ± 0.039</td>
</tr>
<tr>
<td>Recycle diversion rate</td>
<td>0.353 ± 0.049</td>
<td>0.282 ± 0.034</td>
<td>0.263 ± 0.035</td>
<td>0.260 ± 0.031</td>
<td>0.191 ± 0.023**</td>
</tr>
<tr>
<td>Crime</td>
<td>0.860 ± 0.102</td>
<td>0.525 ± 0.112</td>
<td>0.491 ± 0.111</td>
<td>0.479 ± 0.107</td>
<td>0.413 ± 0.086*</td>
</tr>
<tr>
<td>Fire incident</td>
<td>1.097 ± 0.097</td>
<td>0.793 ± 0.148</td>
<td>0.627 ± 0.114</td>
<td>0.631 ± 0.134</td>
<td>0.560 ± 0.106**</td>
</tr>
<tr>
<td>311 call</td>
<td>0.083 ± 0.004</td>
<td>0.069 ± 0.005</td>
<td>0.066 ± 0.004</td>
<td>0.066 ± 0.004</td>
<td>0.061 ± 0.004*</td>
</tr>
<tr>
<td>Public telephone</td>
<td>0.131 ± 0.008</td>
<td>0.099 ± 0.008</td>
<td>0.095 ± 0.008</td>
<td>0.099 ± 0.008</td>
<td>0.089 ± 0.008**</td>
</tr>
</tbody>
</table>

(b) Chicago

<table>
<thead>
<tr>
<th></th>
<th>GPR</th>
<th>SAGP-S</th>
<th>LR</th>
<th>2-stage SD</th>
<th>2-stage SAGP model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poverty rate</td>
<td>0.599 ± 0.099</td>
<td>0.423 ± 0.063</td>
<td>0.387 ± 0.065</td>
<td>0.363 ± 0.050</td>
<td>0.274 ± 0.035**</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>0.478 ± 0.047</td>
<td>0.405 ± 0.041</td>
<td>0.323 ± 0.037</td>
<td>0.297 ± 0.031</td>
<td>0.257 ± 0.030*</td>
</tr>
</tbody>
</table>
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Figure 4.2: Comparison of the refined poverty rate data in New York City (regression approaches).

Figure 4.3: Comparison of the refined recycle diversion rate data in New York City (regression approaches).
4.3. Experiments

Evaluation of auxiliary aggregated data sets

We conducted exploratory analysis to demonstrate the effectiveness of 2-stage SAGP model. The key characteristic of our model is to learn the regression coefficients while considering the prediction variances for each auxiliary data set (described in (4.18)); this is the major difference from the existing methods (i.e., 2-stage SD). In the following, we demonstrate that it is effective for evaluating the usefulness of each auxiliary data set.

Tables 4.4(a) and 4.4(b) show the rankings of auxiliary data sets when we used the poverty rate data and the recycle diversion rate data in New York City, respectively, as the target data set. The auxiliary data sets in these tables were arranged in descending order of the absolute values $|w_s'|$ of the estimated regression coefficients. The average of prediction variances for each auxiliary data set was listed in the Variance columns in each table; for the $s'$-th auxiliary data set, the average of variances at regions is given by

$$\frac{1}{|P_s'|} \sum_{n=1}^{P_s} \hat{\Gamma}^{s'}_{s'}(n, n),$$  \hspace{1cm} (4.37)

where $\hat{\Gamma}^{s'}_{s'}(n, n)$ is the $(n, n)$-entry of $\hat{\Gamma}^{s'}_{s'}$ (4.23). Let us focus on Crime and Population data sets (illustrated in bold letters in Tables 4.4(a) and 4.4(b)). One can confirm that 2-stage
Table 4.4: Ranking of auxiliary data sets based on the absolute values $|w_s'|$ of the regression coefficients estimated by 2-stage SAGP model and 2-stage SD.

(a) Ranking when using poverty rate data in New York City as target data set.

<table>
<thead>
<tr>
<th>Auxiliary data set</th>
<th>$w_s'$</th>
<th>Variance</th>
<th>Auxiliary data set</th>
<th>$w_s'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Unemployment rate</td>
<td>1.237</td>
<td>0.016</td>
<td>Unemployment rate</td>
<td>1.142</td>
</tr>
<tr>
<td>2. 311 call</td>
<td>0.556</td>
<td>0.015</td>
<td>Crime</td>
<td>-1.129</td>
</tr>
<tr>
<td>3. Crime</td>
<td>-0.524</td>
<td>0.055</td>
<td>Population</td>
<td>-0.694</td>
</tr>
<tr>
<td>4. Fire incident</td>
<td>0.463</td>
<td>0.010</td>
<td>PM2.5</td>
<td>0.543</td>
</tr>
<tr>
<td>5. Mean commute</td>
<td>0.406</td>
<td>0.012</td>
<td>Mean commute</td>
<td>0.479</td>
</tr>
<tr>
<td>6. Population</td>
<td>-0.266</td>
<td>0.045</td>
<td>311 call</td>
<td>0.436</td>
</tr>
<tr>
<td>7. Recycle diversion rate</td>
<td>-0.259</td>
<td>0.009</td>
<td>Fire incident</td>
<td>0.344</td>
</tr>
<tr>
<td>8. Public telephone</td>
<td>-0.147</td>
<td>0.012</td>
<td>Public telephone</td>
<td>0.265</td>
</tr>
<tr>
<td>9. PM2.5</td>
<td>0.044</td>
<td>0.031</td>
<td>Recycle diversion rate</td>
<td>-0.038</td>
</tr>
</tbody>
</table>

(b) Ranking when using recycle diversion rate data in New York City as target data set.

<table>
<thead>
<tr>
<th>Auxiliary data set</th>
<th>$w_s'$</th>
<th>Variance</th>
<th>Auxiliary data set</th>
<th>$w_s'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Unemployment rate</td>
<td>-1.359</td>
<td>0.016</td>
<td>Unemployment rate</td>
<td>-1.204</td>
</tr>
<tr>
<td>2. 311 call</td>
<td>-0.564</td>
<td>0.015</td>
<td>Crime</td>
<td>0.717</td>
</tr>
<tr>
<td>3. Public telephone</td>
<td>0.492</td>
<td>0.012</td>
<td>Population</td>
<td>0.539</td>
</tr>
<tr>
<td>4. Fire incident</td>
<td>-0.391</td>
<td>0.010</td>
<td>Mean commute</td>
<td>-0.417</td>
</tr>
<tr>
<td>5. Crime</td>
<td>0.376</td>
<td>0.055</td>
<td>PM2.5</td>
<td>-0.401</td>
</tr>
<tr>
<td>6. Mean commute</td>
<td>-0.321</td>
<td>0.012</td>
<td>Poverty rate</td>
<td>0.367</td>
</tr>
<tr>
<td>7. Population</td>
<td>0.224</td>
<td>0.045</td>
<td>311 call</td>
<td>-0.276</td>
</tr>
<tr>
<td>8. PM2.5</td>
<td>0.162</td>
<td>0.031</td>
<td>Fire incident</td>
<td>-0.168</td>
</tr>
<tr>
<td>9. Poverty rate</td>
<td>0.133</td>
<td>0.019</td>
<td>Public telephone</td>
<td>-0.054</td>
</tr>
</tbody>
</table>

SAGP model assigned relatively small coefficients to these auxiliary data sets, compared with 2-stage SD. As shown in the Variance columns, one observes that the variances for these data sets were larger than those for the other data sets. These results indicate that 2-stage SAGP model can discern the usefulness of each auxiliary data set considering not only the strength of relationships with the target data but also the prediction uncertainty in spatial interpolation of auxiliary data sets.

Figure 4.5 shows the visualization results of the prediction variances for the upper-ranked data sets in Tables 4.4(a) and 4.4(b). The left figures in Figure 4.5 represent the input data $y_s'$; the middle figures are the means $\bar{v}_s^*$ (4.19) for each data set; the right figures represent
4.4. Discussion

In this chapter, we proposed a new regression-based model, two-stage spatially aggregated Gaussian process model (2-stage SAGP model), that can refine coarse-grained aggregated data by utilizing auxiliary data sets with various granularities. We also developed the inference procedure based on Bayesian approach. With the proposed model, the Gaussian process (GP) for target data is assumed to be a linear combination of the posterior GPs for auxiliary data sets. We adopt an observation model with aggregation processes to handle data that have been aggregated over regions. The parameter estimation procedure can be divided into two steps, thus it has the advantage in the computational efficiency. We will discuss the computation time of inference processes in Section 5.3.

In the experiments, we confirmed that 2-stage SAGP model achieves better performance for coarse-grained data refinement compared with existing regression-based models. We experimentally analyzed the relation between regression coefficients and posterior variances for auxiliary data sets; these results show that our model can evaluate the usefulness of each auxiliary data set by considering not only the strength of relationships with target data but also the uncertainty in spatial interpolation of auxiliary data.

One drawback of 2-stage SAGP model is that it could not make full use of the auxiliary data set that have coarse granularity. This is because the posterior GP derivation is separately conducted for each auxiliary data set; this model might fail to estimate the spatial correlation precisely due to data sparsity issues. A promising approach to address these issues is the use of multivariate modeling, which will be described in Chapter 5.

One of the future works is to incorporate rich information on the map, e.g., satellite images. Some works have experimentally shown that the satellite images are useful for performance improvements; the method developed in (Law et al., 2018) adopted deep neural networks for handling unstructured high-dimensional data (i.e., images).
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(a) Unemployment rate
(b) 311 call
(c) Crime
(d) Population
(e) Public telephone

FIGURE 4.5: Visualization of the prediction variances for auxiliary data sets in New York City.
Chapter 5

Multivariate approach

5.1 Overview

In the previous chapter, we describe the regression-based method, i.e., 2-stage SAGP model, to use multiple aggregated data sets with various granularities for the data refinement. In 2-stage SAGP model, the spatial interpolation is separately conducted for each auxiliary data set, which provides the efficient parameter estimation. However, this makes it difficult to accurately interpolate the coarse-grained auxiliary data due to the data sparsity issues. In other words, 2-stage SAGP model implicitly requires that the spatial granularities of all data sets, except for target data, are fine enough to appropriately interpolate the data. That is why 2-stage SAGP model may not make full use of multiple aggregated data sets, some of which have coarse granularity.

In this chapter, we discuss the methods based on the multivariate approach, in which variables for all data sets are assumed to follow a joint distribution of them. Multivariate modeling is generally advantageous in that it can avoid the overfitting to sparse data by taking the help of dependences between data sets. As described in Section 2.2.3, the major limitation of existing multivariate models is that data samples are needed to be observed at location points, namely these models are applicable only for individual-level data.

We propose a probabilistic model, *Spatially Aggregated Gaussian Processes with Multiple Outputs (SAGP-M)*, that can infer multivariate function from multiple aggregated data sets with various granularities. SAGP-M is a natural extension of SAGP-S for handling a multivariate random variable. In SAGP-M, the functions for the data sets are assumed to be a multivariate dependent GP that is modeled as a linear mixing of independent latent GPs. Sharing the latent GPs among all data sets enables us to effectively learn the spatial correlation for each data set even if the numbers of observations in some data sets are small; that is, some data sets are associated with coarse-grained partitions. Since the aggregated data are identified by regions, not by location points, we design an observation model...
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with the spatial aggregation process, as in SAGP-S, in which multivariate observations are assumed to be calculated by integrating the mixed GP over the corresponding region.

The mechanism adopted in SAGP-M for sharing latent processes is also advantageous in that it makes it straightforward to utilize data sets from multiple domains (e.g., cities). This allows our model to learn the spatial correlation for each data set by sharing the latent GPs among all data sets from multiple domains; SAGP-M remains applicable even if we have only a few data sets available for a single domain.

The inference of SAGP-M is based on a Bayesian inference procedure. The model parameters can be estimated by maximizing the marginal likelihood, in which all the GPs are still analytically integrated out. Different from 2-stage SAGP model, SAGP-M learns all model parameters simultaneously. By deriving the posterior GP, we can predict the data value at any location point considering the spatial correlations and the dependences between aggregated data sets, simultaneously.

We conduct experiments on multiple real-world data sets from New York City and Chicago. The results show that our model can accurately refine coarse-grained aggregated data, and improve refinement performances by utilizing data sets from multiple cities.

The remainder of this chapter is organized as follows. Section 5.2 presents the formulation of SAGP-M and its inference procedure. In Section 5.3, the effectiveness of SAGP-M is demonstrated using real-world data sets. Finally, we summarize this chapter and discuss the future work in Section 5.4.

5.2 Proposed model

5.2.1 Model

In the multivariate approach, we do not distinguish between target and auxiliary data sets; the notations for aggregated data are shown in Table 2.1. Let \( y_s = (y_{s,1}, \ldots, y_{s,|P_s|}) \) be a \(|P_s|\)-dimensional vector consisting of the observations for the \( s \)-th aggregated data set. Let \( y = (y_1, y_2, \ldots, y_S)^\top \) denote an \( N \)-dimensional vector concatenating the observations for all aggregated data sets, where \( N = \sum_{s=1}^S |P_s| \) is the total number of observations. In the multivariate approach, we attempt to model a joint probability \( p(y) \); thus the model parameters for each data set can be learned with consideration of dependences between data sets.

We propose SAGP-M (spatially aggregated Gaussian processes with multiple outputs) for inferring the multivariate function from multiple aggregated data sets with various granularities. In the following, let us first consider a formulation in the case of a single domain
(e.g., a city), then we mention an extension to the case of multiple domains. Figure 5.1 schematically illustrates the generative process for SAGP-M in the case of a single domain. Mathematical notations for SAGP-M in the case of a single domain are summarized in Table 5.1

**Formulation for the case of a single domain**

In SAGP-M, the functions for the respective data sets on the continuous space are assumed to be the dependent Gaussian process (GP) with multiple outputs. The multivariate dependent GP is first constructed by linearly mixing some independent latent GPs. Consider L independent GPs,

$$g_l(x) \sim \mathcal{GP}(\nu_l(x), \gamma_l(x, x'))$$, \quad l = 1, \ldots, L, \quad (5.1)$$

where $\nu_l(x) : X \to \mathbb{R}$ and $\gamma_l(x, x') : X \times X \to \mathbb{R}$ are a mean function and a covariance function, respectively, for the $l$-th latent GP $g_l(x)$, both of which are assumed integrable.

Defining $f_s(x)$ as the $s$-th GP, the $S$-dimensional dependent GP $f(x) = (f_1(x), \ldots, f_S(x))^\top$ is assumed to be modeled as a linear mixing of the $L$ independent latent GPs, then $f(x)$ is given by

$$f(x) = Wg(x) + n(x), \quad (5.2)$$

where $g(x) = (g_1(x), \ldots, g_L(x))^\top$, and where $W$ is an $S \times L$ weight matrix in which $(s,l)$-entry $w_{s,l} \in \mathbb{R}$ is the weight of the $l$-th latent GP in the $s$-th data set, and where

$$n(x) \sim \mathcal{GP}(0, \Lambda(x, x'))$$ \quad (5.3)
is an \( S \)-dimensional zero-mean Gaussian noise process. Here, 0 is a column vector of 0’s and \( \Lambda(x,x') = \text{diag}(\lambda_1(x,x'), \ldots, \lambda_S(x,x')) \) with \( \lambda_s(x,x') : X \times X \to \mathbb{R} \) being a covariance function for the \( s \)-th Gaussian noise process. It is known that a linear combination of multivariate GPs is again a multivariate GP; thus, \( f(x) \) can be simply written by

\[
f(x) \sim \mathcal{GP}(m(x), K(x,x')), \quad (5.4)
\]

where the mean function \( m(x) : X \to \mathbb{R}^S \) is given by

\[
m(x) = \mathbb{E}[f(x)] = W\mathbb{E}[g(x)] = Wv(x), \quad (5.5)
\]

and where the covariance function \( K(x,x') : X \times X \to \mathbb{R}^{S \times S} \) is given by

\[
K(x,x') = \mathbb{E}[(f(x) - Wv(x))(f(x') - Wv(x'))^\top] \\
= \mathbb{E}[(W(g(x) - v(x)) + n(x))(W(g(x') - v(x')) + n(x'))^\top] \\
= W\Gamma(x,x')W^\top + \Lambda(x,x'). \quad (5.6)
\]

Here, \( v(x) = (v_1(x), \ldots, v_L(x))^\top \) and \( \Gamma(x,x') = \text{diag}(\gamma_1(x,x'), \ldots, \gamma_L(x,x')) \). The \((s,s')\)-entry of \( K(x,x') \) is given by

\[
k_{s,s'}(x,x') = \delta_{s,s'}\lambda_s(x,x') + \sum_{l=1}^{L} w_{s,l}w_{s',l}\gamma_l(x,x'). \quad (5.7)
\]

One observes that the covariance function (5.7) for the multivariate GP \( f(x) \) is represented by a linear combination of the covariance functions \{\( \gamma_l(x,x') \)\}_{l=1}^{L} for the latent GPs, namely the covariance functions for latent GPs are shared among all data sets. Accordingly, different from the case of 2-stage SAGP model (See equation (4.15) in Chapter 4), the multivariate modeling allows us to effectively learn the spatial correlation for each data set by considering the dependences between data sets; this is more helpful in such a case that the numbers of observations in some data sets are small. In this thesis we focus on the case \( L < S \), with the aim of reducing the number of free parameters as this helps to avoid overfitting (Teh, Seeger, and Jordan, 2005).

To handle the multivariate aggregated data, we introduce an observation model with a spatial aggregation process for each of the data sets. Multivariate aggregated observation is assumed to be obtained by integrating the mixed GP \( f(x) \) over the corresponding
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Table 5.1: Notation for SAGP-M.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>number of latent GPs</td>
</tr>
<tr>
<td>$l$</td>
<td>index of latent GP, $l = 1, \ldots, L$</td>
</tr>
<tr>
<td>$g_l(x)$</td>
<td>the $l$-th latent GP</td>
</tr>
<tr>
<td>$v_l(x)$</td>
<td>mean function of $g_l(x)$</td>
</tr>
<tr>
<td>$\gamma_l(x, x')$</td>
<td>covariance function of $g_l(x)$</td>
</tr>
<tr>
<td>$f(x)$</td>
<td>$S$-dimensional dependent GP</td>
</tr>
<tr>
<td>$W$</td>
<td>weight matrix of the latent GPs in the respective data sets, $W \in \mathbb{R}^{S \times L}$</td>
</tr>
<tr>
<td>$m(x)$</td>
<td>mean function of $f(x)$</td>
</tr>
<tr>
<td>$K(x, x')$</td>
<td>covariance function of $f(x)$</td>
</tr>
<tr>
<td>$n(x)$</td>
<td>$S$-dimensional zero-mean Gaussian noise process</td>
</tr>
<tr>
<td>$\lambda_s(x, x')$</td>
<td>covariance function for the $s$-th Gaussian noise process</td>
</tr>
<tr>
<td>$\sigma^2_s$</td>
<td>noise variance for the $s$-th data set</td>
</tr>
</tbody>
</table>

region; $y$ is generated from the Gaussian distribution\(^1\),

$$y \mid f(x) \sim \mathcal{N} \left( y \mid \int_X A(x) f(x) \, dx, \Sigma \right), \quad (5.8)$$

where $A(x) : X \to \mathbb{R}^{N \times S}$ is represented by

$$A(x) = \begin{pmatrix} a_1(x) & 0 & \cdots & 0 \\ 0 & a_2(x) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & a_S(x) \end{pmatrix}, \quad (5.9)$$

in which $a_s(x) : X \to \mathbb{R}^{P_s}$ is a nonnegative weight function for spatial aggregation of the $s$-th data set. Here, $\Sigma = \text{diag}(\sigma^2_1 I, \ldots, \sigma^2_S I)$ in (5.8) is an $N \times N$ block diagonal matrix, where $\sigma^2_s$ is the noise variance for the $s$-th GP. Figure 5.2(a) shows a graphical model representation of SAGP-M in the case of a single domain, where shaded and unshaded nodes indicate observed and latent variables, respectively.

\(^1\)We assume that the integral appearing in (5.8) is well-defined. The assumption of the integrability of $v_l(x), l = 1, \ldots, L$, assures integrability of the mean function $m(x)$ (5.5). This allows one to argue the conditions for the observation model (5.8) to be well-defined in a way similar to that in Appendix A.
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(a) The case of a single domain.

(b) The case of two domains.

**Figure 5.2:** Graphical model representation of SAGP-M.

Extension to the case of multiple domains

One merit of SAGP-M is that it can be used for analyzing aggregated data sets across multiple domains (e.g., cities), by assuming that observations in each domain are conditionally independent given the latent GPs \( \{ g_l(x) \}_{l=1}^L \).

Let \( v = 1, \ldots, V \) denote a domain index, and \( f^{(v)}(x) \) denote the multivariate GP for the \( v \)-th domain. The multivariate GPs for \( V \) domains are given by

\[
f^{(v)}(x) \sim \mathcal{G}\mathcal{P} \left( m^{(v)}(x), K^{(v)}(x, x') \right), \quad v = 1, \ldots, V, \tag{5.10}
\]

where the mean function \( m^{(v)}(x) \) and the covariance function \( K^{(v)}(x, x') \) are given by

\[
m^{(v)}(x) = W^{(v)}v(x), \tag{5.11}
\]

\[
K^{(v)}(x, x') = W^{(v)}\Gamma(x, x')W^{(v)\top} + \Lambda^{(v)}(x, x'), \tag{5.12}
\]

respectively. Here, \( W^{(v)} \) is the weight matrix for the \( v \)-th domain, and \( \Lambda^{(v)}(x, x') \) is the covariance function for the Gaussian noise process of the \( v \)-th domain.
Let $y^{(v)}$ denote the observations for the $v$-th domain. The generative process of $y^{(v)}$ is given by

$$
y^{(v)} \mid f^{(v)}(x) \sim N \left( y^{(v)} \mid \int_{X^{(v)}} A^{(v)}(x) f^{(v)}(x) \, dx, \Sigma^{(v)} \right), \quad (5.13)
$$

where $A^{(v)}(x)$ is the weight function for spatial aggregation of the data sets in the $v$-th domain, and where $\Sigma^{(v)}$ is the noise variances for the $v$-th domain. $X^{(v)}$ is the input space for the $v$-th domain.

In the above formulation, the $V$ data sets $\{y^{(v)}\}_{v=1}^{V}$ are not directly correlated across domains; however, the shared covariance functions $\{\gamma_l(x, x')\}_{l=1}^{L}$ for the latent GPs can be learned by transfer learning based on the data sets from multiple domains. Thus, the spatial correlation for each data set could be more appropriately estimated via the shared covariance functions, which is more effective, especially in the case where we have only a few data sets available for a single domain. The graphical model representation of SAGP-M for the case of two domains is shown in Figure 5.2(b), where $X^{u}$ is the union of the input spaces for both domains.

### 5.2.2 Inference

Given the multiple aggregated data sets, the posterior GP with multiple outputs is derived on the basis of a Bayesian inference procedure. In the following, we briefly describe the marginal likelihood for the cases of a single domain and multiple domains, respectively; the posterior GP is then constructed. Derivations of the marginal likelihood and the posterior GP can be obtained in a manner similar to those of SAGP-S described in Chapter 3. See also Supplementary Material of (Tanaka et al., 2019b).

#### Marginal likelihood for a single domain

The model parameters $W, A(x, x'), \Sigma, \nu(x), \Gamma(x, x')$ are estimated on the basis of the marginal likelihood, which we describe below. Given the aggregated data sets $D$, the marginal likelihood of $y$ is given by

$$p(y) = N(y \mid \mu, C), \quad (5.14)$$

Chapter 5. Multivariate approach

where we analytically integrate out the GP prior $f(x)$. $\mu$ is an $N$-dimensional mean vector represented by

$$\mu = \int_X A(x)m(x) \, dx,$$  \hspace{1cm} (5.15)

which is the integral of the mean function $m(x)$ of $f(x)$ over the respective regions for all data sets. $C$ is an $N \times N$ covariance matrix represented by

$$C = \int_{X \times X} A(x)K(x, x')A(x')^\top \, dx \, dx' + \Sigma.$$  \hspace{1cm} (5.16)

It is an $S \times S$ block matrix whose $(s, s')$-th block $C_{s,s'}$ is a $|P_s| \times |P_{s'}|$ matrix represented by

$$C_{s,s'} = \int_{X \times X} k_{s,s'}(x, x')a_s(x)a_{s'}(x')^\top \, dx \, dx' + \delta_{s,s'}\sigma_s^2 I.$$  \hspace{1cm} (5.17)

The diagonal blocks (i.e., $s = s'$) provide the region-to-region covariance matrices in the respective data sets, each of which is equivalent to (3.6) in the single output case. In SAGP-M, one can naturally define the off-diagonal blocks (i.e., $s \neq s'$), that is, the region-to-region covariance matrices across data sets, which allow us to incorporate the dependences between data sets considering the spatial correlations even if the observed data sets are associated with the partitions of different spatial granularities.

Marginal likelihood for multiple domains

In SAGP-M, the observations for different domains are assumed to be conditionally independent given the shared latent GPs $\{g_l(x)\}_{l=1}^L$. The marginal likelihood of $\{y^{(v)}\}_{v=1}^V$ is then given by the product of those for the $V$ domains, represented by

$$p \left( y^{(1)}, y^{(2)}, \ldots, y^{(V)} \right) = \prod_{v=1}^V \mathcal{N} \left( y^{(v)} \mid \mu^{(v)}, C^{(v)} \right),$$  \hspace{1cm} (5.18)

where the mean vector $\mu^{(v)}$ and the covariance matrix $C^{(v)}$ for the $v$-th domain are given by

$$\mu^{(v)} = \int_{X^{(v)}} A^{(v)}(x)m^{(v)}(x) \, dx,$$  \hspace{1cm} (5.19)

$$C^{(v)} = \int_{X^{(v)} \times X^{(v)}} A^{(v)}(x)K^{(v)}(x, x')A^{(v)}(x')^\top \, dx \, dx' + \Sigma^{(v)},$$  \hspace{1cm} (5.20)

respectively. By maximizing the logarithm of (5.18), one can estimate the model parameters utilizing all data sets from multiple domains via the shared covariance function $\Gamma(x, x')$ contained in $K^{(v)}(x, x')$ (5.12).
Posterior GP

We have only to consider the case of a single domain, because the derivation of the posterior GP can be conducted independently for each domain. Given the aggregated data sets $D$ and the estimated parameters, the posterior GP $f^*(x)$ with $S$ outputs is given by

$$f^*(x) \sim \mathcal{GP}(m^*(x), K^*(x, x')),$$  

(5.21)

where $m^*(x) : X \to \mathbb{R}^S$ and $K^*(x, x') : X \times X \to \mathbb{R}^{S \times S}$ are the mean function and the covariance function for $f^*(x)$, respectively. The mean function $m^*(x)$ and the covariance function $K^*(x, x')$ are given by

$$m^*(x) = m(x) + H(x)^\top C^{-1} (y - \mu),$$  

(5.22)

$$K^*(x, x') = K(x, x') - H(x)^\top C^{-1} H(x'),$$  

(5.23)

respectively, where

$$H(x) = \int_X A(x') K(x', x) \, dx',$$  

(5.24)

which consists of the point-to-region covariances, that is, the covariances between any location point $x$ and the respective regions in all data sets. Once the posterior GP (5.21) is obtained, one can predict multivariate data values at any location point; and also output the prediction and its variance at the region by integrating the posterior GP over the corresponding region.

5.3 Experiments

5.3.1 Experimental setup

The experimental setting is the same as that described in Section 4.3. We evaluated the proposed model using multiple real-world data sets from two cities: New York City and Chicago. Details of the data sets are described in Section 4.3.1. We examined the refinement task (as described in Section 4.3.2) to show the effectiveness of the proposed model. The prediction performance in the data refinement was evaluated using the metric: mean absolute percentage error (MAPE) of the fine-grained target data.
5.3.2 Setup of SAGP-M

In the experiments, we used zero-mean Gaussian processes as the latent GPs \( \{ g_l(x) \}_{l=1}^L \), i.e., \( v_l(x) = 0 \) for \( l = 1, \ldots, L \). We used the following squared-exponential kernel as the covariance function for the latent GPs \( \{ g_l(x) \}_{l=1}^L \) and for the Gaussian noise process \( n(x) \),

\[
\gamma_l(x, x') = \alpha^2_l \exp \left( -\frac{\|x - x'\|^2}{2\beta^2_l} \right), \quad l = 1, \ldots, L, \tag{5.25}
\]

\[
\lambda_s(x, x') = \alpha^2_s \exp \left( -\frac{\|x - x'\|^2}{2\beta^2_s} \right), \quad s = 1, \ldots, S. \tag{5.26}
\]

\( \alpha^2_l \) and \( \alpha^2_s \) are signal variances for the \( l \)-th latent GP and for the \( s \)-th Gaussian noise process, respectively, where we set \( \alpha^2_1 = 1 \) because the variance can already be represented by scaling the columns of \( W \). \( \beta_l \) and \( \beta_s \) are scale parameters for the \( l \)-th latent process and for the \( s \)-th noise process, respectively.

The model parameters, \( W, \{ \beta_l \}, \{ \alpha_s \}, \{ \beta_s \}, \Sigma \), were learned by maximizing the logarithm of the marginal likelihood (5.14) or (5.18) using the L-BFGS method (Liu and Nocedal, 1989). In order to approximate the integral over regions, we used sufficiently fine-grained square grid cells, the size of which was 300 m \( \times \) 300 m for both cities. The number \( L \) of the latent GPs was determined from \( \{ 1, \ldots, S - 1 \} \) via leave-one-out cross-validation (Bishop, 2006); the validation error was obtained using each held-out coarse-grained data value.

5.3.3 Baselines

The proposed model, SAGP-M, was compared with SAGP-S, 2-stage SAGP model, and semiparametric latent factor model (SLFM) (Teh, Seeger, and Jordan, 2005). The setup of SAGP-S and 2-stage SAGP model was the same as that described in Section 4.3.4. SLFM is an instance of the linear model of coregionalization (LMC) (Álvarez, Rosasco, and Lawrence, 2012), in which multiple dependent outputs are defined as a linear mixing of latent GPs. SLFM assumes that each sample is observed at a location point; we then regarded each aggregated observation as being associated with the centroid of the corresponding region. SAGP-M is the extension of SLFM; it can naturally handle the aggregated observations by incorporating the observation model with spatially aggregation processes.
5.3.4 Results for the case of a single city

Refinement performance

Table 5.2 shows MAPE and standard errors for SAGP-S, 2-stage SAGP model, SLFM, and SAGP-M. For all data sets, SAGP-M yielded the comparable or better performance than the other models; the differences between SAGP-M and the baselines were statistically tested by Student’s t-test. The MAPEs of SAGP-M were lower than those of the regression-based model (i.e., 2-stage SAGP model) for almost all data sets, showing that multivariate approach is a more effective way for modeling multiple aggregated data sets. For all data sets, SAGP-M yielded lower MAPEs compared with the baseline model, i.e., SLFM; these results indicate that the key technique, the observation model with spatial aggregation processes, is essential in refining coarse-grained aggregated data accurately.

Figures 5.3 and 5.4 show the refinement results for poverty rate data and recycle diversion rate data, respectively, in New York City; the true data are shown on the left, and the predictions of SAGP-M, SLFM, 2-stage SAGP, and SAGP-S are shown on the right. Here, we normalized the values of each model to the range \([0,1]\). As shown in these figures, SAGP-M yielded better refinements compared with the other models.
Table 5.2: Performance comparisons for SAGP-M: MAPE and standard errors for the prediction of fine-grained data in New York City and Chicago. The numbers in parentheses denote the number $L$ of the latent GPs estimated by the validation procedure. The single star (*) and the double star (**) indicate significant difference between SAGP-M and the other models at the levels of $P$ values of $< 0.05$ and $< 0.01$, respectively.

<table>
<thead>
<tr>
<th></th>
<th>SAGP-S</th>
<th>2-stage SAGP model</th>
<th>SLFM</th>
<th>SAGP-M</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM2.5</td>
<td>0.053 ± 0.007</td>
<td>0.042 ± 0.005</td>
<td>0.036 ± 0.005 (6)</td>
<td><strong>0.030 ± 0.005</strong> (5)</td>
</tr>
<tr>
<td>Poverty rate</td>
<td>0.281 ± 0.034</td>
<td>0.218 ± 0.021</td>
<td>0.207 ± 0.025 (4)</td>
<td><strong>0.181 ± 0.021</strong> (3)</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>0.232 ± 0.025</td>
<td><strong>0.154 ± 0.021</strong></td>
<td>0.195 ± 0.024 (3)</td>
<td>0.165 ± 0.020 (4)</td>
</tr>
<tr>
<td>Mean commute</td>
<td>0.076 ± 0.010</td>
<td>0.052 ± 0.005</td>
<td>0.057 ± 0.007 (4)</td>
<td><strong>0.048 ± 0.007</strong> (5)</td>
</tr>
<tr>
<td>Population</td>
<td>0.371 ± 0.040</td>
<td>0.321 ± 0.039</td>
<td>0.337 ± 0.039 (3)</td>
<td><strong>0.282 ± 0.034</strong> (4)</td>
</tr>
<tr>
<td>Recycle diversion rate</td>
<td>0.282 ± 0.034</td>
<td>0.191 ± 0.023</td>
<td>0.222 ± 0.032 (4)</td>
<td><strong>0.162 ± 0.022</strong> (4)</td>
</tr>
<tr>
<td>Crime</td>
<td>0.525 ± 0.112</td>
<td>0.413 ± 0.086</td>
<td>0.401 ± 0.053 (2)</td>
<td><strong>0.334 ± 0.048</strong> (2)</td>
</tr>
<tr>
<td>Fire incident</td>
<td>0.793 ± 0.148</td>
<td>0.560 ± 0.106</td>
<td>0.500 ± 0.052 (4)</td>
<td><strong>0.402 ± 0.040</strong> (5)</td>
</tr>
<tr>
<td>311 call</td>
<td>0.069 ± 0.005</td>
<td>0.061 ± 0.004</td>
<td>0.061 ± 0.004 (6)</td>
<td><strong>0.050 ± 0.004</strong> (3)</td>
</tr>
<tr>
<td>Public telephone</td>
<td>0.099 ± 0.008</td>
<td>0.089 ± 0.008</td>
<td>0.086 ± 0.008 (4)</td>
<td><strong>0.079 ± 0.008</strong> (5)</td>
</tr>
</tbody>
</table>

(b) Chicago

<table>
<thead>
<tr>
<th></th>
<th>SAGP-S</th>
<th>2-stage SAGP model</th>
<th>SLFM</th>
<th>SAGP-M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poverty rate</td>
<td>0.423 ± 0.063</td>
<td>0.274 ± 0.035</td>
<td>0.335 ± 0.052 (2)</td>
<td><strong>0.255 ± 0.030</strong> (2)</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>0.405 ± 0.041</td>
<td>0.257 ± 0.030</td>
<td>0.278 ± 0.025 (2)</td>
<td><strong>0.228 ± 0.021</strong> (2)</td>
</tr>
</tbody>
</table>
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(a) True  (b) SAGP-M  (c) SLFM

(d) 2-stage SAGP model  (e) SAGP-S

FIGURE 5.3: Comparison of the refined poverty rate data in New York City.

(a) True  (b) SAGP-M  (c) SLFM

(d) 2-stage SAGP model  (e) SAGP-S

FIGURE 5.4: Comparison of the refined recycle diversion rate data in New York City.
Table 5.3: Comparisons of computational time (second).

<table>
<thead>
<tr>
<th></th>
<th>(a) New York City</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2-stage SAGP model</td>
<td>SLFM</td>
<td>SAGP-M</td>
</tr>
<tr>
<td>PM2.5</td>
<td>211.3</td>
<td>1986.6</td>
<td>3693.4</td>
</tr>
<tr>
<td>Poverty rate</td>
<td>234.5</td>
<td>2139.0</td>
<td>2692.2</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>228.5</td>
<td>2151.4</td>
<td>3618.4</td>
</tr>
<tr>
<td>Mean commute</td>
<td>200.2</td>
<td>1732.4</td>
<td>3016.9</td>
</tr>
<tr>
<td>Population</td>
<td>213.4</td>
<td>1606.1</td>
<td>3246.6</td>
</tr>
<tr>
<td>Recycle diversion rate</td>
<td>234.6</td>
<td>1256.0</td>
<td>2973.7</td>
</tr>
<tr>
<td>Crime</td>
<td>208.4</td>
<td>1762.2</td>
<td>2949.4</td>
</tr>
<tr>
<td>Fire incident</td>
<td>184.7</td>
<td>1850.8</td>
<td>2827.5</td>
</tr>
<tr>
<td>311 call</td>
<td>179.0</td>
<td>1793.0</td>
<td>3055.6</td>
</tr>
<tr>
<td>Public telephone</td>
<td>172.1</td>
<td>1220.8</td>
<td>2071.7</td>
</tr>
</tbody>
</table>

|                  | (b) Chicago       |          |          |
|                  | 2-stage SAGP model| SLFM     | SAGP-M   |
| Poverty rate     | 21.7              | 31.7     | 364.3    |
| Unemployment rate| 23.1              | 32.6     | 326.8    |

Computation time

Table 5.3 shows the computational time of the inference process for 2-stage SAGP model, SLFM, and SAGP-M, where the experiments were conducted on a 3.1 GHz Intel Core i7. As shown in this table, 2-stage SAGP model has an advantage in the computational efficiency, which is reasonable because the inference of 2-stage SAGP model can be independently performed for each data set (as described in Section 4.2.2). One observes that the computational time of SAGP-M drastically increased than that of 2-stage SAGP model; instead, SAGP-M can improve the prediction performance as shown in Table 5.2.

Parameter visualization

Figures 5.5(a) and 5.5(b) visualize the mixing weights $W$ and the scale parameters $\{\beta_i\}_{l=1}^L$ estimated by SAGP-M and SLFM in the cases of refining poverty rate and recycle diversion rate data sets, respectively, in New York City. In Figures 5.5(a) and 5.5(b), we picked up 4 aggregated data sets in the case of refining each target data set, and visualize their input data. In both figures, one observes that the scale parameters estimated by SAGP-M are relatively small compared with those estimated by SLFM, presumably because the spatial
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(a) The case of refining poverty rate data in New York City.

(b) The case of refining recycle diversion rate data in New York City.

**Figure 5.5:** Visualization of the estimated parameters. The radii of green and blue circles equal the values of $\beta_i$ estimated by SAGP-M and SLFM, respectively. The edge widths are proportional to the absolute weights $|w_{s,t}|$ estimated by the respective models. Here, we omitted those edges whose absolute weights were lower than a threshold.
Table 5.4: Performance comparisons for transfer learning across two cities.

<table>
<thead>
<tr>
<th></th>
<th>Poverty rate</th>
<th>Unemployment rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLFM</td>
<td>0.335 ± 0.052 (2)</td>
<td>0.278 ± 0.025 (2)</td>
</tr>
<tr>
<td>SLFM (trans)</td>
<td>0.328 ± 0.050 (6)</td>
<td>0.255 ± 0.024 (5)</td>
</tr>
<tr>
<td>SAGP-M</td>
<td>0.255 ± 0.030 (2)</td>
<td>0.228 ± 0.021 (2)</td>
</tr>
<tr>
<td>SAGP-M (trans)</td>
<td><strong>0.223 ± 0.022 (4)</strong></td>
<td><strong>0.210 ± 0.019 (5)</strong></td>
</tr>
</tbody>
</table>

Figure 5.6: Comparison of the refined poverty rate data in Chicago (transfer learning across two cities).

The aggregation process incorporated in SAGP-M effectively separates intrinsic spatial correlations and apparent smoothing effects due to the spatial aggregation to yield aggregated observations. The comparisons of the estimated weights show that SAGP-M emphasized the useful dependences between data sets, e.g., the strong correlation between poverty rate data and unemployment rate data (See Figure 5.5(a)).

5.3.5 Results for the case of two cities

In our formulation, multivariate dependent GP is constructed by linearly mixing independent latent GPs, one benefit of which is that it can be straightforwardly used for transfer learning across multiple domains (i.e., cities). This functionality is more effective in such a case where we have only a few data sets available on a single city. We here show the results of refining poverty rate and unemployment rate data sets in Chicago with simultaneously utilizing the data sets from New York City.

Table 5.4 shows MAPE and standard errors for SLFM, SLFM (trans), SAGP-M, and SAGP-M (trans). Figure 5.6 illustrates the prediction results for poverty rate data in Chicago made by each model. One observes that SAGP-M (trans) provided the lowest MAPE in the compared methods. These results indicate that our proposed model can improve the
refinement performance by sharing knowledge across data sets from different cities. Our model can still be applicable even if there are only a few data sets available on the target city.

5.4 Discussion

In this chapter, we proposed a novel multivariate Gaussian process (GP) model, spatially aggregated Gaussian process with multiple outputs (SAGP-M), that can utilize multiple aggregated data sets with various granularities to obtain the functions for respective data sets. In SAGP-M, we assume that a dependent multivariate GP is expressed as a linear mixing of several independent latent GPs. One can derive the posterior GP with multivariate outputs given multiple aggregated data sets with various granularities via the introduction of an observation model for integral observations at respective regions.

In the experiments, we demonstrated that SAGP-M can 1) accurately refine coarse-grained aggregated data than the compared models and 2) provide performance improvements by utilizing data sets from multiple cities.

There are several important research issues that should be addressed in the future. First, the computational speed-up is required for large-scale data sets. One promising solution is to adopt a scalable variational inference with inducing points, as in (Titsias, 2009). Second, it would be interesting to consider a non-stationary model, which could be achieved by considering an input-dependent weight function \( w_{s,j}(x) \). The model proposed in (Hamelinjck et al., 2019) has defined the weight function as a GP. Such formulations could be used for representing a non-stationary GP as a mixing of independent and stationary latent GPs by weight functions. Third, the proposed formulation offers a general framework for modeling aggregated data, thus it may be applied to various applications. For example, our model can be straightforwardly used for analyzing time-series data (e.g., sensor data) that have been aggregated over time-intervals, as in (Yousefi, Smith, and Álvarez, 2019).

Although the encouraging results for the case of two cities have already been obtained in our experiments, we believe that this is the first step toward establishing a transfer learning framework from aggregated data sets across multiple domains. In the present model, only latent GPs are shared among domains; one of our future works is to introduce a mechanism of inferring the relationships between domains, which could be helpful in estimating model parameters (e.g., mixing weights). We should also conduct experiments using aggregated data sets from more domains.
Part II

Inferring Latent People Flow from Aggregated Population Data
Chapter 6

Inferring Latent People Flow from Aggregated Data at Limited Locations

6.1 Introduction

Recent advances in wireless and mobile networks have generated an explosion of location information of people in various spaces including exhibition halls, amusement parks, shopping malls, and urban cities. In this chapter, we focus on people’s mobility behaviors in a space of interest. It is very important to uncover people’s mobility patterns from location data in many applications such as navigation systems (Huang and Gartner, 2010), travel route recommendation (Kurashima et al., 2010), location-based marketing (Dhar and Varshney, 2011), urban planning (Yuan, Zheng, and Xie, 2012), and disaster management (Song et al., 2014). For instance, finding popular routes of people in exhibition halls yields better route recommendations. Discovering transition patterns in urban areas is helpful for optimizing public transportation and communication systems.

There have been many statistical methods that analyze individual-level data, i.e., trajectory data, that is a collection of individual location and time (Giannotti et al., 2007; Monreale et al., 2009; Zhuang et al., 2017). However, the individual-level data are often aggregated over regions (e.g., sensor ranges and grid cells) for preserving people’s privacy; then aggregated population data are only available. The use of aggregated population data is also advantageous in that the data can be obtained directly by people counting systems that use various sensors such as video cameras (Chan, Liang, and Vasconcelos, 2008) and inductive-loop traffic detectors (Klein, 2001); these are low-cost and easy to install. Giving the preference for data aggregation, existing methods that analyze trajectory data are inapplicable.

In this study, we assume that the aggregated population data consist of the numbers of incoming and outgoing people at each observed location and at each time step. In this
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Figure 6.1: The problem we focus on: Inferring latent people flows between locations from aggregated population data. Five black dots represent observed locations; gray circles are observation ranges (or predefined regions), in which people can be counted. (Left figure) The numbers of incoming and outgoing people at each location and at each time step, which we use as input data. (Right figure) The output to be estimated: unobserved transition populations between locations.

Chapter, we simply call the regions as locations, where it should be noted that it does not mean location points at the individual-level. These data do not have tracking information of individuals. The left part of Figure 6.1 shows an example of the data collected in a space of interest. For example, in an exhibition hall, we may be able to obtain the numbers of visitors entering or leaving each event booth at each time step via wireless technologies, e.g., Bluetooth Low Energy (BLE). Other examples include pedestrian data for each attraction in an amusement park (Du, Kumar, and Varakantham, 2014), each store in a shopping mall (Senior et al., 2007), and traffic data from intersections (Kumar, Sheldon, and Srivastava, 2013). We consider the problem of estimating latent people flows, that is, transition populations between observed locations, given just aggregated population data (See the right part of Figure 6.1). Solving this problem allows us to utilize aggregated population data for understanding people’s mobility patterns in a space of interest.

This problem has recently been addressed in the framework of collective flow diffusion models (CFDM) (Kumar, Sheldon, and Srivastava, 2013; Du, Kumar, and Varakantham, 2014; Iwata et al., 2017; Akagi et al., 2018; Iwata and Shimizu, 2019). In CFDM, people flows are assumed to be probabilistic diffusion processes on a location graph. Transition populations are estimated by maximizing a likelihood subject to constraints that represent flow conservation law. The constraints state that any person who leaves a location at one time step always arrives at another location at the same time step. In other words, existing models assume that everyone is always in one of the observed locations at every time step. However, this assumption is too restrictive for many real-world settings, because we do not always have a large enough number of sensor devices to cover a large-scale space of interest: Each sensor device has an observation range in which people can be counted (depicted by the gray circles in Figure 6.1), meaning that people might be moving through passages that are outside the ranges at an observation time step. In that case, the flow
conservation constraints might not be satisfied, and thus CFDM fails to estimate transition populations between locations accurately.

We propose a probabilistic model, called Time-delayed Collective Flow Diffusion Model (T-CFDM), that can estimate transition populations from the numbers of incoming and outgoing people gathered from limited locations. We newly introduce an observation model with aggregation processes that incorporate travel duration distributions between observed locations, which aims to model the people in transit, those who leave one location in one time step and arrive at another location after some delay. An important characteristic of this formulation is to treat travel duration as a random variable that follows a probability distribution; it does not use a point estimate. This enables us to capture the heterogeneity in travel duration among individuals; for instance, in an exhibition hall, some people might promptly move to their next location, but others might take a rest before arriving at another location; in urban areas, moving speeds might depend on the means of transport used (e.g., walking, bike, car).

We develop an approximate expectation-maximization algorithm for learning transition populations and model parameters, simultaneously. The estimation based on the observation model we introduce is robust in noisy settings, where the noise is regarded as a factor that may disturb flow conservation law. For example, people may enter or exit from the predefined space, implying that the total number of people is not constant.

We evaluate the effectiveness of T-CFDM by conducting extensive experiments on real-world data sets, pedestrian location logs from large-scale exhibition halls, and bike trip data and taxi trip data from New York City.

The remainder of this chapter is organized as follows. In Section 6.2, we summarize the related works. Section 6.3 describes our problem of inferring latent people flows from aggregated population data. In Section 6.4, we present the formulation of T-CFDM and its inference procedure. Section 6.5 shows the effectiveness of T-CFDM by using multiple real-world data sets. Finally, we present a summary of this chapter and a discussion of future work in Section 6.6.

6.2 Related work

6.2.1 Collective graphical models

Collective graphical models (CGMs) have recently been developed as a general framework for modeling aggregated data (Sheldon and Dietterich, 2011). They have been used for inferring contingency tables given just marginals. Contingency table estimation is also
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known as the ecological inference problem, which has a long history and has attracted in the field of statistics (Robinson, 1950; King, 2013; Flaxman, Wang, and Smola, 2015). One benefit of CGMs is that one can use efficient probabilistic inference techniques based on the maximum a posteriori (Sheldon et al., 2013), MCMC sampler (Sheldon and Dietterich, 2011), message passing (Sun, Sheldon, and Kumar, 2015), and variational Bayesian inference (Iwata et al., 2017). Collective flow diffusion model (CFDM) is the first application of the inference techniques developed for CGMs to the transportation domain (Kumar, Sheldon, and Srivastava, 2013); and its variants have been developed for estimating transition populations between locations from just aggregated population data (Du, Kumar, and Varakantham, 2014; Iwata et al., 2017; Akagi et al., 2018; Iwata and Shimizu, 2019). One can obtain transition populations via a maximum likelihood estimation with the constraints that represent flow conservation law. However, these existing models require that everyone is always in one of the observed locations at every time step. To satisfy this requirement, a large number of sensor devices are needed to cover the large-scale space targeted; this is an unrealistic requirement.

Unlike the existing models, the proposed model incorporates travel duration distributions into the constraints that represent flow conservation law. This allows us to more accurately estimate the transition populations by considering the travel durations between observed locations even if we have just aggregated population data gathered from limited locations.

6.2.2 Information diffusion models

Information diffusion models are related to our proposal, because their main goal is to estimate latent flows of a piece of information over social networks (Kempe, Kleinberg, and Tardos, 2003; Leskovec, Adamic, and Huberman, 2007). Recently, several probabilistic models have been proposed for estimating latent networks and model parameters without prior knowledge on social network structures (Rodriguez, Balduzzi, and Schölkopf, 2011; Iwata, Shah, and Ghahramani, 2013; Kurashima et al., 2014; Tanaka et al., 2016). These models incorporate a continuous-time distribution for estimating information flows that spread from node to node with some delay. In the analysis of information flows, it is not, however, necessary to consider flow conservation law, a critical factor in modeling the diffusion processes of people flows.

Inspired by the idea of information diffusion modeling, we design travel duration distributions between locations. By maximizing the likelihood with flow conservation constraints that incorporate the travel duration distributions, our model can infer latent people flows between locations from aggregated population data.
6.2.3 Urban computing

There have been many statistical models for analyzing individual-level data, e.g., GPS trajectory data, collected by mobile devices (Giannotti et al., 2007; Monreale et al., 2009; Kurashima et al., 2010; Yuan, Zheng, and Xie, 2012). These models, however, require us to prepare the histories of locations visited by each user. Unfortunately, individual-level data are often aggregated to protect privacy, which makes it difficult to employ these models.

Many methods based on deep neural networks (DNNs) have recently been developed for analyzing aggregated population data (Hoang, Zheng, and Singh, 2016; Zhang, Zheng, and Qi, 2017; Yao et al., 2018; Yao et al., 2019). The problem addressed in these studies is related but essentially different from ours. The purpose of these models is, while incorporating various external factors (e.g., weather), to predict the future numbers of incoming and outgoing people at each location; they cannot estimate the transition populations between locations from just the numbers of incoming and outgoing people. A DNN-based model has been developed for estimating transition populations (Zhang et al., 2019); however, this model is learned in the supervised setting; namely one has to collect the transition populations between locations for training the model. Our study, on the other hand, considers the problem of estimating the transition populations from just the numbers of incoming and outgoing people, where the estimation process can be achieved in the unsupervised setting; namely it does not require the training data for transition populations. The unsupervised setting we focus on is practically important, because most of the aggregated population data gathered by cost-effective ways (e.g., people counting systems) do not have transition information.

The method of (Xu et al., 2017) tried to directly recover user trajectories given aggregated data and transition probabilities. The major drawback is that the transition probabilities must be manually set on the basis of additional auxiliary information such as distances between locations. The method cannot estimate the transition populations between locations from just aggregated population data.

Different from the prior works in the field of urban computing, our proposal achieves the transition population estimation given just the numbers of incoming and outgoing people. The estimation process can be conducted in the unsupervised setting, meaning that it does not require the training data for transition populations and the auxiliary information (e.g., distances). Moreover, our model can estimate travel durations between observed locations; this yields robust estimations even if the number of observed locations is limited.
6.3 Problem formulation

In this section, we describe the mathematical notations used in this chapter, and define our problem of inferring latent people flows from aggregated population data, i.e., the numbers of incoming and outgoing people at each location and at each time step. The notations are listed in Table 6.1.

**Aggregated population data.** Let \( t \in \{1, \ldots, T\} \) be a discrete time step. Let \( V \) denote a set of locations and \( i \in V \) denote a location. In this chapter, we use the word *location* to represent an observed region; it does not mean a location point of an individual. Letting \( \mathbb{N}^0 = \{0, 1, 2, \ldots\} \) denote the set of nonnegative integers, let \( y_{ti}^\text{in} \in \mathbb{N}^0 \) and \( y_{ti}^\text{out} \in \mathbb{N}^0 \) be the numbers of incoming and outgoing people, respectively, of location \( i \) at time step \( t \), where we assume that people are aggregated by each time interval \([t - 1, t)\), namely people who left or entered a location during the interval \([t - 1, t)\) are counted in the numbers at time step \( t \). Aggregated population data refer to the paired sets of the outgoing people counts \( Y^\text{out} = \{y_{ti}^\text{out} \mid t = 1, \ldots, T; i \in V\} \) and of the incoming people counts \( Y^\text{in} = \{y_{ti}^\text{in} \mid t = 1, \ldots, T; i \in V\} \).

**Problem.** Our problem is to infer latent people flows, i.e., transition populations between locations, from aggregated population data; this problem is illustrated schematically in Figure 6.1. Let \( G = (V, E) \) be the undirected graph that represents accessibility information in such a way that the neighbor \( E_i = \{j \in V \mid (ij) \in E\} \) of location \( i \in V \) on \( G \) represents the set of locations that are accessible from \( i \). Let \( z_{tij} \in \{0, \ldots, y_{ti}^\text{out}\} \) be the transition population, that is, the number of people who left location \( i \in V \) at time step \( t \) and whose next location is \( j \in E_i \). Define the set of transition populations as \( Z = \{z_{tij} \mid t = 1, \ldots, T; i \in V; j \in E_i\} \). Given \( Y^\text{out}, Y^\text{in}, T, \) and \( G \), we wish to infer the transition populations \( Z \).

6.4 Proposed model

6.4.1 Model

We propose T-CFDM (Time-delayed Collective Flow Diffusion Models), a probabilistic model for inferring latent people flows, i.e., transition populations between locations, from aggregated population data gathered at limited locations. We first model the temporal dynamics of people flows, which are assumed to be probabilistic diffusion processes on a location graph. We then introduce an observation model that incorporates aggregation processes, which enables us to estimate transition populations while considering...
flow conservation constraints. By incorporating travel duration distributions between locations into these constraints, our model can robustly infer transition populations in such a situation that the sensor devices have limited observation range and some people are not observed in any location in some time periods.

In T-CFDM, the temporal dynamics of people flows are assumed to be probabilistic diffusion processes on a graph, where the nodes are locations and the edges are paths between locations. Even if the graph structure such as a road network or a set of neighbor information is unavailable, our model is still applicable by assuming a complete graph among locations. We assume that each individual moves from location to location in accordance with time-independent transition probabilities that are shared among all individuals. Let \( \theta_{ij} \geq 0 \) be the transition probability that individuals move from location \( i \) to \( j \), where \( \sum_{j \in E_i} \theta_{ij} = 1 \). Since the transition probabilities are shared among people, the transition populations \( Z_{ti} = \{ z_{tij} \mid j = 1 \in E_i \} \) can be regarded as samples from a multinomial distribution, represented by

\[
Z_{ti} \mid \theta_{ij}, m_{ti}^{\text{out}} \sim \text{Multinomial} \left( Z_{ti} \mid \theta_{ij}, m_{ti}^{\text{out}} \right), \tag{6.1}
\]
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where $m_{i\text{out}}^t$ is a noise-free variable for $y_{i\text{out}}^t$, and where $m_{i\text{out}}^t = \sum_{j \in E_i} z_{i|j}$. Since the transition populations $Z$ are not observed, we treat them as latent variables.

We introduce noisy observation models of $Y_{i\text{out}}^t$ and $Y_{i\text{in}}^t$ with aggregation processes that represent flow conservation constraints. Regarding $y_{i\text{out}}^t$ and $y_{i\text{in}}^t$ as real numbers, we assume that $y_{i\text{out}}^t$ and $y_{i\text{in}}^t$ are generated from Gaussian distributions

\begin{align*}
    y_{i\text{out}}^t | Z, \sigma_i^2 & \sim \mathcal{N} (y_{i\text{out}}^t | m_{i\text{out}}^t, \sigma_i^2), \quad (6.2) \\
    y_{i\text{in}}^t | Z, \eta_i^2 & \sim \mathcal{N} (y_{i\text{in}}^t | m_{i\text{in}}^t, \eta_i^2), \quad (6.3)
\end{align*}

where $m_{i\text{in}}^t$ is a noise-free variable for $y_{i\text{in}}^t$. The transition populations $Z$ satisfies the relations

\begin{align*}
    m_{i\text{out}}^t = \sum_{j \in E_i} z_{i|j}, \quad (6.4) \\
    m_{i\text{in}}^t = \sum_{j \in E_i} \sum_{t' = 1}^t W(\Delta_{tt'}; \pi_{ji}) z_{t'|j} \quad (6.5)
\end{align*}

to ensure flow conservation laws. Equation (6.4) represents the aggregation constraints for outgoing counts, which states that the sum of people leaving location $i$ at time step $t$ equals the outgoing count at the same time step. Equation (6.5) represents the constraints for incoming counts, which states that the weighted sum of people leaving location $j$ before time step $t$ toward location $i$ equals the incoming count of location $i$ at time step $t$; the idea behind (6.5) is that people who leave one location in one time step arrive at another location after some delay. Here, $\Delta_{tt'} = t-t'$ is travel duration, where $t$ and $t'$ are the arriving and leaving time steps, respectively. Weight function $W(\Delta; \pi_{ji})$ is a travel duration probability, where $\Delta \in \{0, \ldots, T-1\}$, which is the probability that the travel duration is $\Delta$; $\pi_{ji}$ denotes its parameters for transitions from location $j$ to $i$, which are assumed time-independent, that is, the travel duration distributions do not vary over time. Details of $W(\Delta; \pi_{ji})$ are given in the following paragraphs. $\sigma_i^2$ in (6.2) and $\eta_i^2$ in (6.3) are noise variances for outgoing and incoming counts, respectively, at location $i$. The observation models (6.2) and (6.3) enable us to support noisy settings, which is the case where the flow conservation constraints (6.4) and (6.5) might not strictly hold. The noise can be regarded as factors that may disturb flow conservation laws, for example, people may enter or exit from the predefined space of interest (e.g., an exhibition hall).

We describe the formulation of travel duration probability $W(\Delta; \pi_{ji})$. We first introduce travel duration distribution $w(\tau; \pi_{ji})$ as the probability density function of continuous

\footnote{The use of Gaussian noise models is advantageous in that we can use continuous optimization methods to estimate the transition populations. Details are described in Section 6.4.2.}\footnote{Although one could opt for Poisson noise models for $y_{i\text{out}}^t$ and $y_{i\text{in}}^t$, it makes it difficult to estimate the degree of noise, for the variances of the Poisson distributions are determined by their means.}
travel duration $\tau \geq 0$. The travel duration probability $W(\Delta; \pi_{ji})$ is defined by the following integral of $w(\tau; \pi_{ji})$ over the interval $[\Delta, \Delta + 1]$:

$$W(\Delta; \pi_{ji}) = \int_{\Delta}^{\Delta+1} w(\tau; \pi_{ji}) \, d\tau.$$  \hspace{1cm} (6.6)

One can use any distribution function as $w(\tau; \pi_{ji})$, provided that $\int_0^{\infty} w(\tau; \pi_{ji}) \, d\tau = 1$.

The above formulation is inspired by the idea of describing diffusion processes of a piece of information on social networks with delays over time (Rodriguez, Balduzzi, and Schölkopf, 2011; Tanaka et al., 2016). Table 6.2 summarizes the travel duration distributions and the travel duration probabilities when using exponential, Rayleigh, and Weibull distributions, which are widely used for assessing duration in various fields such as user modeling (Wang et al., 2008) and diffusion modeling (Rodriguez, Balduzzi, and Schölkopf, 2011). The Weibull distribution is a more flexible distribution that has two parameters, where we set $\pi_{ji} = \{\alpha_{ji}, \beta_{ji}\}$. Here, $\alpha_{ji} > 0$ is the scale parameter and $\beta_{ji} > 0$ is the shape parameter of the distribution. The exponential distribution is a special case of the Weibull distribution with $\beta_{ji} = 1$; the Weibull distribution with $\beta_{ji} = 2$ is equivalent to the Rayleigh distribution. Figure 6.2 shows the examples of using the respective distributions.

In the formulation (6.6), travel durations are treated as random variables that follow the probability distributions with a few parameters; it is not a point estimate, which allows us to capture the heterogeneity in travel duration among individuals, efficiently.

We summarize the parameters of T-CFDM as follows: Transition probabilities $\theta = \{\theta_i \mid i \in V\}$; parameters of travel duration distributions $\pi = \{\pi_{ij} \mid i \in V; j \in E_i\}$; noise variances for outgoing counts $\sigma = \{\sigma_i \mid i \in V\}$; noise variances for incoming counts $\eta = \{\eta_i \mid i \in V\}$.

<table>
<thead>
<tr>
<th>Travel duration distribution $w(\tau; \pi_{ji})$</th>
<th>Travel duration probability $W(\Delta; \pi_{ji})$</th>
</tr>
</thead>
</table>
| Exponential | $\alpha_{ji} e^{-\alpha_{ji}\tau}$ if $0 \leq \tau$ \
0 otherwise $e^{-\alpha_{ji}\Delta} - e^{-\alpha_{ji}(\Delta+1)}$ |
| Rayleigh | $a_{ji} \tau e^{-\frac{1}{2}a_{ji}\tau^2}$ if $0 \leq \tau$ \
0 otherwise $e^{-\frac{1}{2}\alpha_{ji}(\Delta)^2} - e^{-\frac{1}{2}\alpha_{ji}(\Delta+1)^2}$ |
| Weibull | $\alpha_{ji} \beta_{ji} (a_{ji}\tau)^{\beta_{ji}-1} e^{-(a_{ji}\tau)^{\beta_{ji}}}$ if $0 \leq \tau$ \
0 otherwise $e^{-(a_{ji}\Delta)^{\beta_{ji}}} - e^{(a_{ji}(\Delta+1))^{\beta_{ji}}}$ |
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(a) Exponential distribution
(b) Rayleigh distribution
(c) Weibull distribution

Figure 6.2: Visualization of travel duration probabilities. The red lines are the travel duration distributions \( w(\tau; \pi_{ji}) \); the red areas are the travel duration probabilities \( W(\Delta; \pi_{ji}) \). The gray vertical lines are spaced by unit time steps.

6.4.2 Inference

Outline

We describe an approximate expectation-maximization (EM) algorithm that can estimate the transition populations \( Z \) and the set of parameters \( \Phi = \{\theta, \pi, \sigma, \eta\} \), simultaneously. Consider the estimation of \( \Phi \) based on the EM algorithm (Bishop, 2006). Define \( Q(\hat{\Phi}, \Phi) \) as the Q-function,

\[
Q(\hat{\Phi}, \Phi) = \sum_{Z} p(Z \mid Y^{out}, Y^{in}, \hat{\Phi}) \log p(Y^{out}, Y^{in}, Z \mid \Phi),
\]

(6.7)

which is the expectation of the logarithm of the perfect-data likelihood with respect to the posterior distribution of \( z \) conditioned on data \( Y^{out}, Y^{in} \), and evaluated using the current parameter estimate \( \hat{\Phi} \). Summing up over all possible values of \( Z \) in (6.7) is infeasible due to computation complexity, and thus we replace the posterior expectation with a plug-in procedure of the maximum a posteriori (MAP) estimate. The approximate Q-function is then obtained by plugging the MAP estimate \( \hat{Z} \) of \( Z \) represented by

\[
\hat{Z} = \arg \max_{Z} \log p(Z \mid Y^{out}, Y^{in}, \hat{\Phi})
\]

(6.8)

into the perfect-data log likelihood, as

\[
Q^{approx}(\hat{\Phi}, \Phi) = \log p(Y^{out}, Y^{in}, \hat{Z} \mid \Phi).
\]

(6.9)

A similar approximate EM algorithm was adopted in (Sheldon et al., 2013), and their experiments have shown that it provides an efficient and effective way of estimating the model parameters. In E-step, the MAP estimates of \( Z \) are obtained in (6.8). In M-step,
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Algorithm 2: Inference procedure for T-CFDM.

Input: \(Y_{\text{out}}, Y_{\text{in}}, V, \{E_i \mid i \in V\}, T\)

Output: \(Z, \theta, \pi, \sigma, \eta\)

1. Initialize \(Z, \theta, \pi, \sigma, \eta\)
2. repeat
3. /* E-step */
4. Update \(Z\) by solving (6.11)
5. /* M-step */
6. Update \(\theta_{ij}\) by (6.14) for \(i \in V\); for \(j \in E_i\)
7. Update \(\pi, \sigma, \eta\) by solving (6.15)
8. until Convergence

the maximum likelihood estimates of \(\Phi\) by maximizing \(Q_{\text{approx}}(\hat{\Phi}, \Phi)\) (6.9). Algorithm 2 shows the inference procedure; details of E- and M-steps are provided in the following paragraphs.

E-step

Given the observations \(Y_{\text{out}}, Y_{\text{in}}\) and the current estimate \(\hat{\Phi}\), the log-posterior distribution of \(Z\) is given by

\[
\log p(Z \mid Y_{\text{out}}, Y_{\text{in}}, \hat{\Phi}) \propto \log p(Y_{\text{out}}, Y_{\text{in}}, Z \mid \hat{\Phi}) \\
\approx \sum_{t=1}^{T} \sum_{i \in V} \left[ -\frac{1}{2\sigma_i^2} \left( y_{ti}^{\text{out}} - \sum_{j \in E_i} z_{tij} \right)^2 - \frac{1}{2\eta_i^2} \left( y_{ti}^{\text{in}} - \sum_{j \in E_i} \sum_{t'=1}^{T} W(\Delta t, t'; \hat{\pi}_{ji}) z_{t'ij} \right)^2 \\
+ \left( \sum_{j \in E_i} z_{tij} \right) \log \left( \sum_{j \in E_i} z_{tij} \right) + \sum_{j \in E_i} \left( z_{tij} \log \hat{\theta}_{ij} - z_{tij} \log z_{tij} \right) \right] \\
=: \mathcal{L}_1(Z),
\]

(6.10)

where we use Bayes’ rule and the relations (6.4) and (6.5); we employ Stirling’s approximation, \(\log n! \approx n \log n - n\), in order to calculate \(\log z_{tij}!\) and \((\sum_{j \in E_i} z_{tij})!\) efficiently, as in (Sheldon et al., 2013). Here, we define the objective function for \(Z\) as \(\mathcal{L}_1(Z)\). The first and second terms in (6.10) show that the flow conservation laws are treated as the soft constraints; the noise variances \(\sigma_i^2, \eta_i^2\) play a role in controlling the penalty incurred in violating the soft constraints. Finally, we arrive at the following optimization problem,

\[
\begin{align*}
\text{minimize} & \quad -\mathcal{L}_1(Z) \\
\text{subject to} & \quad z_{tij} \geq 0, \quad t = 1, \ldots, T; \quad i \in V; \quad j \in E_i,
\end{align*}
\]

(6.11)
where we use a continuous relaxation from $z_{tij} \in \{0, 1, \ldots, y_{\text{out}}^{\text{out}}\}$ to $z_{tij} \geq 0$, which enables us to use various continuous optimization methods such as the L-BFGS-B method (Byrd et al., 1995). The first derivative of the objective function $L_1(Z)$ (6.10) with respect to $z_{tij}$ is given by

$$
\frac{\partial L_1(Z)}{\partial z_{tij}} = \frac{1}{\hat{\sigma}^2_i} \left( y_{i}^{\text{out}} - \sum_{j \in E_i} z_{tij} \right) + \frac{1}{\hat{\eta}^2_i} \sum_{k=1}^{T} \sum_{i \in E_i} \sum_{j=1}^{k} W(\Delta_{ki}; \hat{\pi}_{ij}) z_{tij} W(\Delta_{ki}; \hat{\pi}_{ij})
$$

$$
+ \log \left( \sum_{j \in E_i} z_{tij} \right) + \log \theta_{ij} - \log z_{tij}, \tag{6.12}
$$

which is required for estimating the transition populations $Z$ using the L-BFGS-B method. Here, $k$ is an auxiliary time variable.

**M-step**

Given the observations $Y^{\text{out}}, Y^{\text{in}}$ and the current MAP estimate $\hat{Z}$, the approximate $Q$-function (6.9) is given by

$$
Q^{\text{approx}}(\Phi, \Phi) = \log p(Y^{\text{out}}, Y^{\text{in}}, \hat{Z} | \Phi)
$$

$$
\propto \sum_{i \in V} \sum_{t=1}^{T} \left[ -\frac{1}{2} \log \sigma_i^2 - \frac{1}{2} \sigma_i^2 \left( y_{ti}^{\text{out}} - \sum_{j \in E_i} \hat{z}_{tij} \right)^2 - \frac{1}{2} \log \eta_i^2 \right]
$$

$$
- \frac{1}{2 \eta_i^2} \left( y_{ti}^{\text{in}} - \sum_{j \in E_i} \sum_{t'=1}^{T} W(\Delta_{it'}; \pi_{ji}) \hat{z}_{t'ji} \right)^2 + \sum_{j \in E_i} \hat{z}_{tij} \log \theta_{ij}
$$

$$
=: L_2(\theta, \pi, \sigma, \eta), \tag{6.13}
$$

where we define the objective function for the model parameters as $L_2(\theta, \pi, \sigma, \eta)$. The maximum likelihood estimate of $\theta_{ij}$ is given by the closed-form solution via the Lagrangian multiplier method, represented by

$$
\theta_{ij} = \frac{\sum_{t=1}^{T} \hat{z}_{tij}}{\sum_{t=1}^{T} \sum_{j \in E_i} \hat{z}_{tij}}. \tag{6.14}
$$

The other parameters are estimated by maximizing the objective function (6.13). If one uses the Weibull distribution as the travel duration distribution that has two parameters, i.e., $\pi_{ji} = \{\alpha_{ji}, \beta_{ji}\}$, for each pair of locations, then the optimization problem to be solved
for the parameters $\pi$, $\sigma$, and $\eta$ is as follows:

$$
\minimize_{\pi, \sigma, \eta} -L_{2}(\theta, \pi, \sigma, \eta)
$$

subject to

$$
\alpha_{ji} > 0, \quad j \in V; i \in E_j,
$$

$$
\beta_{ji} > 0, \quad j \in V; i \in E_j,
$$

which we solve by using the L-BFGS-B method (Byrd et al., 1995).

## 6.5 Experiments

### 6.5.1 Data

We used multiple real-world data sets: pedestrian data from exhibition halls, and bike trip data and taxi trip data from New York City, to demonstrate the effectiveness of the proposed model. We describe the details of the data sets in the following paragraphs.

**Pedestrian data from exhibition halls**

The data consist of pedestrian location logs in exhibition halls, which were collected at an event that attracted large crowds, Niconico Chokaigi 2016 \(^3\), held at Makuhari Messe located near Tokyo, Japan, from 10:00 AM to 6:00 PM on April 29th, 2016. The event was spread over four exhibition halls, Hall 1, Hall 2, Hall 3, and Hall 4, the sizes of which are $186.3 \times 124.8$ m, $183.2 \times 124.8$ m, $127.6 \times 124.8$ m, and $190.9 \times 108.3$ m, respectively. The numbers $|V|$ of event booths in Hall 1, Hall 2, Hall 3, and Hall 4 were 38, 27, 10, and 9, respectively. It should be noted that we analyze the data for these four halls separately; namely we do not consider edges across halls but those within each hall only. $E_i$ is a set of edges assuming a complete graph for each of the exhibition halls.

The pedestrian location logs were gathered by Bluetooth beacons installed at each booth, whose observation range is limited (at most 10 – 15 meters); it allows us to observe the times at which each pedestrian entered or left the observation range. The data consist of 3,727 mobile users who agreed to provide detailed information of location over time. The original data contained time stamps of arrival and departure at booths for each user, allowing users to be tracked over time.

In the experiments, we created the incoming and outgoing pedestrian count data at each booth, where the time interval was set to 3 minutes. Since the tendency of people flows,
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The totals of incoming and outgoing people in the real-world data sets are shown in Table 6.3.

<table>
<thead>
<tr>
<th>Data</th>
<th>Time-of-day</th>
<th># outgoing</th>
<th># incoming</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedestrian data</td>
<td>10:00 AM – 2:00 PM</td>
<td>19,667</td>
<td>19,840</td>
</tr>
<tr>
<td></td>
<td>2:00 PM – 6:00 PM</td>
<td>20,957</td>
<td>21,198</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hall 1</th>
<th>Hall 2</th>
<th>Hall 3</th>
<th>Hall 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>8,605</td>
<td>6,531</td>
<td>11,139</td>
<td>14,069</td>
</tr>
<tr>
<td>6,965</td>
<td>4,533</td>
<td>6,806</td>
<td>4,437</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bike trip data</th>
<th>Time-of-day</th>
<th># outgoing</th>
<th># incoming</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8:00 AM – 4:00 PM</td>
<td>7,275</td>
<td>7,361</td>
</tr>
<tr>
<td></td>
<td>4:00 PM – 12:00 PM</td>
<td>13,277</td>
<td>13,398</td>
</tr>
<tr>
<td>Date</td>
<td>Mar. 1</td>
<td>Jun. 1</td>
<td>Mar. 1</td>
</tr>
<tr>
<td></td>
<td>7901</td>
<td>14,931</td>
<td>7,279</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Taxi trip data</th>
<th>Time-of-day</th>
<th># outgoing</th>
<th># incoming</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8:00 AM – 4:00 PM</td>
<td>93,514</td>
<td>93,839</td>
</tr>
<tr>
<td></td>
<td>4:00 PM – 12:00 PM</td>
<td>91,911</td>
<td>91,523</td>
</tr>
<tr>
<td>Date</td>
<td>Mar. 1</td>
<td>Jun. 1</td>
<td>Mar. 1</td>
</tr>
<tr>
<td></td>
<td>107,923</td>
<td>104,188</td>
<td>100,632</td>
</tr>
</tbody>
</table>

i.e., transition probabilities, could depend on time-of-day; the data were divided into two subsets, one from 10:00 AM to 2:00 PM, and the other from 2:00 PM to 6:00 PM; the number $T$ of observation time steps was thus 80. The totals of incoming and outgoing pedestrians at all booths in each hall/time-of-day are shown in Table 6.3.

### Traffic data in urban cities

We used bike trip data[^4] and taxi trip data[^5] in New York City, which are publicly available. These data sets consist of trip records of bikes/taxis, each record holds trip id, pickup location, dropoff location, pickup timestamp, and dropoff timestamp, where location information is available only when bikes/taxis started and finished their trips; the trajectories during the trips are not recorded.

In the experiments, we used the data from 8:00 AM to 4:00 PM and from 4:00 PM to 12:00 PM on March 1st and June 1st, and created the incoming and outgoing count data by

[^4]: https://www.citibikenyc.com/system-data
aggregating the original data into grid cells, the sizes of which in the bike trip data and
the taxi trip data were 2 km × 2 km (12 × 12 grid cells) and 3 km × 3 km (18 × 18 grid cells), respectively. Here, we omitted grid cells whose incoming and outgoing counts
were lower than a threshold. The number |V| of grid cells for the bike trip data and the
taxi trip data were then 11 and 14, respectively. The time interval in both data sets was
set to 10 minutes; the number of observation time steps T was thus 48. \( E_i \) was a set of
edges assuming a complete graph for both data sets. The totals of incoming and outgoing
bikes/taxis at overall grid cells on each date/time-of-day are shown in Table 6.3.

### 6.5.2 Evaluation metric

Given the numbers of incoming and outgoing people \( Y_{\text{in}}, Y_{\text{out}} \), we attempt to estimate
transition populations \( Z \) between locations at each time step. The evaluation metric is the
mean normalized absolute error (MNAE) in transition populations, represented by

\[
\frac{1}{T} \sum_{t=1}^{T} \sum_{i \in V} \sum_{j \in E} |\hat{z}_{tij} - z_{tij}^*| \sum_{i \in V} \sum_{j \in E} z_{tij}^*,
\]

(6.16)

where \( z_{tij}^* \) is the true transition population and \( \hat{z}_{tij} \) is its estimate.

### 6.5.3 Setup of T-CFDM

Different from the previous model (i.e., CFDM), T-CFDM can estimate transition popu-
lations and travel duration distributions, simultaneously. In our experiments, we used
the Weibull distribution as the travel duration distribution between locations (See Sec-
tion 6.4.1). The model parameters were learned by the approximate EM algorithm (de-
scribed in Algorithm 2); the optimization problems were solved via the L-BFGS-B method (Byrd
et al., 1995).

### 6.5.4 Baselines

We compared the proposed model, T-CFDM, with three baselines: Uniform, Popularity,
and collective flow diffusion model (CFDM) (Kumar, Sheldon, and Srivastava, 2013), details
of which are as follows.

- **Uniform.** We used a discrete uniform distribution to estimate transition populations.
  This baseline assumes that people move to neighbor locations with equal probability
  \( 1/|E_i| \), where \( |E_i| \) is the number of neighbors of location \( i \).
• **Popularity.** People are assumed to move to other locations in proportion to location popularity regardless of current locations; then the estimated transition population at time step $t$ is given by

$$
\hat{z}_{tij} = y_{ti}^{out} \times \frac{\sum_{l=1}^{T} y_{lj}^{in}}{\sum_{l=1}^{T} \sum_{j \in E_i} y_{lj}^{in}}.
$$

(6.17)

• **CFDM.** This is the basic model of the proposed model. In CFDM, people are assumed to be complete their transitions within each time step; the transition populations $Z$ satisfy the flow conservation laws,

$$
m_{ti}^{out} = \sum_{j \in E_i} z_{tij},
$$

(6.18)

$$
m_{ti}^{in} = \sum_{j \in E_i} z_{tji}.
$$

(6.19)

The model parameters were learned by the approximate EM algorithm, as in the proposed model, where means of the observation models (6.2) and (6.3) were replaced with the relations (6.18) and (6.19).

### 6.5.5 Results

#### Transition population estimation

Table 6.4 shows MNAE and the standard error attained by T-CFDM, CFDM, Popularity, and Uniform. For all data sets, the MNAEs of T-CFDM were lower than the compared methods, and the differences between T-CFDM and the other methods were statistically significant (Student’s t-test) at the level of $P < 0.01$. These results indicate that the introduction of the travel duration distributions is effective for accurately estimating the transition populations between locations. In the following, we present the results of further assessment of T-CFDM.

#### Travel duration probability estimation

We evaluated performance of estimating travel duration probabilities; the evaluation metric is mean Kullback-Leibler (KL) divergence between the true and the estimated travel
Table 6.4: Mean normalized absolute errors (MNAEs) and standard errors of the estimates of transition populations.

(a) Pedestrian data (10:00 AM – 2:00 PM)

<table>
<thead>
<tr>
<th></th>
<th>Hall 1</th>
<th>Hall 2</th>
<th>Hall 3</th>
<th>Hall 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-CFDM</td>
<td>1.174 ± 0.016</td>
<td>0.995 ± 0.013</td>
<td>0.689 ± 0.014</td>
<td>0.600 ± 0.022</td>
</tr>
<tr>
<td>CFDM</td>
<td>1.261 ± 0.009</td>
<td>1.127 ± 0.010</td>
<td>0.864 ± 0.013</td>
<td>0.672 ± 0.022</td>
</tr>
<tr>
<td>Popularity</td>
<td>1.674 ± 0.008</td>
<td>1.500 ± 0.008</td>
<td>1.106 ± 0.016</td>
<td>0.779 ± 0.020</td>
</tr>
<tr>
<td>Uniform</td>
<td>1.767 ± 0.007</td>
<td>1.596 ± 0.007</td>
<td>1.130 ± 0.015</td>
<td>1.165 ± 0.016</td>
</tr>
</tbody>
</table>

(b) Pedestrian data (2:00 PM – 6:00 PM)

<table>
<thead>
<tr>
<th></th>
<th>Hall 1</th>
<th>Hall 2</th>
<th>Hall 3</th>
<th>Hall 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-CFDM</td>
<td>1.439 ± 0.026</td>
<td>1.436 ± 0.010</td>
<td>0.908 ± 0.022</td>
<td>0.743 ± 0.043</td>
</tr>
<tr>
<td>CFDM</td>
<td>1.506 ± 0.025</td>
<td>1.515 ± 0.010</td>
<td>0.995 ± 0.026</td>
<td>0.780 ± 0.045</td>
</tr>
<tr>
<td>Popularity</td>
<td>1.825 ± 0.017</td>
<td>1.789 ± 0.010</td>
<td>1.253 ± 0.029</td>
<td>0.924 ± 0.038</td>
</tr>
<tr>
<td>Uniform</td>
<td>1.904 ± 0.016</td>
<td>1.857 ± 0.010</td>
<td>1.289 ± 0.029</td>
<td>1.282 ± 0.038</td>
</tr>
</tbody>
</table>

(c) Bike trip data

<table>
<thead>
<tr>
<th></th>
<th>8:00 AM – 4:00 PM</th>
<th>4:00 PM – 12:00 PM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mar. 1 Jun. 1</td>
<td>Mar. 1 Jun. 1</td>
</tr>
<tr>
<td>T-CFDM</td>
<td>0.561 ± 0.013</td>
<td>0.630 ± 0.010</td>
</tr>
<tr>
<td>CFDM</td>
<td>0.655 ± 0.012</td>
<td>0.737 ± 0.012</td>
</tr>
<tr>
<td>Popularity</td>
<td>0.691 ± 0.013</td>
<td>0.751 ± 0.012</td>
</tr>
<tr>
<td>Uniform</td>
<td>1.025 ± 0.009</td>
<td>0.953 ± 0.013</td>
</tr>
</tbody>
</table>

(d) Taxi trip data

<table>
<thead>
<tr>
<th></th>
<th>8:00 AM – 4:00 PM</th>
<th>4:00 PM – 12:00 PM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mar. 1 Jun. 1</td>
<td>Mar. 1 Jun. 1</td>
</tr>
<tr>
<td>T-CFDM</td>
<td>0.363 ± 0.004</td>
<td>0.433 ± 0.004</td>
</tr>
<tr>
<td>CFDM</td>
<td>0.472 ± 0.004</td>
<td>0.496 ± 0.004</td>
</tr>
<tr>
<td>Popularity</td>
<td>0.505 ± 0.004</td>
<td>0.520 ± 0.004</td>
</tr>
<tr>
<td>Uniform</td>
<td>1.043 ± 0.005</td>
<td>1.043 ± 0.005</td>
</tr>
</tbody>
</table>
## 6.5. Experiments

Table 6.5: Mean Kullback-Leibler divergence for the estimation of travel duration probability.

(a) Pedestrian data (10:00 AM – 2:00 PM)

<table>
<thead>
<tr>
<th></th>
<th>Hall 1</th>
<th>Hall 2</th>
<th>Hall 3</th>
<th>Hall 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-CFDM</td>
<td>1.567 ± 0.050</td>
<td>1.547 ± 0.050</td>
<td>1.627 ± 0.087</td>
<td>1.669 ± 0.231</td>
</tr>
<tr>
<td>CFDM</td>
<td>1.800 ± 0.091</td>
<td>1.695 ± 0.082</td>
<td>1.675 ± 0.122</td>
<td>1.748 ± 0.127</td>
</tr>
</tbody>
</table>

(b) Pedestrian data (2:00 PM – 6:00 PM)

<table>
<thead>
<tr>
<th></th>
<th>Hall 1</th>
<th>Hall 2</th>
<th>Hall 3</th>
<th>Hall 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-CFDM</td>
<td>1.583 ± 0.051</td>
<td>1.560 ± 0.053</td>
<td>1.613 ± 0.071</td>
<td>1.560 ± 0.125</td>
</tr>
<tr>
<td>CFDM</td>
<td>1.758 ± 0.078</td>
<td>1.737 ± 0.103</td>
<td>1.670 ± 0.087</td>
<td>1.854 ± 0.082</td>
</tr>
</tbody>
</table>

(c) Bike trip data

<table>
<thead>
<tr>
<th></th>
<th>Mar. 1</th>
<th>Jun. 1</th>
<th>Mar. 1</th>
<th>Jun. 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-CFDM</td>
<td>1.489 ± 0.194</td>
<td>1.353 ± 0.172</td>
<td>1.498 ± 0.218</td>
<td>1.182 ± 3.129</td>
</tr>
<tr>
<td>CFDM</td>
<td>2.936 ± 0.048</td>
<td>3.052 ± 0.047</td>
<td>2.942 ± 0.056</td>
<td>3.129 ± 0.043</td>
</tr>
</tbody>
</table>

(d) Taxi trip data

<table>
<thead>
<tr>
<th></th>
<th>Mar. 1</th>
<th>Jun. 1</th>
<th>Mar. 1</th>
<th>Jun. 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-CFDM</td>
<td>1.432 ± 0.142</td>
<td>2.444 ± 0.135</td>
<td>2.060 ± 0.161</td>
<td>2.130 ± 0.102</td>
</tr>
<tr>
<td>CFDM</td>
<td>3.123 ± 0.058</td>
<td>3.069 ± 0.049</td>
<td>3.044 ± 0.072</td>
<td>3.062 ± 0.058</td>
</tr>
</tbody>
</table>

The results show that T-CFDM can accurately estimate the travel duration probabilities.
The improvements of bike trip data and taxi trip data were larger than those of the pedestrian data, which is reasonable because the distances between locations (i.e., grid cells) were relatively large in the urban bikes/taxis trip data compared with the pedestrian data in the exhibition halls; in such cases, the travel duration probability is more helpful. The results of Tables 6.4 and 6.5 indicate that the incorporation of the people’s travel durations into the model is important for estimating the transition populations accurately.

Figure 6.3 illustrates visualization examples of transition matrices and travel duration probabilities estimated by T-CFDM for the respective times-of-day in the bike trip data and the taxi trip data. The transition matrix is the total number of bikes/taxis that moved between each pair of origin location \( i \) and destination location \( j \), whose elements in the transition matrix were calculated as follows: \( \hat{z}_{ij} = \sum_{t=1}^{T} \hat{z}_{tij} \). As shown in Figure 6.3, T-CFDM accurately estimated transition matrix from the numbers of incoming and outgoing people. One also observes that T-CFDM flexibly fitted to the various travel duration distributions. The results show that T-CFDM allows us to capture the heterogeneity in travel duration among individuals as it can handle the travel durations as the random variables; it does not use the point estimates of travel durations.

Visualization of the estimated people flows

We finally present qualitative comparisons of the estimated transition populations in the pedestrian data. Figure 6.4 visualizes the pedestrian flows between locations (i.e., booths) in each hall, where we illustrate the true pedestrian flow on the left, and the estimates of T-CFDM, CFDM, Popularity and Uniform on the right. As shown in Figure 6.4, T-CFDM better discerned the pedestrian flows than the other methods. CFDM tended to output some false flows. This is mainly because CFDM is based on the unrealistic assumption that all pedestrians who left a location in one time step should arrive at another location in the same time step; and thus CFDM mis-estimated the transition populations between booths. T-CFDM, on the other hand, could more accurately estimate the transition populations because it considers travel durations between booths.

The visualization results are useful for optimizing navigation systems. For example, discovering popular routes of pedestrians yields better route recommendations; those that are likely to be chosen by visitors. The results are also useful to marketers when they want to optimize the strategies of location-based advertising. For example, analyzing the transition relation between booths provides better understanding of the visitors’ interests. This makes it easier for marketers to determine which advertisements to serve to the visitors according to their interests and current locations.
6.5. Experiments

(a) Bike trip data (Mar. 1, 8:00 AM – 4:00 PM)

(b) Bike trip data (Mar. 1, 4:00 PM – 12:00 PM)

(c) Taxi trip data (Mar. 1, 8:00 AM – 4:00 PM)

(d) Taxi trip data (Mar. 1, 4:00 PM – 12:00 PM)

**Figure 6.3:** Visualization of transition matrices and travel duration probabilities. (Upper part of each figure) Heatmap visualization of the transition matrix. The true matrix is shown on the left and the estimate of T-CFDM is shown on the right. (Lower part of each figure) Travel duration probability $W(\Delta; \hat{\pi}_{ji})$ estimated by T-CFDM for the origin-destination pair specified by the white asterisk (*) in the corresponding upper heatmap; the left one is the true probability and the right one is the estimate of T-CFDM. Red line represents the travel duration distribution $w(\tau; \hat{\pi}_{ji})$ estimated by T-CFDM.
Figure 6.4: Comparison of pedestrian flows between booths in each hall. The red dots represent the locations of booths, and the directed edges represent the pedestrian flows between booths. The edge widths are proportional to the transition populations between the respective booth pairs. Note that we omitted those edges whose transition populations were lower than a threshold, and bidirectional edge widths are proportional to the average of the transition populations between the pair of locations.
6.6 Discussion

In this chapter, we proposed time-delayed collective flow diffusion models (T-CFDM) that can estimate latent people flows, i.e., transition populations between locations, from just aggregated population data. We designed an observation model with aggregation processes, which represent flow conservation constraints. A key idea is to incorporate travel duration probabilities into the aggregation constraints. We also developed the approximate expectation-maximization algorithm, which enables us to learn the transition populations and the model parameters simultaneously.

The experiments on multiple real-world data sets showed that T-CFDM can 1) accurately infer transition populations between locations and 2) flexibly and precisely capture the travel duration probabilities between locations.

There are several important research issues that should be considered in the future. First, we could extend the model to capture time-varying people flows. The previous study has shown that the models taking account of flow changes over time achieve the improvements of estimation performance (Iwata et al., 2017). Second, it would be interesting to investigate advanced inference algorithms. In this thesis, we used a continuous relaxation for transition populations $Z$ and solved the problem (6.11) using continuous optimization methods. Another option is to directly handle discrete variables $Z$ in inference processes; the recent work has shown that one can formulate the maximum a posteriori problem for $Z$ in the original collective flow diffusion model as a combinatorial optimization problem, called (non-linear) minimum cost flow problem (Akagi et al., 2020 (to appear)). The idea in this work would be beneficial for constructing an efficient and effective alternative for learning transition populations in T-CFDM inference procedures. Finally, it would be a fruitful direction to utilize additional information such as weather conditions and satellite images of the city by combining it with non-linear models (e.g., deep neural networks), as in (Iwata and Shimizu, 2019); it could be expected to provide performance improvements.
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Conclusion

7.1 Summary of contributions

Location data are now being accumulated in various spaces such as cities and exhibition halls. The utilization of them is important for improving city environments and location-based services. Location data are, however, often aggregated over spatial regions due to practical reasons (e.g., privacy concerns), which makes it difficult to apply existing statistical methods for spatial data analysis. In this thesis, we explored a framework that can yield prediction and knowledge discovery from spatially aggregated data.

Specifically, we considered two fundamental and important problems: 1) refining coarse-grained aggregated data (Part I); 2) inferring latent people flow from aggregated population data (Part II). Our solution is the probabilistic models that incorporate spatial aggregation processes, a critical functionality for learning the models from aggregated data. We also developed the efficient inference procedure for each proposed model. We confirmed the effectiveness of the proposed models on the basis of experiments using real-world data sets. The contributions of each part are summarized as follows.

Refining coarse-grained aggregated data

The aim of Part I was to construct a framework based on Gaussian processes (GPs) for predicting fine-grained data via the use of multiple aggregated data sets with various granularities. The two questions to be answered were

- How do we model the generative process of data aggregated over spatial regions?
- How do we establish dependences between multiple aggregated data sets?

In order to answer the first question, Chapter 3 formulated a probabilistic model, called Spatially Aggregated Gaussian Processes with a Single Output (SAGP-S), that can infer a
function defined on the continuous space from aggregated observations. A key technique is introducing an observation model with aggregation processes, which is represented by the integral of the GP. This formulation is advantageous in that variances and covariances can be evaluated considering sizes and shapes of regions. SAGP-S is a core idea for constructing the proposed models in Chapters 4 and 5.

For the second question, we examined two types of methodologies that can introduce dependences between data sets: 1) regression approach and 2) multivariate approach. In Chapter 4, we proposed a new regression-based model, called Two-stage Spatially Aggregated Gaussian Process Model (2-stage SAGP model), in which GP for target data is assumed to be a linear combination of the posterior GPs for auxiliary data sets. One benefit of 2-stage SAGP model is that the regression coefficients are determined by not only the strength of relationships with the target data but also the posterior variances for each auxiliary data set. In Chapter 5, we proposed a novel multivariate GP model, called Spatially Aggregated Gaussian Processes with Multiple Outputs (SAGP-M), that can infer multivariate function from multiple aggregated data sets with various granularities; this is a natural extension of SAGP-S. In SAGP-M, multivariate dependent GP for multiple data sets is defined by a linear mixing of independent latent GPs, which can be expected to accurately estimate spatial correlations even if some of input data sets have a coarse granularity. The sharing of latent GPs is also advantageous in that it can support data sets from multiple domains (e.g., cities).

We also developed the Bayesian inference procedures for 2-stage SAGP model and SAGP-M. The effectiveness of each model was demonstrated through experiments on real-world aggregated data sets from urban cities. As a result, we confirmed that SAGP-M yielded better refinement performance than the compared methods; 2-stage SAGP model, on the other hand, has the advantage in terms of the computation costs compared with multivariate approaches.

**Inferring latent people flow from aggregated population data**

The task of Part II was to capture people’s transitions from just aggregated population data at each observed location. We proposed a probabilistic model, called Time-delayed Collective Flow Diffusion Model (T-CFDM), that can estimate transition populations between locations given the numbers of incoming and outgoing people at each location and at each time step. In T-CFDM, people’s transition is modeled as diffusion processes that are governed by time-independent and location-dependent transition probabilities. By introducing an observation model with aggregation processes that represent flow conservation constraints, one can estimate transition populations from just aggregated population data. Different from the existing models, we incorporated travel duration probabilities
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into the aggregation constraints, which allows the accurate estimation of transition populations in more practical situations, that is, the observation ranges are limited and some people are not observed in any location in some periods. We also developed the approximate expectation-maximization algorithm that can learn the transition populations and the model parameters, simultaneously. Through the experiments on real-world data sets, we demonstrated that T-CFDM outperformed the existing models in terms of transition population estimation performance.

7.2 Future directions

This thesis explored probabilistic approaches for modeling spatially aggregated data, which is a practically and theoretically important research topic. The results presented in this thesis point to several interesting future directions, some of which we shall outline from a global perspective, thus concluding the thesis.

Incorporating rich additional information

One promising direction for advanced modeling of spatially aggregated data is to incorporate a wide variety of rich additional information: event programs, weather conditions, road networks, satellite images, and so on. Most of them take the form of unstructured data such as images and texts. A powerful option to leverage such data is to use deep neural networks as a model component, which can automatically extract the meaningful feature representations from unstructured data. It would be interesting to develop a framework for integrating neural networks into the model and learning their parameters in aggregate settings, efficiently.

Knowledge transfer across domains

Although aggregated data are now being accumulated in the world, its data collection is still limited. For example, one could be relatively easy to obtain various kinds of data sets from an urban city (e.g., New York City); however, one could not have few data sets from rural and/or developing areas. As another example, large-scale events (e.g., exhibitions) are rarely held, then it might be difficult to gather the large amount of data under the same conditions. In such situations, a transfer learning approach has promise, because it can be used for sharing knowledge derived from data sets in multiple domains including cities or exhibition halls. This might help train the models in the case where we have a few data sets in some domains. To my best knowledge, transfer learning methods in aggregate
settings have not been well-established. We believe that an exploration of a framework for integrating various kinds of data sets in various domains will open up new research directions.

**Hybrid approach**

Another important research direction is to construct a hybrid approach that can utilize both individual-level data and aggregate-level data. In practical situations, one could use the small amount of individual-level data, the collection of which is time-consuming and costly. It would be interesting to develop a framework for learning the model of scarce individual-level data by utilizing various kinds of aggregate-level data sets. If the attribute and/or domain of scarce individual-level data is unseen, namely, not included in the training data sets, solving this problem is challenging because it is not straightforward to know the relationships between scarce individual-level data and aggregate-level data sets. We believe that the solution to this problem would further increase the usefulness of aggregate-level data.
Appendix A

On integrability of the observation model in SAGP-S

In this appendix, we discuss conditions for the observation model (3.2) to be well defined. We assume that $X \subset \mathbb{R}^2$ is a bounded Jordan-measurable set, and that elements $a_n(x)$ of $a(x)$ are Riemann integrable on $X$. The latter assumption is satisfied when $a_n(x)$ is defined as in (3.3) with Jordan-measurable regions $R_n$. It is known that a continuous function on $X$ is Riemann integrable on $X$, and that a product of Riemann integrable functions is again Riemann integrable; thus, a sufficient condition for $a(x)f(x)$ in the observation model (3.2) to be Riemann integrable is that the prior process $f(x) \sim \mathcal{GP}(m(x), k(x, x'))$ is sample-path continuous.

The assumption made in (3.2) of the integrability of $m(x)$ allows us to reduce integrability of the prior process $f(x) \sim \mathcal{GP}(m(x), k(x, x'))$ to sample-path continuity of the zero-mean process $f(x) \sim \mathcal{GP}(0, k(x, x'))$ on $X$. A sufficient condition (Adler and Taylor, 2007, Theorem 1.4.1) for the sample-path continuity of the zero-mean Gaussian process is that for some $0 < C < \infty$ and $\xi, \epsilon > 0$

$$k(x, x) + k(x', x') - 2k(x, x') \leq \frac{C}{\log \|x - x'\|^{1+\xi}}$$

(A.1)

holds for all $x, x'$ with $\|x - x'\| < \epsilon$. If one uses the squared-exponential kernels for $k(x, x')$, then one can confirm that the above condition is satisfied, and consequently the observation model (3.2) is well defined.

It should be noted that the sample-path continuity discussed above is different from the mean-square (MS) continuity. A process $f(x)$ is said to be MS continuous at $x = x_*$ if for any sequence $x_i$ converging to $x_*$ as $i \to \infty$ it holds that $\mathbb{E}[\|f(x_i) - f(x_*)\|^2] \to 0$ as $i \to \infty$. A necessary and sufficient condition for a random field to be MS continuous at $x_*$ is that its covariance function $k(x, x')$ is continuous at the point $x = x' = x_*$ (Papoulis, 1991, Appendix 10A), which in the case of Gaussian processes is weaker than the above sufficient condition for the sample-path continuity.
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