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この文献は、Semi-MDP（部分情報を持つMDP）の退却最適化方程式について論じています。特に、決定の選択と不確実性を考慮に入れた数学的プログラミングの観点から、退却最適化方程式を導出しています。
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Abstract. In terms of countable state Semi-Markov decision processes, the expected regret-utility incurred until the first-passage time into the absorbing set is considered. The utility of regret is represented using two variables, one is the target value and the other is the present value. We call it the regret-utility function. In order to characterize the regret-optimal policy, we derive the optimality equation, for which the uniqueness of solution is proved. As application, a few examples of regret-utility functions are given, under which some analyses are developed.
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1. Introduction and notation

In social life or in business, the decision making is commonly executed by making the regret incurred from the decision as small as possible, where the regret means the difference between the target value and the real payoff. In this paper, the above problem will be considered in terms of countable state Semi-Markov decision processes (SMDP’s) with an absorbing set.

The utility of regret is represented by a function using two variables, one is the target value and the other is the real payoff, called regret-utility function, and the problem to be solved is to minimize the expected regret-utility incurred until the first-passage time into the absorbing set. As for utility functions, refer to [3, 9] and for general utility treatment of Markov decision processes refer to [1, 2, 5, 6, 7].

In the remainder of this section, we define the regret-utility optimization problem for SMDP’s to be examined in the sequel.

SMDP’s are specified by (i) a countable state space $S = \{0, 1, 2, \ldots\}$, (ii) a finite action space $A$, (iii) transition probability matrices $p = \{p_{ij}(a)\}i, j \in S, a \in A\}$, (iv) distribution functions $\{F_{ij}(\cdot|a)\}i, j \in S, a \in A\}$ of the time between transitions, (v) an immediate reward $r$ and reward rate $d$ which are functions from $S \times A$ to $R_+$, where $R_+ = [0, \infty)$. When the system is in state $i \in S$ and action $a \in A$ is taken, then it moves to a new state $j \in S$ with the sojourn time $\tau$, and the reward $r(i, a) + d(i, a)\tau$ is obtained, where the new state $j$ and the sojourn time $\tau$ are distributed with $p_i(a)$ and $F_{ij}(\cdot|a)$ respectively. This process is repeated from the new state $j \in S$. 
The sample space is the product space \( \Omega = (S \times A \times R_+)^\infty \). Let \( X_n, \Delta_n \) and \( \tau_{n+1} \) be random quantities such that \( X_n(\omega) = x_n, \Delta_n(\omega) = a_n \) and \( \tau_{n+1}(\omega) = t_{n+1} \) for all \( \omega = (x_0, a_0, t_1, x_1, a_1, t_2, \cdots) \in \Omega \) and \( n = 0, 1, 2, \cdots \). A policy \( \pi = (\pi_0, \pi_1, \cdots) \) is a sequence of conditional probabilities \( \pi_n \) such that \( \pi_n(A \mid x_0, a_0, t_1, \cdots, x_n) = 1 \) for all histories \( (x_0, a_0, t_1, \cdots, x_n) \in (S \times A \times R_+)^n \times S \). The set of all policies is denoted by \( \Pi \). A policy \( \pi = (\pi_0, \pi_1, \cdots) \) is called stationary if there exists a function \( f : S \rightarrow A \) such that \( \pi_n({f(x_n)}) \mid x_0, a_0, t_1, \cdots, x_n = 1 \) for all \( n \geq 0 \) and \( (x_0, a_0, t_1, \cdots, x_n) \in (S \times A \times R_+)^n \times S \). Such a policy is denoted by \( f^\infty \).

For any \( \pi \in \Pi \), we assume that

\[
\begin{align*}
&\text{(i) } \text{Prob}(X_{n+1} = j \mid X_0, \Delta_0, \tau_1, \cdots, X_n = i, \Delta_n = a) = p_{ij}(a) \\
&\text{and} \\
&\text{(ii) } \text{Prob}(r_{n+1} \leq t \mid X_0, \Delta_0, \tau_1, \cdots, X_n = i, \Delta_n = a, X_{n+1} = j) = F_{ij}(t|a)
\end{align*}
\]

for all \( n \geq 0, i, j \in S \) and \( a \in A \). Then, any initial state \( i \in S \) and policy \( \pi \in \Pi \) determine the probability measure \( P_\pi(\cdot \mid X_0 = i) \) on \( \Omega \) by a usual way.

We make the general assumption: There exists an absorbing set \( J_0 \subset S \) and \( J_0 \neq S \), for which that \( \sum_{j \in J_0} p_{ij}(a) = 1 \) and \( r(i, a) = d(i, a) = 0 \) for all \( i \in J_0 \) and \( a \in A \). Let \( J = S - J_0 \) and \( N \) be the first-passage epoch into \( J_0 \) i.e.,

\[ N = \min\{n \mid X_n \in J_0, n \geq 0\}, \quad \text{where } \min \emptyset = \infty. \]

The present value and the total lapsed time of the process \( \{X_n, \Delta_n, \tau_{n+1} : n = 0, 1, 2, \cdots\} \) until the \( \ell \)-th epoch are defined respectively by

\[
\begin{align*}
\overline{D}_\ell &= \sum_{n=0}^{\ell-1} (r(X_n, \Delta_n) + \tau_{n+1}d(X_n, \Delta_n)) \\
\overline{\tau}_\ell &= \sum_{n=1}^{\ell} \tau_n, \quad (\ell \geq 1).
\end{align*}
\]

Let \( G : R_+ \times R_+ \rightarrow R \) be a Borel-measurable function, which will be called a regret-utility function. Then, for a constant \( g^* \), called a target value, our problem is to minimize the expected regret-utility with a target \( g^* \)

\[ E_\pi \left( G(g^*\overline{\tau}_N, \overline{D}_N) \mid X_0 = i \right) \quad \text{over all } \pi \in \Pi, \]

where \( E_\pi(\cdot \mid X_0 = i) \) is the expectation with respect to \( P_\pi(\cdot \mid X_0 = i) \). We say that \( \pi^* \in \Pi \) is regret-optimal with a target \( g^* \) if

\[ E_{\pi^*} \left( G(g^*\overline{\tau}_N, \overline{D}_N) \mid X_0 = i \right) \leq E_\pi \left( G(g^*\overline{\tau}_N, \overline{D}_N) \mid X_0 = i \right) \]

for all \( \pi \in \Pi \) and \( i \in S \).

In Section 2, under some reasonable assumptions concerning the speed with which the decision process is driven into \( J_0 \), we give the optimality equation in order to characterize the regret-optimal policy. Also, uniqueness of solution to the optimality equation is proved.

In Section 3, as applications of our results, some examples of regret-utility functions are given, under which some analyses are developed.
2. Regret-optimality and related optimality equations

To develop our discussion, the following assumption is needed.

Assumption 1. The following (i)–(ii) holds:

(i) \( 0 \leq r(i, a) \leq M_1 < \infty, \ 0 \leq d(i, a) \leq M_2 < \infty \) for all \( i \in S, a \in A \) and some \( M_1 \) and \( M_2 \).

(ii) There exist \( L > 0, B > 0 \) with

\[
L \leq \int_0^\infty t F_{ij}(dt|a) \leq B \quad \text{for all} \quad i, j \in S \text{ and } a \in A.
\]

For each \( i \in J \) and \( n \geq 0 \), we define \( e_i(n) \) by

\[
e_i(n) = \sup_{\pi \in \Pi} P_{\pi}(X_n \in J | X_0 = i),
\]

which means the maximal probability of being not yet absorbed in \( J_0 \) at the \( n \)-th epoch. Putting \( e(n) = \sup_{i \in J} e_i(n) \), it clearly holds (cf. [4]) that \( e(n + 1) \leq e(n) \) and \( e(m + n) \leq e(m)e(n) \) for all \( m, n \geq 0 \). The following assumption is needed.

Assumption 2. It holds that \( \delta_0 := \sum_{n=0}^{\infty} e(n) < \infty \).

If the following Assumption 2' holds, Assumption 2 follows.

Assumption 2'. There exist \( 0 < \eta_0 < 1 \) and \( n_0 \geq 1 \) such that \( e(n_0) < 1 - \eta_0 \).

In fact, if Assumption 2' holds, we have that

\[
\delta_0 = \sum_{n=0}^{\infty} e(n) = \sum_{k=0}^{\infty} \sum_{n=0}^{n_0 - 1} e(kn_0 + n) \leq \sum_{k=0}^{\infty} n_0 e(kn_0)
\]

\[
\leq n_0 \sum_{k=0}^{\infty} e(n_0)^k \leq n_0 \eta_0^{-1} < \infty,
\]

which shows that Assumption 2 holds.

Since \( P_\pi(N > n | X_0 = i) \leq e(n) \) for \( n \geq 0 \), it holds that \( E_\pi(N | X_0 = i) \leq \delta_0 \), which implies \( \lim_{n \to \infty} n P_\pi(N > n | X_0 = i) = 0 \) for any \( \pi \in \Pi \).

Here, we define an optimal value function when starting from the initial state \( i \in S \) by

\[
g_i(c_1, c_2) = \inf_{\pi \in \Pi} E_{\pi} \left( G(c_1 + g^*\tau_N, c_2 + \overline{D}_N) | X_0 = i \right).
\]

By the above definition, we observe that \( g_i(c_1, c_2) = G(c_1, c_2) \) for \( i \in J_0 \) and \( g_i(0, 0) \) is the optimal expected regret-utility in our optimization problem.

The following assumption is needed to characterize the optimal value function.

Assumption 3. There exists a \( K > 0 \) such that

\[
\int_0^\infty |G(c_1 + g^*t, c_2 + r(i, a) + d(i, a)t) - G(c_1, c_2)| F_{ij}(dt|a) \leq K
\]

for all \( c_1, c_2 \in \mathbb{R}_+, i, j \in S \) and \( a \in A \).
Remark. If $G(c_1, c_2)$ is differentiable and $\left| \frac{\partial G(c_1, c_2)}{\partial c_1} \right|$ and $\left| \frac{\partial G(c_1, c_2)}{\partial c_2} \right|$ are uniformly bounded in $(c_1, c_2) \in R_+ \times R_+$, Assumption 3 holds from applying the mean value theorem and Assumption 1. Hereafter, Assumption 1, 2 and 3 will be remained operative.

Lemma 2.1. There exists a $K^* > 0$ such that

$$\int_0^\infty \left| g_i(c_1 + g^*t, c_2 + r(i, a) + d(i, a)t) - g_i(c_1, c_2) \right| f_i(dt | a) \leq K^*$$

for all $c_1, c_2 \in R_+$, $i, j \in S$ and $a \in A$.

Proof. Let $t$ be such that $g_i(c_1 + g^*t, c_2 + r(i, a) + d(i, a)t) - g_i(c_1, c_2) \geq 0$ and $\epsilon > 0$. Then, by (2.1) there exists a policy $\pi = \pi \{i, a, t\}$ (depending on $i, a, t$) satisfying that

$$\left| g_i(c_1 + g^*t, c_2 + r(i, a) + d(i, a)t) - g_i(c_1, c_2) \right| \leq \sum_{n=0}^\infty P(N = n) E \left[ E \left[ G(c_1', c_2') - G(c_1'', c_2'') \right] | N = n, H_n \right] + \epsilon,$$

where $c_1' = c_1 + g^*t + g^* \tilde{\tau}_{n-1}$, $c_2' = c_2 + r(i, a) + d(i, a)t + \tilde{D}_{n-1}$, $c_1'' = c_1 + g^* \tilde{\tau}_{n-1}$, $c_2'' = c_2 + \tilde{D}_{n-1}$, $H_n = (X_0, \Delta_0, \tau_1, \cdots, X_n)$, $P := P_\pi(\cdot | X_0 = i)$ and $E := E_\pi(\cdot | X_0 = i)$.

Applying Assumption 3, we have that

$$\left| g_i(c_1 + g^*t, c_2 + r(i, a) + d(i, a)t) - g_i(c_1, c_2) \right| \leq \sum_{n=0}^\infty P(N = n) E \left[ E \left[ G(c_1', c_2') - G(c_1'', c_2'') \right] | N = n, H_{n-1} \right] + 2K + \epsilon$$

(repeating the same discussion)

$$\leq \sum_{n=0}^\infty P(N = n) \left( G(c_1 + g^*t, c_2 + r(i, a) + d(i, a)t) - G(c_1, c_2) + 2nK \right) + \epsilon$$

$$= G(c_1 + g^*t, c_2 + r(i, a) + d(i, a)t) - G(c_1, c_2) + 2K \sum_{n=0}^\infty nP(N = n) + \epsilon$$

Since $\sum_{n=0}^\infty nP(N = n) = \sum_{n=0}^\infty P(N \geq n) \leq \sum_{n=0}^\infty \epsilon(n) = \delta_0$, by letting $\epsilon \to 0$ in the above, we get that

$$\left| g_i(c_1 + g^*t, c_2 + r(i, a) + d(i, a)t) - g_i(c_1, c_2) \right| \leq \left| G(c_1 + g^*t, c_2 + r(i, a) + d(i, a)t) - G(c_1, c_2) \right| + 2K \delta_0.$$
Similarly, for any \( t \) with \( g_{i}(c_{1}, c_{2}) - g_{i}(c_{1} + g^{*}t, c_{2} + r(i, a) + d(i, a)t) > 0 \), we get (2.4). Therefore, applying Assumption 3 again, we obtain (2.3) with \( K^{*} = K(2\delta_{0} + 1) \).

In the same way as the proof of Lemma 2.1, we can prove the following.

**Lemma 2.2.** For any \( i \in J \), and \( c_{1}, c_{2} \in \mathbb{R}_{+} \), it holds that

\[
g_{i}(c_{1}, c_{2}) \geq G(c_{1}, c_{2}) - K\delta_{0}.
\]

(2.5)

We denote by \( \mathcal{B}(\mathbb{R}_{+} \times \mathbb{R}_{+}) \) the set of all bounded Borel measurable functions on \( \mathbb{R}_{+} \times \mathbb{R}_{+} \). For any set \( h = (h_{i} : i \in J) \) with \( h_{i} \in \mathcal{B}(\mathbb{R}_{+} \times \mathbb{R}_{+}) \), we define \( U\{h\}(c_{1}, c_{2} | i, a) \) by

\[
U\{h\}(c_{1}, c_{2} | i, a) = \sum_{j \in J} p_{ij}(a) \int_{0}^{\infty} h_{j}(c_{1} + g^{*}t, c_{2} + r(i, a) + d(i, a)t) F_{ij} (dt | a)
\]

(2.6)

\[+ \sum_{j \in J_{0}} p_{ij}(a) \int_{0}^{\infty} G(c_{1} + g^{*}t, c_{2} + r(i, a) + d(i, a)t) F_{ij} (dt | a)\]

for \( c_{1}, c_{2} \in \mathbb{R}_{+}, \ i \in J \) and \( a \in A \).

Obviously, for each \( i \in J \) and \( a \in A \), \( U\{h\} (\cdot, \cdot, i, a) \in \mathcal{B}(\mathbb{R}_{+} \times \mathbb{R}_{+}) \).

Here, we can state one of main results, whose proof is done by a slight modification of that of Theorem 3.2 and 3.3 in our preceding paper [6], so that the proof is omitted.

**Theorem 2.1.** (i) The optimal value functions \( g_{i}, i \in J \) satisfy the following optimality equation:

\[
g_{i}(c_{1}, c_{2}) = \min_{a \in A} U\{g\}(c_{1}, c_{2} | i, a)
\]

(2.7)

for all \( i \in J \), and \( c_{1}, c_{2} \in \mathbb{R}_{+} \), where \( g = (g_{i} : i \in J) \).

(ii) Let \( \pi^{*} = (\pi_{0}^{*}, \pi_{1}^{*}, \cdots) \in \Pi \) be any policy satisfying

\[
\pi_{n}^{*} \left( A^{*}(g^{*} \overline{r}_{n}, \overline{D}_{n} : X_{n} | H_{n}) = 1 \right) \text{ on } \{X_{n} \in J\}
\]

(2.8)

for all \( n \geq 1 \) and \( H_{n} \), where

\[
A^{*}(c_{1}, c_{2} : i) = \arg\min_{a \in A} U\{g\}(c_{1}, c_{2} | i, a)
\]

for \( c_{1}, c_{2} \in \mathbb{R}_{+} \) and \( i \in J \). Then, \( \pi^{*} \) is regret-optimal with a target \( g^{*} \).

The following theorem asserts the uniqueness of solution to the optimality equation (2.7).

**Theorem 2.2.** There exists a unique solution to the optimality equation (2.7) in \( C \),

where

\[
C = \{ h = (h_{i} : i \in J) \mid h_{i} \in \mathcal{B}(\mathbb{R}_{+} \times \mathbb{R}_{+}) \text{ for all } i \in J \}
\]

and \( h \) satisfies the statement of Lemma 2.1.
Proof. Let \( h = (h_i : i \in J), \ h' = (h'_i : i \in J) \) be solutions to (2.7) and \( h, h' \in C \).

Then, from (2.6) and (2.7), there is an \( \overline{a} \in A \) such that

\[
|h_i(c_1, c_2) - h'_i(c_1, c_2)| \leq \sum_{j \in J} p_{ij}(\overline{a}) \left| \int_{0}^{\infty} h_j(c_1 + g^*t, c_2 + r(i, a) + d(i, a)t) F_{ij}(dt | \overline{a}) \right|
\]

for some \( \overline{K} > 0 \).

Repeating the relation (2.9), we get that

\[
|h_i(c_1, c_2) - h'_i(c_1, c_2)| \leq 2\overline{K} \sum_{n=0}^{\infty} e(n) = 2\overline{K}\delta_0 < \infty.
\]

So, if we put \( ||h_i - h'_i|| = \sup_{c_1, c_2 \in R} |h_i(c_1, c_2) - h'_i(c_1, c_2)| \), then \( ||h_i - h'_i|| \leq 2\overline{K}\delta_0 \), and from the first inequality in (2.9), we get

\[
||h_i - h'_i|| \leq \sum_{j \in J} p_{ij}(\overline{a}) ||h_j - h'_j|| \quad \text{for} \quad i \in J.
\]

Repeating (2.10), we obtain

\[
||h - h'|| \leq e(n) ||h - h'|| \quad \text{for all} \quad n \geq 1,
\]

where \( ||h - h'|| = \sup_{i \in J} ||h_i - h'_i|| \). Letting \( n \to \infty \) and noting that \( e(n) \to 0 \) from Assumption 2, (2.11) means \( ||h - h'|| = 0 \). Thus, \( h = h' \), so that uniqueness of solutions follows.

\[\blacksquare\]

3. Examples

In the following examples, the results in the preceding section are applied to the cases of some types of regret-utility functions.

Example 1. Consider the case that \( G(x, y) = x - y \). From Remark in Section 2, we observe that Assumption 3 holds. Putting

\[
g_i = \inf_{\pi \in \Pi} E_\pi(g^*\overline{\tau}_N - D_N | X_0 = i),
\]

We get from (2.1) that

\[
g_i(c_1, c_2) = \inf_{\pi \in \Pi} E_\pi(c_1 + g^*\overline{\tau}_N - c_2 - D_N | X_0 = i)
\]

(3.1)

\[= c_1 - c_2 + g_i \quad (i \in J, \ c_1, c_2 \in \mathbb{R}_+).\]
Thus, the optimality equation (2.7) becomes:

(3.2) \[ g_i = \min_{a \in A} \left\{ -R(i, a) + \sum_{j \in J} p_{ij}(a) g_j + g^* \tau(i, a) \right\} \]

for \( i \in J \), where \( R(i, a) = r(i, a) + d(i, a) \tau(i, a) \) and

\[ \tau(i, a) = \sum_{j \in S} p_{ij}(a) \int_{0}^\infty tF_{ij}(dt|a) \]

for \( i \in J \) and \( a \in A \).

Applying Theorem 2.1, we can obtain a regret-optimal policy using the unique solution of (3.2).

**Remark.** We consider recurrent Semi-MDP's and put:

\[ J_0 = \{0\}, \quad N = \min\{n|X_n = 0, n \geq 1\} \]

and

\[ g^* = \sup_{\pi \in \Pi} \frac{E_{\pi}(D_N|X_0 = 0)}{E_{\pi}(N|X_0 = 0)}. \]

Then, (3.2) with \( g_0 = 0 \) is corresponding to the optimality equation for the average case. In fact, it holds (cf. [8, 10]) that

\[ \min_{a \in A} \left\{ -R(0, a) + \sum_{j \neq 0} p_{0j}(a) g_j + g^* \tau(0, a) \right\} = 0, \]

so that putting \( g_0 = 0 \), (3.2) holds for all \( i \in S \).

**Example 2.** Consider the case of the exponential type: \( G(x, y) = -e^{-\lambda(x-y)}, ( \lambda > 0 \) ). When the target value \( g^* \) is sufficiently large such that \( g^* t - r(i, a) - d(i, a)t \geq 0 \) for all \( t \geq 0, i \in S \) and \( a \in A \), Assumption 3 in Section 2 holds obviously.

Let

\[ g_i = \inf_{\pi \in \Pi} E_{\pi}\left( -e^{-\lambda(g^* \tau_N - \overline{D}_N)} | X_0 = i \right), \]

for \( i \in J \). Then, \( g_i(c_1, c_2) = e^{-\lambda(c_1 - c_2)} g_i \), so that the optimality equation (2.7) comes to

\[ g_i = \min_{a \in A} \left[ \sum_{j \in J} p_{ij}(a) R(i, a, j) g_j - \sum_{j \in J_0} p_{ij}(a) R(i, a, j) \right] \]

where \( R(i, a, j) = \int_{0}^\infty e^{-\lambda(g^* t - \tau(i, a) - d(i, a)t)} F_{ij}(dt|a) \) for \( i \in J, j \in S \) and \( a \in A \).

Applying Theorem 2.1, we get a regret-optimal policy for the exponential regret-utility case.
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