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Introduction. 
Briot and Bouquet were the first to study m a general way the 

solution of the differential equation of the form 

dy -x dx - az+by+ ... , 

at its singular point x=o, y=o. Afterwards Picard and Poincare found, 

at the same time, the form of solutions which are not holomorph. On 

this occasion, Poincare treated in his 71tese, the solution of the partial 

differential equation of the form 

c ( ) o/ ,- ( ) rJf ,- ( ) iJf . \;1 X ;;-~+~2 X -d + ... +~nX -.-=O, 
u:t:1 X2 dxn 

where fi(x), ~ix), ... ; n(x) are holomorphic functions of n variables X1, 

x 2, •• • Xn about the origin ( o, o, ... o ), and each function begins with 
terms of first order of x1 , x2 , ••• x,,. Under certain conditions he found 
n- 1 solutions of the equation. Afterwards, by several mathematicians, 

the exceptional cases were studied, for the case of two variables, rather 

as an ordinary differential equation. The literature on the study is 

given by Painleve in Encyclopedie d. Sc. Matlz., (Tome II, vol. 3); but 
researches upon the partial differential equation are comparatively rare; 
and the problem is extremely difficult. I will, at first, repeat the 

discussion of the foregoing equation and next discuss the solutions of 

complete systems. 
1. There is given a partial differential equation of first order 

between n independent variables x1, x2, •• • Xn such that 
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where ;i(.i:), fix), ... $n(x) are functions of these n variables. By the 
symbol X, we always mean the operation of the form 

exerted upon a function /(x) of the variables x1, x2 , .. ,xn. 

To find the solution of this equation, consider two equations of 

the form 

and 

where F;_(_/2) and F:.i(/2) are functions of / 1 resp. /2 alone. If we find 
the solutions .Ii and _/2 , then, putting 

we have 
X8i(.fi) = r, X0//2) = r. 

Hence the difference Oi(_/2)-0//2) is a solution of our equation 

Xf=o. 
By this method, Poincan? proved the existence of n- I solutions 

of the partial differential equation 

where 
fi(x) = A1x1+ ... , 

fz(x) = A2x~+ ... , 

The functions fi(x), f(x), ... ;n(x) are holomorphic about (o, o, ... o) and 
the dotted parts are terms of higher order than the first. To solve 

1 Poincare, These (Paris, 1879) and Acta Mathematica 13 (1890), Sur le probleme des 

trois corps ... . 
Picard, Traite D'analyse, III. 
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this equation, take for Fi(/2), the form Ar/. For the existence of a 

holomorphic solution of the equation 

Poincare gave the following conditions between the coefficients Ar, A,, 
..• An, namely: 

1 °, the relations 

Ar}i+A2p;+ ... +A;(pi-I)+ ... +A,,Pn = O, z = I, 2, .•. n, 

are not satisfied. by any positive integral valu!?s ef p1,p2, ••• }n, provided, 

Pi+ h + ... + p,. ? 2; 

2°, if we denote Ai, A2, ••• A,. by tlze points on a plane, t!zen we can 
trace a conve.x polygon in which these n points lie but which does not 
contain tlze origin; or we may say that this is a straight line through 
the origin, on one side ef which atl the n points lie. 

Let us, in the following, call these two conditions, Poincare's con
ditions, for simplicity. 

For the equation (2), the conditions for z·= 2, 3, ... n are unnecessary. 

Now differentiating the equation (2) Pt times with respect to .x1, p2 

times with respect to .x-2, •• •Pn times with respect to .x,. and putting 

.x1 =x2 = ... =.xn=o, we have the value of 

expressed by the values of partial derivatives lower than p1 +p2 + ... 
+ Pn at .:i:1 =.x2= ... =.x,. =O. Under Poincare's conditions, the coefficient 
of the derivative is not zero, moreover the quotient 

I 
A1(ji-I)+A2P2+ ... +An}n I 

Pr-I+ P2+ ... +pn 

is greater than a certain number e > o, for any p1,p2, ... p,.. Using Mr. 
Picard's notations, put 

f = A.xr+v, 

where A is an arbitrary constant. Then the equation (2) becomes 
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where the functions cp1, cp2 , ··•'Pn and cp commence at least by terms of 

second order. Let M be the maximum modulas of cp1, cp2, •• •'Pn and ¢ 
in the convergent circles with radius a, about the origin. Then the 

equation 

give a horomorphic solution V(x) commencing at least by terms of 
second order. This function V(.x) serves as fonction majorante of the 

solution v(x) of the equation (3). Hence the equation (2) has a holo
morphic solution of the form 

For the details, we refer to Mr. Picard's book. 

2. When we differentiate both sides of the equation (3), § I, Pr 
times with respect to Zvh times with respect to x~, ··•Pn times with 
respect to Xn and put x1 =.:r2= ... =rn=O, then from the left-hand side, 
we obtain 

The right-hand side is a linear homogemous function of 

and 

where 
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since the functions cp1, 'f2 , ... 'Pn and cp contain no terms lower than second 

order and v(z) commences also with terms of second order at least. 
Therefore 

is a linear lzomogeneous function of <p ( 
0 Pi+h+ ... +pn v) ( 0Pi+h---+Pn f ) 

iJz/1a;i;/2 ••• iJz/n O OX/1ax/2 ••• iJznpn 0 

( 
0 q1+q2 ... + ... q"v ) 

and ------~ , where 
iJx/1c)z/2 •• • OX,;" O 

q1, q2, • •• qn obey the above conditions. 

Hence for P1 + Pz+ ... +Pn = 2, 

t ,J = I, 2, ... n, 

are linear homogeneous functions of 

For p1 +p2+ ... +pn=3, all derivatives of third order at .:t\=X2= ... = 
.:rn=o, are linear homogeneous functions of 

and i,j,k = r, :i, .•. n, 

and hence they become linear homogeneous functions of 

i,j,k = I, 2, ..• 11. 

Proceeding in this way, all the derivatives ofv(x) at x 1=x2 = ... =x"=o 
are linear homogeneous functions ~f some number of derivatives of cf! 
at .:r1 =x2 = ... =x,,=o. But a derivative of a power-series at a point, 

divided by a certain positive integer, becomes a coefficient of the power

senes. Hence we can enunciate the above result as follows. All tlze 
coefficients of the expansion o/ v(.:r) at x1 = X2 = ... =Zn= o are certain 
linear homogeneous function of some number o/ coefficients of the power 

series cf!(x). 
If we compare equations (2) and (3), § I, we see that 

That is, all the coefficients of c)!(x) are multiplied by A. Whence we 

know that all the coefficients of v(x) are linear homogeneous functions 

of A, or put 
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v(x) = A w(.x), 

then w(x) is independent of A. Therefore the solution of the equation 

(2), § I becomes 
f = Ax1+v(.x) 

= A(x1 +(w(x)) 

= A_f;_(x), 

where ./i(x) = .:i:1 +w(x), 

and clearly .fi(x) zs a lzolomorpltic solution af the preceding equation and 
its coeffecients lzave 110 arbitrarity. 

This solution / 1(x) is unique, for if not, the equation (3 ), § I, 

would have two solutions, say vi(.x) and v{x), therefore v1(x)-vz(x) 
should satisfy the equation 

But 111 this equation, the function ¢ is absent, therefore by the result 
just obtained, it must follow that 

This is against our assumption ; hence tlte solution fi(x) zs unique. 
Hence any holomorphic solution such as 

can be written in the form 

f = AJ;_(x). 

3. Returning to the former, under Poincare's conditions, we find 
the holomorphic solutions 

.Ii = .1·1 + .. . 
l"=x'!.+ .. . 

of the equations 

I I I l 

respectively. Hence, log_f;_Ti-logf2 i 2, and therefore.fi-Ti"_/21; is a 
solution of the equation ( 1), § I. Proceeding in this way, the proposed 
equation has n- I solutions of the form 
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I I I I I I 

+ -Ti + Ao j - i,1 +1;; + - ),1 j, T,; 
./ 1 ./ 2 .. , 1 J 3 ·, • • ·" • • ./ 1 n • 

If in the equation, some number of A1, A2, ••• An be equal, say A1 =A2, 

.f = Ax1 + Bx2 + v(x), 

¢1 = -A(f1(x)- J.1x1)-B(fc(x)-A1x,). 

Then all the coefficients of v(x) are linear homogeneous functions of A 
and B. Putting at first A= I, B=o then A=o, B= I, we obtain two 
solutions 

/2=x1+ .. . 

.fz=x2+ ... ' 

and any other holomorphic solution of the form 

can be written m this way 

.f = AJ;_(x) + B_fz(z). 

The case where more than two }.'s are equal may be treated in the 

same way. 
4. The partial differential equation 

1s equivalent to the system of ordinary differential equations 

where, as before, writing only the first terms, 

~1(x) = A1X1 + ... , 
~,(x) = A2x 2 + ... , 

When Ai, A2 •••• An don't satisfy Poincare's conditions, but w/1en Ai, A2, • •• k,, 

(J.J < n) satiify the conditions and morer,ver the conditions that the equality 
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A1 P1 + A2 f2 + ... + Av Pv = Ai, i = )) + I, ... n, 

Pi +P2+ ... +Pv?: 2, 

cannot be satisfied, then the solutions x 1, x2, •• • x,. of the equation (2), 

equated to dt , can be expressed as power-series of t}1, t'A2, ••• l'v and 
t 

converge, provided the moduli of these quantities are sufficiently small. 

To prove this Mr. Picard transformed the equations (2) by 

Considering x1, x 2 , ••• z:,. as functions of y 1, y 2, •• ·Yv, the transformed equa

tions are 

Since the coefficients A11 A2, ••• A, satisfy Poincare's conditions and the 

other just mentioned, this system of partial differential equations has 
n holomorphic solutions xi(y), xz(y), ... xv(y). For the detail, we 

refer to Mr. Picard Boole 

5. The preceding system of partial differential equations can be 

obtained from another point of view, 1.e. 

Ta determine the substitution 

X1 = 8i(y1,Y2, •••Yv), 

X2 = Biy1,Y2, ... y,,), 

by which the d{lferential expression 

zs to be reduced to tlte d{'!ferential expression 
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where 7)1, 7) 2, ••• r;., are any functions ef Y1,Y2 •··Yv· 
Now by this substitution, we have 

(2) 

This is identical with the differential expression XJ. Hence, equating 

the coefficient of i!f, i=I, 2, ••• 11, we have 
dzi 

Then solutions z 1 =01(y), x2 =0iy), ... .xn=0,,(y) are the required 
substitions. 

If we take for the arbitrary functions 

this system of equations (3) coincides with the system given by Mr. 

Picard. If we put for 7)1, 7)2, ••• 7)v some holomorphic functions com

mencing by terms A1 J'1, J. 2y 2, ••• l.vJ'v respectively, under the conditions 

written in the last section between A1 , A2 ••• Av, the system of partial 

differential equations (3) has always n holomorphic solutions 01(y), 
Oiy), ... On(y). 

6. Before the proof of the existence-theorem of the system of 

equations (3) of the last section, some remarks should be given about 
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the system of equations (3), § 4, whose existence-theorem 1s given by 
Mr. Picard. 

Suppose, at first, all )..' s are different from one another, then the 

solutions of the system of equations (3), § 4, take the form . 

. 11 = 81(Y) = a1Y1 +8/(y), 

Xz = 6iy) = a 2y 2 +0z'(y), 

Xv = O,(y) = avYv + 0/(y), 

Zv+l = 8v+1(Y), 

where 8/, 8/ .... fJ/, and Ov+I• ... fJn are power series of Yi.Yz ... Yv which 
don't contain terms of first order and a 1, a2 , ••• av 'are arbitrary con
stants not zero. Hence we have 

Therefore, from the first 11 equations of (I), we can find Yt,Y2, ••• Yv as 

functions of .x1 , X 2, ••• xv: 

Y1 = X1 (.t1. Xz, • •• x,), 

Y2 = X2 (.t1, X2, • • • xv), 

(2) 

Substituting these values of y 1 , ; 12, ... y, in the remaining n-11 equa

tions (1 ), we obtain n-11 cohditions between X1, x2, ••• x,,: 

lff1(X1, X2, ... x,.) = 0, 

lf!'z(x,, Xz, .•. Xnl = 0, 

When some number of A1, A2, ••• A11 are equal, by the remark of last 

paragraph of§ 3, similar systems of equations as (2) and (3) will de 
obtained. Now by the substitution (r), there holds the identity YT= Xf, 
in the full expression 
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Therefore any solution F(Yt,Y2 , ···Yv) of the equation 

by aid of the transformation ( 2) and the conditions (3), must satisfy 

the equation 

(4) 

The former equation, as we have. seen, has v- I solutions 

I I I I I I 

Y -TiyTz 
1 :Z ' Y -Ti y ~ y-Ti y ~ 

1 3 , • • • Y • 

Substituting the values (2), we arrive at the result : 
When the constants ).1, A2 , ••• Av satiify Poincare' s conditions and no 

relation J.1p1 + ),2p2 + + ... + AvPv = A,, i = v + I, ..• n, hold, provided p1 + p 2 

+ ... + Pv > 2; then the equation (4) has v- r solutions ef the form 

and the variables x1, x2 ••• x,. satiify the conditions (3). 
7. We shall apply this result to the problem of § 1. 

\Vhen A11 A2, ••• An satisfy Poincare's conditions, let us consider the 

following system of n equations 

This system is quite analogous with the system (3), § 4. Moreover 
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if we write n for v, Mr. Picard's proof of the existence-theorem may 
be applied, term by term, and give n holomorphic solutions 

The inverse functions are 

.x-1 = 81(Y1,Y2, ··•Yn), 

X2 = 82(Y1,Y2, ••·Yn), 

Y1 = X1(X1, Z;, • •. Xn), 

Y2 = xizi, Z2, ••• .:t'.,.), 

(2) 

I I 

and, by the theorem of the last section, the n- I functions y 1 -Ti y 2 ),2 , 

I I I I 

y 1 -½Y3¾, ... y, --;;y,Jn are solutions of the equation 

where between Xi, x2, ••• x,., no further relation exists. 
Since .,-\[ and }_l are equivalent, we see at once that each 

is a holomorphic solution of the equation 

i,e., t!te differential expression Xf, traniformed by the n holomorphic 
solutions (3) of Xf = AJ, i = r, 2, ..• n, wzll take the form 

We shall often meet this transformation in the future. 

8. Now let us return to the proof of the existence-theorem of 
the system of equations 
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( ) iJx., + ( ) iJ.x., + + ( ) iJ.r., e ( ) 7)1,Y -
0 

· 7)2 Y -d · •·• 7)v Y -
1
-· = '>2 X , 

')11 'Y2 <')Iv 
(r) 

where the 7)1, 7):i,·•·"1v are holomorphic and commence with terms J.1y1, 

A2y:i, .•• Av Yv respectively. This system is not escentially different from 

the system (3), § 4 which Picard has used. For, as we have just 
seen, our system (I) will be transformed by the v solutions z,u i =I, 2, ... v 

of the equations 

(2) 

The existence of holomorphic solutions of this system as well as equa

tions (2) are already known. Hence the systen (r) has n holomorphic 

solutions. The arbitrary choice of 7)1, 7)2 ••• 7Jv in the problem of the 
reduction of § 5 serves us nothing 

At the end of the section, we remark that the system (I) is an 

extended case of the problem of § r, and hence the proof of the ex

istence-theorem should go parallel with each other. 
Poincare's conditions, are not necessary conditions for the existence 

of solutions; but there are infininitely may equations in which Poin
care's conditions are not satisfied. This case will be considered in the 
future, and enter into the problem where the first terms of the func

tions fi(.r), fz(.r), ... ~n(x) consist from linear homogeneous functions of 
the variables. 

9. Being given the equation 
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fi(z) = }.11,rl +J.12X2+ ••• +J.1nX"n+ ·••, 

~ix) = A2,xcf- A22X2 + • • • + A2nXn + • • • , 

m which only the terms of first order are written, we try to transform 

these terms of first order in the simplest forms by the transformation 

of variables 
X1 = a11Y1 +a12Y2+ ..• +a1nYn• 

Xz = a21Y1 +a22Y2+ •·· +a2nYn, 

Let L and A mean the matrices formed of )11 , ) 12 , ..• A1n, ... 2,.n, and 

a11, a12 , ••• a1,., ••• ann respectively, then the matrix formed of the coeffi

cients of first order of the variables y1, y 2, ••• y,., in the transformed 
equation, is 

When the n roots 21, 22, ••• 2,. of the characteristic equation of L 

=O 

are different from each other, then by suitable choice of A, the matrix 
can be transformed in a multiplication (Ji, J.2 .•• 2,.). This case is treated 

in the preceding sections, 

The case where the characteristic equation has multiple roots was not 

treated by Poincare. Whether this case has been treated by other 

mathematicians, I don't know. In this, by the theory of substitutions, 
we can so find a matrix A that the transformed matrix of L, i.e., 

A-1LA will take the form, the number of the multiple roots being JJ, 

Lio ... o 

o L, ... o 

o o ... L, 
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where Li, i =I, 2, ... v is itself a matrix whose diagonal elements are 
all J.i, i =I, 2, ••• v, a multiple root of the preceding characteristic eq ua
tion, and the elements over the diagonal are all zero. We remark that 
when the matrix L belongs to a group of substitution of finite order, 
it can be transformed into a multiplication. 

10. Suppose that the equation has been already transformed and 
is given in the form 

where, writing only the terms of first order 

i;1(x) = J.1Z1 + • •• , 
~ix)= A21x1 +)1x2+ ... , 

<;ni(x) = An1IX1 + J,n12.X2 + ... + A1Xn1 + ... , 
~n1+1(x) = A2Xn1+1 + ... , 

(r) 

(:z) 

The matrix L made of the coefficients of terms of first order of the 

variables %1, x 2 , ••• xn has a normal determinant \ L \ , the elements over 
the diagonal are all zero. The vanishing of certain elements under 

the diagonal elements is not at present necessary. 
In the following, we investigate whether the successive calculation 

of the differential equation 

. Xj = }.J (3) 

is possible or not and then search for a holomorphic solution. 
If we differentiate the equation (3) p1 times with respect to %1, P2 

times with respect to x 2, ••• p,,, times with respect to x,,, and then put 

x1 =x2= ... = x,,, =O, we will obtain an equation between several differ

ential coefficient at x 1=x2= ... =Xn=O. Putp1 +P2+ ... +Pn=m, then 
the highest derivatives are of order m, in which the derivative 

( er f ) Pi h p,, appears; but in general this is not the only de-
ox1 OX2 ... oxn 0 

rivative of order m. Therefore, to obtain the values of derivatives of 

mth order at .:r1=x2= ... =xn=0, we must solve a system of simulta
neous equations of first order. The following shows that the determi-
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nant made witlz the eo(ffecients ef derivatives ef mt" order in this system 
if simultaneous equations is a normal determinant. 

To prove this, let us introduce some abbriviations and definitions. 
a. Let us write, for simplicity 

where the order ef the suffixes are so fixed that 

I < i < f < ... < ! -::::; 1l, 

and call this new expression the dijferential quotient or quotient of (A+ Pi 
+ ... + pi)th order, often omiting the order. 

b. With two quotients of the same order 

I < o. < (3 < ... < 1) < ... < n, 

where 

if x/" and x/·~ be such in the first pair, lying in the same place 

counted from the left, that 

lz =I= r;, or h =I= q~ and lz = 1J· 

When h < 1), let us say that the quotient (I) is ef higlzer stage than 
the quotient (II), or simply, (I) is higher than (II); or the latter is lower 

than the former, when h=r; yet Pt,>q·~• we also say that the quotient 

(I) is higher than the quotient (II), and the like. 
c. Now take the quotient (x/i ... x/"x!k) of (A+ ... +P,.+h)th order. 
If lz+ r = k, then with respect to (x/i ... x/"x{tt1

), we say that 

If It+ r < k, then with respect to (x/'i ... xl'x/k), we say that 

Thus we could give a definite stage to each differential qnotients of 

mth order at x 1=x2 = ... =x,,=o; and, according to this definition, 
(xn"') is of the lowest and (xi'") is of the highest stage. 
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Now differentiate the equation 

A times with respect to xi, ... ph times with respect to x,., ... , where 

fi+ ... +ph+ ... =m, and put x1=x2 = ... =x76 =0, then we obtain a linear 
equation containing the quotient (xfi .• , x/1• ... ). The remaining quo

tients of mth order in the equation must be of lower stage than 
(x/i. .. x/" ... ). For, in general, with respect to the suffix h, the co

efficients ~1(x), ~lx), ... f,._i(x) don't contain the variable x,. in their 
terms of first order. Therefore any quotient, the exponent of whose 
variabie xh is less than p,. and whose other variable before x,. is greater 
than that of (x/h ... x/" ... ) cannot appear, i.e., any quotient higher 
than (xfi ... x/" ... ) cannot appear in that equation. 

The number of the simultaneous linear equations is equal to the 
number of the derivatives of order m. It is given by the coefficients 

of mth order in the expansion of (1 +x+..i-2+ ... +..t"")". Now arrange 
all the linear equations in such an order that, when any two consecu

tive equations are taken, the highest quotient in the one is next higher 
(or next lower) than the highest quotient in the other, the equations 

containing the quotient (xi"') and (xnm) standing at both ends. The 
equation which contains (xnm) as the highest cannot contain any quotient 

of mth order. Thus the determinant made with the coefficients of all 
the quotients of 111th order in the simultaneous linear equations, arranged 
in the order stated above, is a normal determinant; and hence, in each 
solution of a linear equation containing one unknown, all the quotients 
of mt!t order may be calculated successively, from a lower to a higher 
stage. 

Let us again take up the differential equation ( 3); 

Differentiate this equation by Xi, Xi, ... Xn respectively and put x1 =x2 

= ... x 16 =0, then we know that there is no contradiction provided 

(4) 

and (%:J
O
= arbitrary. 
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Let us fix so that 

Now write the equation (3) as follows: 

(5) 

where the function 'Pi• (i= I, 2, ... n) is obtained by replacing the func
tion ~.(x), (i= I, 2, ... n) except the term containing the first power of 

xlz'= r, 2, ... n) from the left-hand side to the right-hand side. 

Differentiate the equation (5) p1 times with respect to x1,p2 times with 
respect to x2, ... p,,. times with respect to Xn and put x1 =x2= ... =x,.=o, 
then on the left-hand side, there remains the term 

{((Pi- 1) +P2+ ... +P111)J.1 + ... + ( ... +p,.)J.. }(.r/1.r/\ .. x!"). 

The right-hand side is a homogeneous linear expression between quo

tients of orders lower than Pi+ p2 + ... + p,. and of stages lower than 
(xf1xf2 ... x/"'). Now assume that ).1, A2, ••• Av satisfy Poincare's condi
tions. Then we can find a definite positive number e such that 

(6) 

for all positive integral numbers jJi,p2 , ••• Pn which satisfy the relation 

Therefore, the coefficient of (x/'1xf2 ... x/:") does not vanish; and hence, 

for the reason stated above, all dijferential quotients ef any order at 
x1 = x 2 = ... = x,. = o can be calculated successively, the initial value being 
given by (4). 

On the other hand, it is al ways possible to determine n positive 
numbers e1, e2, ... e,,. which are dijferent from one another and satisfy the 
following inequalities 

-5 < e. < e+ e1 < e, i = 2, 3, ... n. 
2 ' 2 

For, take a positive number e1 less than e, then it satisfies the inequ

alities 
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e: e:+e: and we can insert between _! and --1
, n- I positive numbers e:2 , 

2 2 

e:3 ... e:m which are different from one another and from e:i-

These inequalities show that 

a. (8) 

and also 

Adding these two inequalities and dividing by 2, we have 

(9) 

By (8) and (9) it follows that 

for any positive integral values b,P3, ••• p,. (zero inclusive) satisfying 
the relation 

wh~nce it follows tnat, since e:1, e:2 , ••• e:,, are all positive, 

for any positive integral values Pi,h, ... p,,, (zero inclusive) such that 

Thus the n constants e:11 e:2 , ••• e:n sati.ify Poincare's conditions. 
b. The inequalities (7) show that 

e;i < e:, i = I , 2, ..• 1Z ; 

moreover that 

and also 
j= 2, 3, ... n. 

Adding these two inequalities and dividing by 2, we obtain 

By (10), (II) and (12), we have 

(10) 
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provided 

whence it follows that 

( P1 - I) S:1 + Pze2 + • • • + Pne,, 
Pi-I+P2+ ... +/Jn 

Comparing this inequality with the inequality (6), we see that 

(Pi- I )s:1 + P2e2 + •·· + Pnen< \(Pi-I+ Pe+•·•+ Pn1)A1 + •·· + ( ... + P,.)A,\. 
(I 3) 

Now consider the equation 

where the modulas of each coefficient of cpii= I, 2, ... n) 1s the corres

ponding coefficient of cp/ (i =I, 2, ... n ). 
Now take for initial values, the values given by (4), then from (14) all 
values of differential quotients of any order at x 1 =x2 = ... = x,. = o can 
be calculated successively, and moreover they are all positive. Since 

the laws of calculation of the values of differential quotients at x1 =.x2 

= ... =Xn=O from the equations (5) and (14), comparing the constants 
in (S) and (14), and noticing the inequality (I 3), we conclude that all 
the absolute values if diffi:rential quotients o.f any order at x 1 =x2 = ... 
=x,. =O, calculated .from the cquation (5) are less than tlte values o.f 
corresponding dijferential quotients at x1 =x2= ... =x,.=o calculated .from 
tlze equation (14). 

Since the determinant made with the coefficients of terms of first 

order in x1, x 2, .. • x,. in ( 14) is a normal determinant whose diagonal 
elements are s:1, s:2, ... s:,,, the roots of the characteristic equation corres

ponding to the determinant are ei, s:2 , .. • s:n and they are all different 
one from another. Therefore by § 9, the equotion ( 14) may be trans

formd into the form : 

where the dotted parts mean terms of· higher order than first. Now 
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e1, e2, ... e" satisfy Poincare's conditions, and this equation has a holo
morphic solution as stated in §' I. Therefore the equation (14) has a 
ho!omorplzic solution by the initial conditions (4), since in traniforming 
the equation (14) into (15) the vasiable .x-1 does not change, i.e., .x-1 =J'i, 
Therefore by the preceding paragraph, our proposed equation (5), i.e., 
(3) has a holomorphic solution such as 

writing only the term of first order. 

11, Next we search for a holomorphic solution of the differential 

equation 
(1) 

or, writing as equation (5), § IO, and using the functions cp1, <f!2, •• • cp,., 

(2) 

In calculating the values of derivatives at .x-1 =.x-2= ... =.x-n =o, we may 
take the following initial conditions 

( iif)-r=(ef)=o, i=r,3,4, ... n. (3) 
ox2 o a.xi o 

Thereby consider the equation as m ( 14), § IO, using the functions 

<p/ (fJ/ • • • 'Fn'' 

where I A21 j means the absolute value of A21 and the coefficients of/i' are 
the absolute values of the corresponding coefficients inf;_. Now differ

entiate the equation (4) by .x-1 and put %1=.x-2 = ... =.x-n=o, then between 

the quotients of first order we have the equation 

Assume (.x-;) =o, i= 3, 4, ... n, then we have 
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We may take, without any contradiction against the inequalities (7), 

§ 10, so that e2 > e1• Hence as the initial condition we must take 

(fx)
0
-I = (!\= 0, i = 3, 4, ... 1l. (5) 

under these initial conditions, we see easily that the solution calculated 

from the equation (4) has all positive coefficients and serves as a 
fonction maj'orante of that calculated from (2). 
To prove the existence of a holomorphic solution under these initial 

conditions, put 

then since cp/ does not contain any term of first order, while cp/ has 
j A21 J z 1, we have the following equation 

where 

8;, = cp/, i = I, 3, 4, ... 11, 

and (} does not contain terms of first order. Now by the transforma
tion of variables, as considered in the foregoing section, this equation 

may be transformed into the form 

wehre X does not contain terms ef first order. Compare this equation 

with the equation (3), § I. In our case ¢ will increase by X· But 
for proof of the existence of the integral, it is enough that the func

tion ¢ does not contain terms of first order. Hence our equation, also 
has a holomorphic solution v( y) with no terms of first order. Conse-
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quently the equation (4) has a holomorphic solution under the initial 
conditions (5). Hence our proposed equation (2), i.e., (1) has a lzolo
morphic solution under the initial conditions (3), a solution such as 

Specially when A21=0, the equation (2) will be identical with (5), § 10. 
If we replace Xi for .x-11 we have also a holomorphic solution fi.. 

The preceding considerations are quite general, and we arrive at 
the result: There exist n1 lzolomorphic solutions ./2,/2, .,.fiz1 ef the differ
ential equations 

~:V1 = A1./2, 

Xfi. = A2,h + A1fi., 

Xf,, 1 = J.n11./2 +An12/2+ ... +A1fiz1, 

where, writing only the terms if first oder 

.fi = X1+ ·•• 

_/2 = Xi+, •• 

(6) 

Since there are JJ multiple roots, proceeding as in the foregoing, we 
can prove the existence of JJ- I groups of holomorphic solutions as (7), 
each group corresponding to the multiple root ).2, ).3, ... or, ).1 , 

Let us take these n holomorphic solutions as new independent 
variables such that 

Yi = ./2, 
r~ =fi., 

and transform the differential expression J(f of the equation ( 1 ), § IO, 

then we obtain 

where 
1i1(Y) = A1Y,, 

1/l y) = ).!1Y1 + ,l.1Y2, 
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7Jn/Y) = An11y1+An12Y2+ ... +J.1)'•1 1, 

and the like. This transformation is a more general case of that 

in § 7. 
Thus the problem of the differential equation 

XJ= 0 

is reduced to the problem of the differential equation 

W=o. (ro) 

12. According to the Encyc!opedie1 (loc. cit.), Mr. Bendixson 
solved, after Poincare, the system of differential equations 

dx2 
------ -·- - ---------- -

a21X1 + a:i-,X2 + ... + a2,.Xn 

(r) 

for the case where the characteristic equation 

= 0, 

has multiple roots and satisfy Poincare's conditions. When J. be a 

f-pleJ root of the characteristic equation, he showed that the equation 

has j- I integrals of the form 

T + T loa t+ + 1 
T 1 (lo~ t)·i-t 

lj .l,i-1 b ••• (j-1) ! .L, ~ T;, 1;+ T1 log t 
tT' ti, 

t being eliminated and 7;,, ... 7; being holomorph. But, according to 
this book, nothing is said, explicitly, as to whether a 11, •• • ann are con

stants or unit functions; and reference to his original papers is for me 
impossible, since his literature is not at my hand. Mr. Dulac treated 
the case of two independent variables and said in his memoir2 that 

his method and that of Mr. Bendixson are applicable for the general 

1 Tome II, vol. 3. Fasc. 1, pp. 49-51. 
2 Jour. de L'ecole poly., 9, pp. 50-59 (1904). 
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case of n variables in so far as the characteristic equation has a root 

of any order. 
Now to find the solutions of the epuation (10), § I I is easy. We 

consider first the following simple equation 

where 
C1(z) = azi, 

(lz) = a21z1+az2, 

Using It relations of the forms 

Z(z1) = (1(z), 

Z(z2) = (iz), 

we can easily prove that the equation (1) has h- I solutions of the 
forms 

The equation (10), § I 1 1s a mere combination of 1,1 equations like 

as (I). Hence after this lemma, it is clear that the equation (IO), 
§ II has 

solutions of the form stated above. Moreover since Ai, J.2, •• • A, are 

different from each other, this equation has 1,1-- I integrals: 

Thus, adding them up, our equation lzas n- I independent solutions, and 
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hence our proposed equation (I), § IO lzas n- I independent solutions, 
n-v ef which contain, in general, logarithmic function; and the pro
blem ef Poincare is completed. 

In the following we shall consider system of partial differential 
equations such as treated by Poincare, and try the extension of Poin
care's theorem about a complete system. 

18, In the first place, let us consider two partial differential 

equations under certain conditions. Now, let Xf and JY be, as above 

The functions ~ix), ~ix), i =I, 2, ... n commence with terms of first 
order. The matrices formed with the coefficients of terms of first order 

are A and B. Then we obtain by the composition of Xf with JY, an 

expression of the same type, 

and let C be the corresponding matrix with respect to this, then we 

see easily that C=B·A. Therefore, when (XY)f = o, or using the 
words of Lie, wizen the inijinitesimal tran.iformati'ons .){f and JY are 
permutable, then the substitutions A and B must be also permutable. 
We shall consider this case alone. 

When A is possible of transformation into a multiplication, then B 
also must be so. Hence we assume, from the beginning, that 

where the dotted parts stand for terms of higher order. If Ai, (i= 1, 2, 

••• 11) satisfy Poincare's conditions, then, by the transformation given by 

Xf will be transformed into 
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:W will be transformed into 

Y'.f = "± Yy. lf. 
;-1 dy,: 

But since (XY).f is invariant for the transformation of variables, it must 
hold that 

For that we must have 

X'(ly.) = Y'(A,:Y.), z = I, 2, .•. n, 

or X'(Yy..)=A,;Yy., 

i.e., Yy,. must be the solution of the evuation 

X'f= AJ 

As we have said before, the solution of this equation is of the form 

But, by calculation we know that 

and therefore 

Thus when two differential expressions X.f and if are such that 
(XY).f = o, and the coefficients A1, A!, .. Jn ef the.former satisfy Poincare's 
conditions, tlzen by the traniformation given by 

both expressions may be traniformed into 

The inverve is also true. In this theorem, whether µ1, µ2, ••• µ .. satisfy 
Poincare's conditions or not is of no concern; hence the result follows; 

The necessary and sufficient condition of existence of n- I alge
broidal solutions of the equation Jj'=o, is that there gives an equation 
of the same form X.f=o, such that (XY)f==O, Ai, A2, ••• A .. satisfying 
Poincare's conditions. This is Lie's theorem at singulality. 
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14. Next consider a system of r equations which are permuta

ble with one another, 

where, writing only the first term. 

and suppose that An, A12, • •• A1n obey Poincare's conditions. Then, by 
the theorem stated above, this system may be transformed into 

When X 1/, ,Ll'd; ... Xrf" and hence Xi1/, ~Y, ... X/,f are independent, 
the rank of the matrix 

A11 A.2 ).in 

).21 ).22 l.2,. 

must be r. Suppose the determinant made by first r columns does 
not vanish, then if the function 

f === Y11111 Y2m2 . •. Yn11tn 

satisfy the system of equations, there follows 
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whence we have 

1n1 = k11mr+1+ k12mr+2+ ..•. + k1n-rmn, 

m ~ = k2111Zr+1 + k2211Z,+2 + • • • + k1n-r mn, 

where k1i are constants. Hence our complete system has n- r inde

pendent solutions 

Thus a complete system made witlt X 1 f = X 2 f = ... =X,.f=o, w!tere 

(Xi, .,½)f=o, (i,j= 1, 2, .•• r) and n coeffidents of terms of first order z"n 
X 1f satZ:ify Poz"ncare's conditions, !tas 1z-r independent solutions. 

This is an extension of Poincare's research. When we go to the 

general complete system, we must consider some device. If the system 

has holomorphic solutions, Jacobi's method is sufficient. In the follow
ing I give a lemma, and next prove the general theorem. 

15. Let us consider a system of m partial differential equations 

of the form: 

where 

Xf1 = Fi(x1, X2, ••• .x:,,; ./2,/2, ·•Im), 

X/2 = Flxi, X2,••-Xn; f1,f2, ••Im), 

(1) 

A1,A2, ••• An satisfying Poincare's conditions, and F.,(i=I,2, ... m) are 

holomorphic functions of Xi, x2 , •• • xn in certain convergent circles about 

the origin and also of ./i,./2 .. Jm in certain convergent circles whose 
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radii, without loosing the generality, are unity about ./1 = /2 = ... =.Im= o. 

Adding to them, F;,, (i =I, 2, ... m) have the following forms : 

m m 

F;,(x;.f) = 80<il(x)+ ~ O,t> (x).f.+ ~ O~~l(x)f.·.ft+ ... , 
g-l s,t-1 (2) 

i = I, 2, ... 1n, 

where, smce F;_, F;., ... Fm are holomorphic functions, all O's are holo

morphic functions, and we assume that they commence at least with 

terms of first order. 

To prove the existence of holomorphic solutions of this system, 

we transform as usual these equations by the n solutions given by 

Xyi = J..iy,, i = I, 2, ... n, 

then the differential expression X.f will become 

and the hypothesis made upon F;,(i= I, z, ... n) will also be fulfilled. 

Therefore, we assume from the beginning that X.f has already been. 

reduced to this form. We take for initial values of .fi.,/2, ... .f,,.: 

(.f.)o =.foCO = o, i = I, 2, ... m. 

Next differentiate the equation (1) by x1 and put x1 =x2= ... =x,.=o, then 

we have 

while all the others vanish, since for example, 

= ~-, {( i){)~t ... u (,-r)) (./,•.ft ... ./,) +(()Ci) (x)) (rJ(.fs.ft ... _fu))} = 0. 
~ OZ1 () • t " 0 s, t, ... u O 0%1 0 

s,t, ... u= 

The same is true for the remaining variables ; and therefore we have 

the equations : 
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From these conditions, the coefficients of all the terms of first order 
in /;_,/2. ... fm are determined uniquely. In general, if we differentiate 

both sides of (I) Pi times with respect to x11 h times with respect to 

x 2, ·••Pn times with respect to x,,, and put x1 =x2= ... =x,.=o, we obtain 
from the. left-hand side 

But in the right-hand side, the differential quotients of order p1 + h 
+ ... + Pn are given in the following manner : 

°""( 0Pi+Jl2+ ... +Pn ()Cil (x)-F -r ••• f) 
~ 8,t, .. 'U JBJt n 

Since alt {J!s vani~h at x1 =x2= ... =xn=o, the left-hand side give no 

differential quotients of order p1 + h+ ... + Pn· But the coefficients 
Ai, A2, •• • A,, obey Poincare's conditions, the coefficient f 1A1 + pJ2 + ... + p,.;,. 
don't vanish, and therefore all the values 

may be calculated gradually. 
Next we prove the convergency of the integrals. Let e be a positive 

value such t_hat for any positive integers p1,p2, ••• Pr. which satisfy 

we have 
e < l P1A1 +P2A2+ •·· +p,),. \, 

P1+P2+ ... +pn \ 
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and, assume that all fJ' s are holomorphic in circles with radius a about 

x1 =x2= ... =x,,=o, and i/,f be the common maximum value of their 

absolute values, then 

a11/a;~t ..... (JxJ)j< I I 11r I I M 
I _ %1 + %9 + • • • + Xn 

a 

Consider the following system of equations: 

I 
X ( )' i=I,2, ... m. 

I- V1+Vz+ ... +vm 
(3) 

The right-hand side may be written 

,n m 

= tJ/il(x)+ ~ 0,(il(x)v,+ ~ 0~!/(x)v,vt+ ... , 
s=l s, t=l 

all the coefficients in 0's are positive. Moreover 

whence the function standing on the right of (3) is a fonction majorante 

( 
r)Pi+h+ ... +p,,v )'"' 

of each F;. On the other hand the coefficient of i 

iJx(1ax/2 ••• iJx,fn 0 

is e( p1 + p2 + ... + p,,). This is, by the assumption upon e, less than 

IPiA1+P2Az+ ... +p,),,J. Therefore,takingforvi,i=I,2, ... m, an initial 

value Jvl which is greater than the absolute values of the initial values 
ea 

of_/,,, i= I, 2, ... m, we have always 

Hence the integrals of (3) may be taken as a fonction maforante of 

the solutions of (I). 
Now we have to prove the existence of integrals of (3). For which put 

then by the symmetry, it is sufficient to consider the equation 
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dv (M ) r eu-= --- M ---. 
du u I-mv 

I--
a 

This equation has a holomorphic solution of the form 

M 
V = ---u+ •••, 

ea 

about the ongm. Therefore our proposed equation (r) has a system 
of m solutions ./2,/2, ... fm whi~h are holomorphic about and vanish at 

X 1=X2=•••=Xn=O. 

If we want to obtain such a system of solutions ./2,/2, ... fm that 

./4(0, o, ... o) =.fl''. i = 1, 2, ... m, 

where ./4co,, (i= I, 2, ... m) are arbitrary constants but the points f.C0
), 

(i= r, 2, ... m) lie in the convergent circles of F;,(x;.f), (i= 1, 2, ..• m); 
then we put 

We have 

X_f. = X(cpi + J;,('>) = Xcp, 

= F.(xi, .X-2, ... x,.; 'Pi+ J;?>, 'P2+././2l, ... <pm+ .foCml), i= I, 2, ... m. 

Since the points .ft>, (i= I, 2, ••• m) lie in their convergent circles, we 
may expand the Functions : 

m rn 

F.(x, cp+,t;/ l) = 'o('l(x)+ ~ ,I11 (x) r·+ ~ rtHx) r· r+ ... ' 
s=l s s,t-1 a t 

i= 1,2, ••• 1n, 

where b1, b2, ••• bm are the radii of convergent-circles of F.(x; cp + .foe >), 
(i =I, 2, ..• m ), with respect to the variables <p 1, cp2, ••• 'Pm· Since all the 
functions 01 s commence at least with terms of first order of x1, x2, •• • xn, 

all the new functions r's also fail to contain any constant terms, and 
moreover are holomorphic about x1=x2= ... =x,.=o. Now put 

:~ = if,,., i =I, 2, ... 11Z, 

• 
then the new epuations take the forms of the equations (I). From 
these we conclude that our equations have a system of solutions ./2,/2, 
.•. f m, such that 

/4(0,0, .•. o)=f/'l, i= 1,2, ... m, 
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where/;/'), (i= r, 2, ... m) are integration constants and that 

" " 
-F - -F(i) + ~ -F(i) + ~ .f{;.l , + 

J -i - JO .,,;;;;,.;.J 8 x, .,,;;;;,.;. J •• t .X:.Z-t • • • > i = I, 2, ..• m, 
s-1 s, t-1 

h -F (i) -F (i) ( • - ) t, , w ere Js , Js,t ••• , z- 1, 2, ••• m are cons an,s. 
16. The system of equations (I), § 15, cannot have such solutions 

.f.=o, i= 1,2, ••• nz, 

in so far as all tJ0(i>(x), (i= I, 2, .•• m) are identically zero. Conversely 

when all 0/')(x), (i= I, 2, ••• m) are identically zero, all solutions_/,,, 

(i=I, 2, ... m) which are zero at x 1=xt=•··=Xn=O must vanish identic
ally. The proof is easy. In the proof of the last theorem, we saw 

that all values of differential quotients of order m at x1=.r2 = ... =x,.=o 
are given by certain linear homogeneous functions of the coefficients 

of the functions tJ0<il(x), (i= 1, 2, ... m) and of the values of differential 

quotients of order lower than m, at x 1 =x2= ... =Xn=O. This fact shows 
that all the coefficients of the solutions _/,,, (i= 1, z, ... m) are linear 
homogeneous functions of the coefficients of the functions tJ0(il(x), (i= 
I, 2, •.. m). Therefore, when 

then 
_/,,(.r) == O, i = I, 2, ••• 1Jl; 

i.e., when at least one of the functions tJ0(tl(x), (i= 1, 2, .•• m) does not 

vanish, then at least one of the functions f;,, (i= 1, 2 . .•• m) does not 
vanish. 

From this remark, it follows that the system of solutions_/,,, (i= 1, 2, ••• m) 
which become fo<1>, (i= I, 2, .•• m) respectively at x1=.r2 = ... =x,.=o ts 
unique. 

17. Now there is given a complete system of r equations 
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where all the functions ~'s are holomorphic a.bout x1 =x-2 = ... =x-,.=o, 
and have the forms 

the dotted part meaning terms of higher order. 

We assume that A11 , A12, ••• A1,. satisfy Poincare's conditions; moreover, 

the rank of the matrix 

Au A12 •·· A1n 
A21 A22 ••• ?.2,. (2) 

is r. It the rank be less than r, multiplying certain constants into 
Xif, Xd .•. Xr.f and adding, we have the equation 

whose coefficients ~i• (i= I, 2, ••• n) commence at least with terms of 
second order. Such an equation has not yet been treated generally. 
In the following we shall prove that this system has n-r solutions. 

Since X 1.f, Xd·, ... Xr.f form' a complete system, such relations hold 

r 

(~, Xj).f = ~ ~i.X,/, i,j = I, 2, ••• r, (3) 
B=l 

where Ci1, are holomorphic functions; for Lie's gro4p these are con

stants. Between the functions C;i•• there hold such relations : 

C;i,+ Cji, = O, i,j, S = I, 2, ••• r. 

Take any three of Xi.I, (i= I, 2, ••• r), then we have, after Jacobi, 

Therefore we know, after some easy calculations, that 

r 

~ ( ~js 4st + ½ks C;,t + Ckis Cjst) (5) 
8=1 

Now consider the following r- I alternants 
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r 

(Xi, A';) f = ~ Ci2s X,j, 
•-l 

r 

(X1, X3) f = ~ Ci.as X.J, 
,-1 

r 

(Xi, X,.)f = ~ Ci,., X,f. 
,-1 

r 

Y.f = XJ +~Rix)~/. 
j=l 

(6) 

(7) 

where Rv(x), (j = 1, 2, •• • r) are yet unknown functions; then we have by ( 6) 

r 

(Xi. Y.)f = (Xi, X,+ ~ R;/.t)"½)f 
j-1 

r r 

= (Xi, ~)f + ~ R,/X1, "½)/ + ~ X1R,J~f, 
j-1 j-1 

r r r r 

=~Ci .. X.f + ~ R;J~ c;J,X.f+ ~ X1R.JJ0f, 
•-1 ;-1 ,-1 j-1 

= ~ { l;.., + ~ Ri; c;J, + X1R.,} X,f. 
•-1 ;-1 

Therefore, to have the relation 

we must take R,J, (j= 1, 2, ••• r) such that 

r 

Xi.R., + Cit, + ~ Ci;,R,:j = o, s = 1, 2, •.• r. (8) 
j-1 

This is a system of r partial differential equations. When the functions 
Ci .. , (s= r, 2, .•• r) are not all zero and° all the functions Cij .. (j, S= 
r, 2, .•• r) commence at least with terms of first order, then, by the 
theorem of§ 15, this system of equations has r holomorphic solutions 

Ru, R,2, ••• R.r which do not contain any constant terms. 
By this system of solutions, we have 

When all C,,"' (s= r, 2, ••• r) are zero, then put~ = Y. and the result 
is the same. By the property of R,:J, (j= I, 2, ••• r), we have 
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and moreover 
r f 

XJ=(1+Ru)-1(YJ-~ R,3~f), (10) 
j-1 

where, in the summation I', J{;f is excepted. Thus ..Kif can be ex

pressed linearly in terms of XJ, ... .x;_i, Y.f, X.:+if. ... Xrf. Moreover 
from (10), we have 

r 

(X1,Xk)f = ~ clk,X.f 
•-1 

r r f 

= ~' Cik,X.f + C1ki(1+Ru)-1(J,:f-~ R,;~f) 
•-1 j-1 

= C~1 Xif + ... + c;k, 1:f + ... + c;kr Xrf. 

Thus we see that when the functions Cik•• (k, S= 1, 2, ... r) don't contain 
constant terms, then the functions C'lk., (s= I, 2, ... r) also don't con

tain any constant terms. Now operate this process for~,/, Xaf, ... Xrf 
successively and replace our complete system (I) by the complete system 

I';f, . . . Y,. f, (II) 

t = I, 2, ,., 1" 

(Y;_ Y.)f = o, i=2, 3, ... r. (12) 
But in general 

r 

( ½, lj)f = ~ C..1: Y.f. 
F"L 

Since 

and i,j, S = I, 2, ... r, 

we may prove that all the remaining functions C.;, are also zero. For 
apply the formula (5), then we have 

r 

~ ( c,j: c,,:e + ½k; c,;t + c~ ½,:) 
8=1 

i,1: k, t = I, 2, ••• r. 

Put k =I, then by virtue of ( I 3), 

Y1 c;jt = o, i,j, t = I, 2, ..• r. 
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But since C~1 is not a constant, we must have 

all Ciji = o, 
or 

(J,:, 1-j)f = O, i,j = I, 2 •••• r. 

Thus our new system is permutable. 
We remark that under the condition that the matrix (2) has the 

rank r, it follows that all C.is can not contain constant terms. For 
otherwise, putting 

where cii• 1s the constant, since in 

~ ~i•-Xi ~is, (s= r, 2, ... r) don't contain terms of first order, hence in 
r 

~ C.j,X,f it must be so, i.e., we must have 
•-1 

r 

~ CiJa A,t = O, 
•-1 

i,j= 1,2, ... r 

t = I, 2, ... n. 

Hence the rank of the matrix (2) must be less than r; which is con

trary to our assumption. Thus c•i•• (i,;: s= 1, 2, ... r) must be zero. 
Now, by the theorem of § 14, our new complete system has n-r 

solutions, hence the result : 

A complete system ef r partial def{ferential equations 

XJ= f.i(.x) i)i)f +~.2(x) i}i)f + ... +f.n(x) r = o, i == 1, 2, ... 1' 
Z1 Z2 uz,. 

where 
~./x) = A•i zJ + ... , i= I, 2, ... r, J= 1, 2, ... n, 

and A11, A12, ••• Av, satisfy Poincari 's conditions, and the rank of the matrix 

Au A,2 ... A,,. 
A,n A22 ... Atn 

is r, always has n- r independent solutions. 
This theorem is an extension of Poincare's theorem given in his 

these, as well as Lie's method of integration. 

Many thanks are due to Mr. Kuwaki, Prof. of Kyushu Imp. Univ. 
who has kindly lent me the These of Poincare. 


