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#### Abstract

An analytic formulation of the multicluster resonating-group method (RGM) is presented for systems composed of any number of ( $0 s$ )-shell clusters. In this formulation, the construction of exchange integral kernels in the complex generator-coordinate space and the subsequent developement to the RGM formalism is carried out in full generality with respect to the central, $L S$, and tensor two-nucleon forces of the Gaussian type and to the Coulomb interaction. Each term in the interaction kernel is classified not only by the modes in which nucleons are interchanged among clusters, but also by the interaction types which specify particular combinations of the complex generatorcoordinate vectors involved in quadratic polynomials for Gaussian interaction factors. The interaction kernel involves spin-isospin factors in a concise way, the evaluation of which requires specification of spin-isospin coupling schemes for the particular system under consideration. In view of a practical application of the present formalism to the systems composed of one $\alpha$-cluster and two ( $0 s$ )-shell clusters, the spin-isospin factors are derived in analytic form for any spin-isospin configurations of two $s$-shell clusters. The result is then extended to the case of the three-cluster kernels by employing the valence-orbital method. As an example of utilizing the resultant three-cluster RGM kernels, coupled-channel equations with three different types of two-cluster channels are formulated. These coupled-channel equations are then solved by a variational method employing Gaussian-type trial functions. The matrix elements of the resonating-group kernels with respect to angular-momentum coupled Gaussian basis functions are calculated easily with a new technique, which is specifically developed for this investigation by making use of the theory of double Gel'fand polynomials and transformation properties of the complex generator-coordinate kernels


## Contents

§1. Introduction and Summary ..... 92
§2. Coupled-Channel Formulation of 3-Cluster Systems ..... 98
§3. Structure of $n$-Cluster GCM Kernels for Systems Composed of (0s)- Shell Clusters ..... 101
3.1 General Procedure to Evaluate the GCM Kernels ..... 101
3.2 Double-Coset Generator Expansion and Particle-Exchange Tables ..... 106
3.3 Interaction Kernels ..... 113
3.3.1 Two-Body Interactions and Spatial Interaction Factors ..... 113
3.3.2 2-Cluster Interaction Types ..... 118
3.3.3 3-Cluster Interaction Types ..... 119
3.4 Transformation Properties of the Coefficients $Q[k]$ and $P^{\{\alpha \gamma\}}$ for Re- arrangements of Jacobi Coordinates. ..... 122
§4. Evaluation of Spin-Isospin Factors ..... 127
4.1 General Procedure ..... 127
4.2 2-Cluster Systems ..... 134
4.3 Alpha Plus Two $s$-Shell-Cluster Systems ..... 138
§5. Systematic Evaluation of RGM Kernels in the Complex Generator- Coordinate Method ..... 144
§6. Gaussian Matrix Elements of RGM Kernels ..... 149
6.1 Transformation Formula for Gaussian Matrix Elements ..... 149
6.1.1 Two-Dimensional Reduction of Three-Dimensional Bargmann Variables ..... 149
6.1.2 Transformation Formula for One Variable ..... 152
6.1.3 Application to $n$-Cluster RGM Kernels ..... 153
6.2 Expansion by Double Gel'fand Polynomials ..... 157
6.2.1 Central Matrix Elements ..... 157
6.2.2 Noncentral Matrix Elements ..... 162
6.2.3 Two-Row $S U_{n-1}$ G-G Coefficients and the Expansion Coeffi- cients of $F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)$ ..... 165
6.3 Examples for 2- and 3-Cluster Systems ..... 167
6.3.1 2-Cluster Systems ..... 167
6.3.2 3-Cluster Systems ..... 169

## §1. Introduction and Summary

The resonating-group method (RGM), proposed by Wheeler [1] a long time ago, is a full microscopic framework which makes much account of cluster correlations in nuclear many-body problems. It is particularly suited to a unified description of bound-state, scattering and reaction problems, in which nuclear clusters are frequently natural building blocks of the total system and their dynamical interplay provides an essential role in many intricate nuclear phenomena, including structure changes from the shell-modellike to cluster structures. Once a combination of an appropriately large model space and an effective two-nucleon interaction is selected in view of physical considerations, there is no room for any phenomenological parameters in the RGM calculation, and the antisymmetrization due to the effect of the Pauli principle takes full account of cluster dynamics, resulting in a unique solution for the physical observables such as the bound-state energies and cross sections. Owing to these nice features, many detailed
calculations have been performed by using this method, especially in light nuclear systems. As for these enormous outgrowth within the last fifty years or so, a number of books [2], [3] and review articles [4]~ [14] should be referred to.

In the RGM calculations, it is essential to choose an appropriately large model space that is spanned by a set of nonorthogonal basis functions representing various cluster configurations. There exist at present a number of many-channel calculations, as well as quite sophisticated single-channel calculations which take account of detailed properties of cluster internal functions. [15]~ [76] We can categorize these into several groups. The first one is multiconfiguration RGM calculations performed especially by Hackenbroich and his collaborators, and later by Hofmann and his collaborators (see, e.g., refs. [15]~ [33]). In the method of Hackenbroich, all necessary matrix elements of many-nucleon systems are directly calculated by successively applying the algebraic transformation formula of Gaussian integration, and all physical observables in the lowenergy region are reasonably reproduced by adopting a wide model space spanned by many types of two-cluster configurations. The emphasis of these investigators is, however, on studying the level structures in the low-excitation region of light $p$-shell nuclei and the four-nucleon system. The second category is calculations by the method of pseudo-inelastic configurations, first performed by Thompson and Tang [34], [35] and subsequently by several authors [37]~ [42]. The main idea of this method is as follows. In the deep inside of the nucleus or in the interaction region in a reaction process, clusters are usually distorted from the original free particles due to the interaction with the surrounding nucleons. This is called the specific distortion effect in ref. [3], and is particularly important in the low energy region, when clusters with low compressibility like the deuteron are involved. This effect is properly taken into account, if one introduces additional degree of freedom into the resonating-group trial functions and thereby improves the behavior of the compound system in the strongly interacting region. This can be attained either by adding into the formulation physical reaction channels as is done in the multiconfiguration RGM calculations or by employing the pseudo-state method in which pseudo-inelastic configurations are utilized to enlarge the model space. The main advantage of this method lies in its simplicity of formulation, because the kernel functions representing the couplings among various cluster configurations can be rather easily derived. Another important effect of the pseudo-inelastic configurations is to describe the direct breakup processes of clusters. The third one is the multiconfiguration and multichannel resonating-group calculations by the present authors [44] ~ [50], in which coupled-channel equations are derived by starting from an analytic formulation of a three-cluster RGM [51]. In this formulation, we can easily incorporate the following important effects: 1) the clustering effect of subsystems like $d+\alpha$ structure of ${ }^{6} \mathrm{Li}$; 2) inelastic excitations to the simple rotational partner of the ground state like $I=2$ excited state of ${ }^{6} \mathrm{Li}$; 3) those to the states of intrinsic excitations such as $(3 N+N)$-like $\alpha^{*}$ state; 4) those to the pseudo-inelastic configurations; 5) effects of cluster-rearrangement configurations in reaction processes. Through detailed systematic investigations of differential and reaction cross sections in 6-, 7-, 8-, and 10nucleon systems, the present authors have examined general characteristics of nuclear reactions, such as the essential features of internuclear interactions, important reaction
mechanisms and so on. For the interesting findings up to the present, a recent review article [50] should be referred to. Needless to say, this formulation has some restriction originating from dividing the total system into only three clusters. This is, in fact, a part of the motivations to extend this formalism to four- and more-cluster systems in the present paper. The fourth category is an attempt to solve 3-cluster systems directly either in the RGM formalism or in the generator-coordinate method (GCM). We should mention the very early variational RGM calculation of the $3 \alpha$ system by Fukushima and Kamimura [52], [53] and a GCM calculation by Uegaki, Okabe, Abe and Tanaka [54], [55]. Through an extensive study by Baye and his collaborators [56] ~ [63], it has been shown that the GCM is a suitable framework to incorporate many-cluster configurations in the microscopic cluster theory. By Descouvemont and Baye [64], [65] and also by Langanke and his collaborators [66] ~ [69], it is successfully applied to many nuclear reactions of astrophysical interest. For example, in the study of the 8 -nucleon system in ref. [64], the folding procedure for the 2-cluster subsystem is employed to formulate the scattering problems for evaluating the astrophysical $S$-factors in ${ }^{7} \mathrm{Be}(p, \gamma)^{8} \mathrm{~B}$ and ${ }^{7} \mathrm{Li}(n, \gamma)^{8} \mathrm{Li}$ reactions. A few ambitious attempts to take into account the three-body breakup processes and the effects of cluster excitations in the full microscopic 3-cluster formulations by the techniques of hyper-spherical harmonics and others are found in refs. [70]~ [76].

The purpose of this paper is to present a mathematical formulation of the threecluster RGM for systems composed of one $\alpha$-cluster and two $s$-shell clusters, and thereby provide technical details for the multiconfiguration and multichannel resonating-group calculations by the present authors. In view of the recent rapid improvement of computer facilities, we will extend the applicability of the present formulations to more complicated systems such as four- and more-cluster systems. The only restriction is that the systems are composed of $s$-shell clusters described by translationally-invariant shell-model functions of the lowest configurations in harmonic-oscillator potential wells having a common width parameter $\nu$. In contrast to the previous write-up [51], we will here discuss not only central forces but also $L S$, tensor and Coulomb interactions. The incorporation of these forces in the actual numerical calculations is a future project. If the system is only composed of spin-isospin saturated $\alpha$-clusters, both of the normalization and interaction kernels are easily obtained from the standard techniques in terms of the Bloch-Brink wave functions [77]. In fact, even the system of an infinitely large number of $\alpha$-clusters ( $\alpha$-matter) is discussed and the GCM kernels are elegantly expressed by using the Lambert series and the elliptic theta functions [78]. However, once the system has non-zero spin and isospin values, such a simple separation of the spatial and spin-isospin degrees of freedom is no longer possible. In such a case, one needs to handle a large number of analytic matrix inversions of large dimensionality corresponding to the nucleon number itself, which is still not easy even by using modern computer softwares for algebraic computations. Here we instead use another standard technique by the double-coset generator expansions, which was developed by Kramer and Seligman [79], [80]. A nice feature of this technique is that we only need to deal with the smallest number of independent terms for the exchange kernels from the very beginning and that it gives a complete procedure to calculate spin-isospin factors for
arbitrary systems in terms of shell-model-like $c f p$ expansions. These authors use the expansions even for the spatial part [82], but we rather use simpler Brink techniques to handle this continuous degree of freedom. Each term in the interaction kernel is classified not only by the modes in which nucleons are interchanged among clusters, but also by the interaction types which specify particular combinations of the complex generator-coordinate vectors involved in quadratic polynomials for Gaussian interaction factors. These kernels have very simple structure for a clear separation of spin-isospin factors and factorization of each term into the normalization, the central-Gaussian, and the noncentral factors. By considering these kernels in the complex generator-coordinate space, the subsequent transformation to the RGM kernels and evaluation of the matrix elements for Gaussian-type trial functions are carried out in full generality irrespective of the number of clusters.

Although the procedure to evaluate the spin-isospin factors is straightforward, we need to specify spin-isospin coupling schemes for practical calculations of these factors. Even in 3 -cluster systems, this process becomes fairly cumbersome for general spin-isospin configurations. On the other hand, the systems we are concerned with usually contain at least one $\alpha$-cluster, and hence a full generality of the spin-isospin configurations for 2-cluster subsystems is practically good enough for the description of 3 -cluster systems. In this paper, we will analytically derive the spin-isospin factors in the interaction kernels for any spin-isospin configurations of two ( $0 s$ )-shell clusters, and the result is then generalized to the case of 3 -cluster kernels in the generator-coordinate space, employing the valence-orbital method [83]. A computer-aided algebraic computation of these spin-isospin factors for arbitrary systems is certainly a promising future direction to proceed.

Once the kernel functions are thus derived in the GCM or RGM representation, the next important problem is how to solve these $n$-cluster integro-differential equations. In principle, we should be able to formulate Faddeev-type connected-kernel equations which take into account correct asymptotic behavior of many-cluster systems. However, a complete treatment of breakup processes is not yet accomplished even in the Faddeev formalism for systems of structureless particles. In this paper, we only give a possible application of the $n$-cluster RGM formalism, which is practically feasible and still physically meaningful. Namely, we discuss 3 -cluster systems composed of one $\alpha$ cluster and two ( $0 s$ )-shell clusters, and formulate coupled-channel equations with three different types of two-cluster kernels. We assume appropriate relative-motion functions for 2 -cluster subsystems composed of any pairs of the three clusters. In practice, these relative-motion functions are selected according to a variational procedure constrained by relevant experimental information such as the root-mean-square radius or the charge form-factor data. These coupled-channel equations are then solved by the variational method, employing Gaussian-type trial functions [85]. Through this procedure, we can investigate the effect of channel couplings due to the cluster rearrangement, as well as the effect of clustering in the sophisticated channel wave functions. We can even incorporate the effect of cluster breakup in an approximate way, by introducing the pseudo-state configurations for the subsystems [84].

The variational method for coupled-channel problems is extensively discussed by

Kamimura [85], and has been used by many authors. In the application to multicluster problems, it is crucial to have concise expressions of RGM matrix elements for efficiently calculating the huge number of them, since the main computation time is spent for this part. Such expressions are known to be obtained by using Gaussian-type basis functions, by which another tedious process of angular-momentum projection is also greatly simplified. We have developed in Appendix B of ref. [43] a new technique to calculate Gaussian matrix elements for RGM kernels, directly starting from the GCM kernels. This technique requires the transformation formula from GCM to RGM kernels, which is easily obtained through the Bargmann integrals in the complex generator-coordinate space. We have applied this technique to central matrix elements of 3-cluster systems in ref. [51], and have obtained a concise expression which contains only one simple Clebsch-Gordan ( $\mathrm{C}-\mathrm{G}$ ) coefficient for the angular-momentum projection. Here we combine this technique with the theory of double Gel'fand polynomials [86] developed for the multiplicity-free problems in the representation theory of unitary groups. Instead of taking the infinity limit of the RGM argument variables as is done in refs. [43] and [51], we employ a simple reduction rule from 3-dimensional complex variables to 2-dimensional ones. This rule converts the process of calculating the RGM matrix elements with respect to the angular-momentum coupled Gaussian basis functions into that of expanding the generating functions in terms of two-row type $S U_{2} \times S U_{n-1}$ double Gel'fand polynomials. Since the necessary $S U_{n-1} \mathrm{C}-\mathrm{G}$ coefficients are all expressed by the angular-momentum Wigner coefficients, this new technique corrresponds to a transparent bookkeeping of the complicated angular-momentum projections of the many-cluster systems in the quasi-spin or quasi- $S U_{n-1}$ space.

Finally, a brief comment may be useful to clarify the characteristics of our approach. The present many-cluster formalism is entirely analytic. This implies that we treat explicitly kernel expressions in the RGM or GCM formalism for a definite multicluster model space, and try to connect the complex many-body nature of nucleon systems to various properties of the kernels which completely determine the relative motion between clusters. Therefore, it is possible in our approach to examine the properties of the kernels in terms of nucleon-exchange modes and interaction types, and also to study the relationship of the multicluster kernels with coupling kernels in the coupledchannel formalism and with the kernels of subsystems in cases where subsystems of many clusters are approximately described by harmonic-oscillator shell-model wave functions. These studies are important, in order to clarify such interesting microscopic effects as nucleon-exchange effects, distortion effects, channel-coupling effects, clustering effects, and other effects in various reaction processes. The completely analytic character of the formulation makes it necessary to restrict to some extent the range and the nature of systems that can be readily treated. On the other hand, it also results in the practical advantage that the requirement of computational facilities is greatly reduced.

Another important nature of our approach is that our two-cluster coupled-channel RGM equations are derived as a result of an approximation to the three-cluster RGM equation. Thus, if one wishes to elucidate the foundation of such a coupled-channel approximation, one only needs to investigate the properties of the three-cluster RGM equation itself in much more detail. Although all necessary three-cluster kernels is de-
rived in this paper, no investigation has yet been made concerning the problem of which kind of three-cluster equations one should solve for the microscopic 3-cluster systems, in order to insure a correct dynamical behavior for the relative motions among three clusters in the sense of a three-body Faddeev-type theory. With a complete formulation of the three-cluster RGM, one should be able to incorporate in a natural way the three-cluster breakup effect, as well as the channel-coupling effect of two-cluster channels. In this context, one might need to pay special attention to semi-direct potentials resulting from partial antisymmetrization of 2-cluster subsystems in the framework of a correct three-cluster RGM theory, since such potentials have never been directly treated in any three-body formalism of structureless particles. Recently, Schmid and other authors [87] ~ [91] have discussed the relationship between three-cluster forces and the elementary-particle concept of clusters, by introducing a certain type of off-shell transformation in the three-cluster RGM equation. The approach developed in this investigation might give some helpful hints as to how one could proceed with such a theoretical investigation of three-cluster systems.

The organization of this paper is as follows. In $\S 2$, we first outline the coupledchannel formulation of 3 -cluster systems, which employ the $n=3$ case of the following $n$-cluster RGM formalism. In $\S 3$, the structure of the $n$-cluster RGM kernels for systems of $(0 s)$-shell clusters is clarified. After a short comment on general procedure to evaluate GCM kernels, double-coset generator expansion of the antisymmetrization operator is introduced and employed to evaluate interaction kernels for central, $L S$, tensor interactions, and for the Coulomb interaction as well. Each term in the interaction kernel is classified not only by the exchange modes of nucleons, but also by the interaction types which involve somewhat increasing complexity for larger number of clusters. In particular, for 3-cluster systems, it is shown that 3-cluster interaction types are specified by a slight extension of simple 2-cluster interaction types, together with a particular set of Jacobi coordinates which specifies the positions of clusters directly involved in the particular two-nucleon matrix element under consideration. This classification scheme of the 3 -cluster interaction types is particularly convenient, when we discuss the transformation properties of the coefficients of the GGM kernels for rearrangements of the Jacobi coordinates. In $\S 4$, a few explicit examples of spin-isospin factors are given for arbitrary spin-isospin configurations of 2 -clusters and for 3-cluster systems which involve one $\alpha$-cluster and two ( $0 s$ )-shell clusters. The 2 -cluster case follows the general procedure, which is in principle applicable to systems of any number of ( $0 s$ )-shell clusters. On the other hand, a simpler valence-orbital method is employed for the particular 3-cluster systems considered, in which we can take full advantage of the spin-isospin saturated nature of the $\alpha$-cluster. The last two sections are devoted to a technical developement for practical applications of $n$-cluster GCM kernels. In $\S 5$, we first discuss a systematic evaluation of RGM kernels in the complex GCM. The transformation formula derived here plays an essential role in the evaluation of Gaussian matrix elements of the RGM kernels in $\S 6$. We can elaborate a new transformation formula for this purpose, by employing a simple reduction rule of Bargmann variables. Through this procedure, we can construct generating functions for the Gaussian matrix elements, from which those for angular-momentum coupled $n$-cluster states are easily obtained by the expansion
in terms of $S U_{2} \times S U_{n-1}$ double Gel'fand polynomials. The 2- and 3-cluster formulae for the Gaussian matrix elements of the RGM kernels with respect to the central, $L S$, tensor, Coulomb, and the kinetic-energy terms are explicitly given to be readily used.

## §2. Coupled-Channel Formulation of 3-Cluster Systems

In the multiconfiguration and multichannel RGM calculations by the present authors [50], the 6 -, 7 -, 8 - and 10 -nucleon systems are considered to be 3 -cluster systems $C_{1}+C_{2}+C_{3}$, with all three clusters described by translationally-invariant shell-model functions of ( $0 s$ ) -configurations with a common harmonic-oscillator (h.o.) width parameter $\nu$. By using the mathematical techniques developed in ref. [51] or in the following sections, one can derive the 3 -cluster kernel functions for these systems. To be more specific, let us express the 3 -cluster basis functions in the RGM formalism as

$$
\begin{equation*}
\Psi=\mathcal{A}\left\{\phi\left(C_{1}\right) \phi\left(C_{2}\right) \phi\left(C_{3}\right) \chi\left(\xi_{1}, \xi_{2}\right) Z\left(\mathbf{X}_{G}\right)\right\} \tag{2.1}
\end{equation*}
$$

where $\phi\left(C_{\alpha}\right)(\alpha=1,2,3)$ denotes the cluster internal wave function for $C_{\alpha}$ and $Z\left(\mathbf{X}_{G}\right)$ is any normalizable function describing the total center-of-mass (c.m.) motion. For clarity in presentation, we shall conduct the following discussion by assuming that the clusters have no spin-isospin quantum numbers and by omitting angular-momentum couplings; in actual calculations these must of course be explicitly taken into consideration. Furthermore, we assume that the three clusters, $C_{1}, C_{2}$, and $C_{3}$, are all different from each other. In Eq. (2.1), $\mathcal{A}$ is the antisymmetrization operator among three clusters and $\chi\left(\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}\right)$ represents an intercluster relative-motion function with $\xi_{1}$ and $\boldsymbol{\xi}_{2}$ being an appropriate set of the Jacobi coordinates. (See Eq. (3.8), for example.) The relative-motion function $\chi\left(\xi_{1}, \boldsymbol{\xi}_{2}\right)$ is dertermined from the variational RGM projection equation

$$
\begin{equation*}
\langle\delta \Psi| H-E|\Psi\rangle=0 \tag{2.2}
\end{equation*}
$$

where $H$ is a Galilean-invariant Hamiltonian composed of the kinetic-energy term and the two-nucleon interaction ;

$$
\begin{equation*}
H=\sum_{s=1}^{A} t_{s}-T_{G}+\sum_{s<t}^{A} v_{s t} \tag{2.3}
\end{equation*}
$$

Here, $A$ is the total mass number $A=A_{1}+A_{2}+A_{3}$ with $A_{\alpha}(\alpha=1 \sim 3)$ being that of the cluster $C_{\alpha}$. The integro-differential equation for $\chi\left(\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}\right)$ is schematically written as

$$
\begin{equation*}
(\mathcal{H}-E \mathcal{N}) \chi=0 \tag{2.4}
\end{equation*}
$$

where $\mathcal{H}$ and $\mathcal{N}$ are integral kernels defined through

$$
\left\{\begin{array}{c}
\mathcal{N}  \tag{2.5}\\
\mathcal{H}
\end{array}\right\}=\left\langle\phi\left(C_{1}\right) \phi\left(C_{2}\right) \phi\left(C_{3}\right)\right|\left\{\begin{array}{c}
1 \\
H
\end{array}\right\} \mathcal{A}\left|\phi\left(C_{1}\right) \phi\left(C_{2}\right) \phi\left(C_{3}\right)\right\rangle
$$

and their explicit derivation is the main subject of the following sections. Here we assume that they are already derived and outline how we should proceed further to derive coupled-channel equations.

## FIGURES



FIG. 1. Three independent sets of Jacobi coordinates for 3-cluster systems; $\xi^{J}=\left(\xi_{1}^{J}, \xi_{2}^{J}\right)$ with $J=\mathrm{I}, \mathrm{II}, \mathrm{III}$, or $J=(\gamma)$ with $\gamma=1,2$, and 3 .

An advantage of having explicit expressions of 3-cluster GCM kernels is that one can analyse their structure term by term, and hence investigate the roles of exchange modes and interaction types in detail. In particular, as we know in 2 -cluster systems, the separation into the direct and exchange terms by the nucleon-exchange number is very important, since these terms have different number of Dirac's $\delta$-functions in the form of RGM kernels, and a special treatment is needed to formulate RGM equations as integro-differential equations. In 3-cluster systems, we find that another special class called semi-direct terms emerges, which is characterized by nucleon exchange between 2 -cluster subsystems with the third cluster left free. Naturally, almost all of these kernels are expressed by 2 -cluster kernels of the subsystems. An exception is the semi-direct part of the interaction kernel, which can not be reduced to any kind of 2-cluster kernels, in spite of the appearance of one $\delta$-function for the relative coordinate between the subsystem and the third cluster. This situation is conveniently described by introducing three different types of Jacobi coordinates depicted in Fig. 1. Suppose $(\alpha \beta \gamma)$ is an even permutation of (123). The subsystem $C_{\alpha \beta} \equiv C_{\alpha}+C_{\beta}$ is specified by the third index $\gamma$. We refer to $C_{\alpha \beta}$ as a subsystem of $\gamma$-pair, and use the notation $\gamma$ and $\bar{\gamma}$ to denote the relative degrees of freedom between $C_{\alpha}$ and $C_{\beta}$, and between $C_{\alpha \beta}$ and $C_{\gamma}$, respectively. By using these notations, the structure of 3-cluster kernel is schematically expressed as

$$
\begin{aligned}
\mathcal{N}= & 1+\sum_{\gamma} \mathcal{N}_{\gamma}^{(2)}+\mathcal{N}^{(3)} \\
\mathcal{K}= & \mathcal{K}^{D}+\sum_{\gamma} \mathcal{K}_{\gamma}^{S D}+\mathcal{K}^{(3)} \\
& \mathcal{K}^{D}=\sum_{\alpha} E_{K}^{(i n t)}\left(C_{\alpha}\right)+T_{\gamma}+T_{\bar{\gamma}} \\
& \mathcal{K}_{\gamma}^{S D}=\mathcal{N}_{\gamma}^{(2)}\left(E_{K}^{(i n t)}\left(C_{\gamma}\right)+T_{\bar{\gamma}}\right)+\mathcal{K}_{\gamma}^{(2)} \\
\mathcal{I}= & \mathcal{I}^{D}+\sum_{\gamma} \mathcal{I}_{\gamma}^{S D}+\mathcal{I}^{(3)}
\end{aligned}
$$

$$
\begin{align*}
& \mathcal{I}^{D}=\sum_{\alpha} E_{V}^{(i n t)}\left(C_{\alpha}\right)+\sum_{\alpha} V_{\alpha}^{D}, \\
& \mathcal{I}_{\gamma}^{S D}=\mathcal{N}_{\gamma}^{(2)} E_{V}^{(i n t)}\left(C_{\gamma}\right)+\mathcal{I}_{\gamma}^{(2)}+V_{\gamma}^{S D} \tag{2.6}
\end{align*}
$$

where $\mathcal{K}$ and $\mathcal{I}$ are kinetic-energy and interaction parts of $\mathcal{H}$, respectively; $\mathcal{H}=\mathcal{K}+\mathcal{I}$. In Eq. (2.6), $T_{\gamma}$ and $T_{\bar{\gamma}}$ are the relative kinetic-energy operators between $C_{\alpha}$ and $C_{\beta}$, and between $C_{\alpha \beta}$ and $C_{\gamma}$, respectively, $V_{\gamma}^{D}$ is the direct potential between $C_{\alpha}$ and $C_{\beta}$, and $V_{\gamma}^{S D}$ is the semi-direct potential. Furthermore, $E^{(\text {int })}\left(C_{\gamma}\right) \equiv E_{K}^{(i n t)}\left(C_{\gamma}\right)+E_{V}^{(i n t)}\left(C_{\gamma}\right)$ is the internal-energy contribution of the cluster $C_{\gamma}$, and $\mathcal{N}_{\gamma}^{(2)}, \mathcal{K}_{\gamma}^{(2)}$, and $\mathcal{I}_{\gamma}^{(2)}$ are the exchange kernels for the subsystem $C_{\alpha \beta}$. The genuine 3-cluster exchange kernels are denoted by $\mathcal{N}^{(3)}, \mathcal{K}^{(3)}$, and $\mathcal{I}^{(3)}$, and they involve no $\delta$-functions.

Let us first consider the 2 -cluster RGM equation for the subsystem of the $\gamma$-pair. It is given by

$$
\begin{equation*}
\left(\mathcal{K}+\mathcal{I}-E_{\gamma}^{(\text {int })} \mathcal{N}\right) \phi_{\gamma}=0, \tag{2.7}
\end{equation*}
$$

where $\mathcal{N}, \mathcal{K}$, and $\mathcal{I}$ are now 2 -cluster kernels expressed as

$$
\begin{align*}
\mathcal{N} & =1+\mathcal{N}_{\gamma}^{(2)}, \\
\mathcal{K} & =E_{K}^{(i n t)}\left(C_{\alpha}\right)+E_{K}^{(i n t)}\left(C_{\beta}\right)+T_{\gamma}+\mathcal{K}_{\gamma}^{(2)}, \\
\mathcal{I} & =E_{V}^{(i n t)}\left(C_{\alpha}\right)+E_{V}^{(i n t)}\left(C_{\beta}\right)+V_{\gamma}^{D}+\mathcal{I}_{\gamma}^{(2)} . \tag{2.8}
\end{align*}
$$

We substitute Eq. (2.8) into Eq. (2.7) and introduce the relative energy $\varepsilon_{\gamma}$ of the $\gamma$-pair through

$$
\begin{equation*}
E_{\gamma}^{(i n t)}=\varepsilon_{\gamma}+E^{(i n t)}\left(C_{\alpha}\right)+E^{(i n t)}\left(C_{\beta}\right) \tag{2.9}
\end{equation*}
$$

Then, we obtain

$$
\begin{equation*}
\left(T_{\gamma}+V_{\gamma}-\varepsilon_{\gamma}\right) \phi_{\gamma}=0 \tag{2.10}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{\gamma}=V_{\gamma}^{D}+G_{\gamma}^{E}, \quad G_{\gamma}^{E}=\mathcal{K}_{\gamma}^{(2)}+\mathcal{I}_{\gamma}^{(2)}-E_{\gamma}^{(i n t)} \mathcal{N}_{\gamma}^{(2)} \tag{2.11}
\end{equation*}
$$

where $G_{\gamma}^{E}$ represents the contribution from the exchange kernels for the $\gamma$-pair. The normalization of $\phi_{\gamma}$ is determined from the condition

$$
\begin{equation*}
\left\langle\phi_{\gamma}\right|\left(1+\mathcal{N}_{\gamma}^{(2)}\right)\left|\phi_{\gamma}\right\rangle=1 . \tag{2.12}
\end{equation*}
$$

On the other hand, 3-cluster RGM equation in Eq. (2.4) is expressed as

$$
\begin{equation*}
(\mathcal{K}+\mathcal{I}-E \mathcal{N}) \chi=0 \tag{2.13}
\end{equation*}
$$

where $\mathcal{N}, \mathcal{K}$, and $\mathcal{I}$ are 3-cluster kernels given in Eq. (2.6). Let us introduce the relative energy $\varepsilon_{\bar{\gamma}}$ for the $\gamma$-channel through

$$
\begin{equation*}
E=\varepsilon_{\bar{\gamma}}+E_{\gamma}^{(i n t)}+E^{(i n t)}\left(C_{\gamma}\right), \tag{2.14}
\end{equation*}
$$

Then, by substituting Eq. (2.6) into Eq. (2.13) and by using Eqs. (2.11) and (2.14), we obtain

$$
\begin{align*}
& {\left[\left(T_{\gamma}+V_{\gamma}-\varepsilon_{\gamma}\right)+\left(T_{\bar{\gamma}}-\varepsilon_{\bar{\gamma}}\right)\left(1+\mathcal{N}_{\gamma}^{(2)}\right)+\sum_{\alpha \neq \gamma} V_{\alpha}^{D}+V_{\gamma}^{S D}\right] \chi} \\
& =-\left[\sum_{\alpha \neq \gamma}\left(\mathcal{K}_{\alpha}^{S D}+\mathcal{I}_{\alpha}^{S D}-E \mathcal{N}_{\alpha}^{(2)}\right)+\left(\mathcal{K}^{(3)}+\mathcal{I}^{(3)}-E \mathcal{N}^{(3)}\right)\right] \chi . \tag{2.15}
\end{align*}
$$

Here we examine two types of approximations for the relative wave function $\chi$ of the 3 -cluster system. In the first type, we set in Eq. (2.15) $\chi=\phi_{\gamma} \psi_{\bar{\gamma}}$ consisting of a relative wave function $\psi_{\bar{\gamma}}$ between $C_{\alpha \beta}$ and $C_{\gamma}$, and perform the integration for the inner product with $\phi_{\gamma}$. Then, by using Eqs. (2.10) and (2.12), we obtain

$$
\begin{equation*}
\left(T_{\bar{\gamma}}+V_{\bar{\gamma}}-\varepsilon_{\bar{\gamma}}\right) \psi_{\bar{\gamma}}=0, \tag{2.16}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
& V_{\bar{\gamma}}=V_{\bar{\gamma}}^{D}+G_{\bar{\gamma}}^{E} \\
& V_{\bar{\gamma}}^{D}=\left\langle\phi_{\gamma}\right| \sum_{\alpha \neq \gamma} V_{\alpha}^{D}+V_{\gamma}^{S D}\left|\phi_{\gamma}\right\rangle \\
& G_{\bar{\gamma}}^{E}=\left\langle\phi_{\gamma}\right| \sum_{\alpha \neq \gamma}\left(\mathcal{K}_{\alpha}^{S D}+\mathcal{I}_{\alpha}^{S D}-E \mathcal{N}_{\alpha}^{(2)}\right)+\left(\mathcal{K}^{(3)}+\mathcal{I}^{(3)}-E \mathcal{N}^{(3)}\right)\left|\phi_{\gamma}\right\rangle \tag{2.17}
\end{align*}
$$

This approximation corresponds to a single channel RGM equation for the relativemotion function $\psi_{\bar{\gamma}}$ of the $\gamma$-channel, and $V_{\bar{\gamma}}^{D}$ in Eq. (2.17) is the corresponding direct potential. The second type of approximation to obtain a coupled-channel RGM equation is achieved by assuming

$$
\begin{equation*}
\chi=\phi_{\gamma} \psi_{\bar{\gamma}}+\sum_{\alpha \neq \gamma} \phi_{\alpha} \psi_{\bar{\alpha}} . \tag{2.18}
\end{equation*}
$$

With this assumption, we obtain

$$
\begin{equation*}
\left(T_{\bar{\gamma}}+V_{\bar{\gamma}}-\varepsilon_{\bar{\gamma}}\right) \psi_{\bar{\gamma}}+\sum_{\alpha \neq \gamma}\left(H_{\gamma \alpha}-E N_{\gamma \alpha}\right) \psi_{\bar{\alpha}}=0, \tag{2.19}
\end{equation*}
$$

where we have defined, for $\alpha \neq \gamma$,

$$
\begin{equation*}
H_{\gamma \alpha}=\left\langle\phi_{\gamma}\right| \mathcal{K}+\mathcal{I}\left|\phi_{\alpha}\right\rangle=\left\langle\phi_{\gamma}\right| \mathcal{H}\left|\phi_{\alpha}\right\rangle, \quad N_{\gamma \alpha}=\left\langle\phi_{\gamma}\right| \mathcal{N}\left|\phi_{\alpha}\right\rangle . \tag{2.20}
\end{equation*}
$$

## §3. Structure of $n$-Cluster GCM Kernels for Systems Composed of (0s)-Shell Clusters

### 3.1 General Procedure to Evaluate the GCM Kernels

Let $C$ be one of the $(0 s)$-shell cluster systems with mass number $A \leq 4$. The shell-model wave function $\psi(C)$ with a common h.o. constant $\nu$ is composed of a totally symmetric product of $(0 s)$ h.o. wave functions and a spin-isospin wave function
$\xi(1,2, \cdots, A)$ which is antisymmetric with respect to arbitrary interchanges of spinisospin variables:

$$
\begin{equation*}
\psi(C)=\prod_{i=1}^{A} \phi_{(0 s)}\left(\mathbf{x}_{i} ; \nu\right) \xi(1,2, \cdots, A) \tag{3.1}
\end{equation*}
$$

Here, we have used a common notation

$$
\begin{equation*}
\phi_{(0 s)}(\mathbf{x} ; \nu)=\left(\frac{2 \nu}{\pi}\right)^{\frac{3}{4}} e^{-\nu \mathbf{x}^{2}} \tag{3.2}
\end{equation*}
$$

for the ( $0 s$ ) h.o. wave function with $\nu$, and the spin-isospin quantum numbers for the $S U_{4}$ irreducible representation $[\tilde{f}]=\left[1^{A}\right]$ of $\xi(1,2, \cdots, A)$ are suppressed for simplicity.

Owing to the complete quadratic nature of the Gaussian exponential factors, we can separate the c.m. motion described by $\phi_{(0 s)}(\mathbf{X} ; A \nu)$ with $\mathbf{X}=\sum_{i=1}^{A} \mathbf{x}_{i} / A$ in Eq. (3.1):

$$
\begin{equation*}
\psi(C)=\phi_{(0 s)}(\mathbf{X} ; A \nu) \phi(C) \tag{3.3}
\end{equation*}
$$

We call $\phi(C)$ in Eq. (3.3) an internal cluster wave function for the $(0 s)$-shell cluster $C$. The separation in Eq. (3.3) of the c.m. motion is of basic importance in the present treatment. For example, the translation of the coordinate system, $\mathbf{x}_{i} \rightarrow \mathbf{x}_{i}-\mathbf{S}(i=1 \sim$ A), produces a simple relationship

$$
\begin{equation*}
\psi(C ; \mathbf{S}) \equiv \prod_{i=1}^{A} \phi_{(0 s)}^{\mathbf{S}}\left(\mathbf{x}_{i} ; \nu\right) \xi(1,2, \cdots, A)=\phi_{(0 s)}^{\mathbf{S}}(\mathbf{X} ; A \nu) \phi(C) \tag{3.4}
\end{equation*}
$$

where $\phi_{(0 s)}^{\mathbf{S}}(\mathbf{x} ; \nu) \equiv \phi_{(0 s)}(\mathbf{x}-\mathbf{S} ; \nu)$.
Next, we consider an $n$-body system composed of such ( $0 s$ )-shell clusters $C_{i}$ ( $i=$ $1 \sim n$ ). For a c.m. coordinate $\mathbf{X}_{i}$ of each cluster, it is sometimes more convenient to use a normalized one $\widehat{\mathbf{X}}_{i}=\sqrt{A_{i}} \mathbf{X}_{i}$ by the mass number $A_{i}$. In this paper, we use the notation ${ }^{\wedge}$ in order to specify the coordinate vectors normalized by the corresponding mass numbers [94]. The c.m. coordinate of a subsystem up to the $i$-th cluster thus becomes $\widehat{\overline{\mathbf{X}}}_{i}=\sum_{j=1}^{i} \sqrt{A_{j}} \widehat{\mathbf{X}}_{j} / \sqrt{\bar{A}_{i}}(i=1 \sim n)$, where $\bar{A}_{i} \equiv A_{1}+A_{2}+\cdots+A_{i}$ is the mass number of the subsystem $\left(C_{1}+C_{2}+\cdots+C_{i}\right)$. The Jacobi coordinates $\widehat{\boldsymbol{\xi}}$ and the c.m. coordinate of the total system $\widehat{\mathbf{X}}_{G}$ are defined by using these notations as follows :

$$
\begin{align*}
& \widehat{\xi}_{i} \equiv \sqrt{\frac{\bar{A}_{i}}{\bar{A}_{i+1}}} \widehat{\mathbf{X}}_{i+1}-\sqrt{\frac{A_{i+1}}{\bar{A}_{i+1}}} \hat{\overline{\mathbf{X}}}_{i} \quad(i=1 \sim n-1) \\
& \widehat{\mathbf{X}}_{G} \equiv \sum_{i=1}^{n} \sqrt{A_{i}} \widehat{\mathbf{X}}_{i} / \sqrt{A}=\widehat{\overline{\mathbf{X}}}_{n} \tag{3.5}
\end{align*}
$$

where $A=A_{1}+\cdots+A_{n}=\bar{A}_{n}$ and they satisfy

$$
\begin{equation*}
\sum_{i=1}^{n-1} \widehat{\xi}_{i}^{2}+\widehat{\mathbf{X}}_{G}^{2}=\sum_{i=1}^{n} \widehat{\mathbf{X}}_{i}^{2} \tag{3.6}
\end{equation*}
$$

The inverse transformation of Eq. (3.5) is found to be

$$
\begin{equation*}
\widehat{\mathbf{X}}_{i} \equiv \sqrt{\frac{A_{i}}{A}} \widehat{\mathbf{X}}_{G}+\sqrt{\frac{\bar{A}_{i-1}}{\bar{A}_{i}}} \widehat{\boldsymbol{\xi}}_{i-1}-\sum_{j=i}^{n-1} \sqrt{\frac{A_{i} A_{j+1}}{\bar{A}_{j} \bar{A}_{j+1}}} \widehat{\boldsymbol{\xi}}_{j} \quad(i=1 \sim n) \tag{3.7}
\end{equation*}
$$

under the convention $\boldsymbol{\xi}_{0}=0$ and $\sum_{j=n}^{n-1} \cdots=0$. As an example, the unnormalized Jacobi coordinates in the case $n=3$ are shown in Fig. 1. Furthermore, we use $\mathbf{S}_{i}$ ( $i=1 \sim n$ ), $\mathbf{S}_{G}$ and $\mathbf{z}_{i} / \sqrt{\nu}(i=1 \sim n-1)$ for the complex generator-coordinate vectors corresponding to $\mathbf{X}_{i}(i=1 \sim n), \mathbf{X}_{G}=\widehat{\mathbf{X}}_{G} / \sqrt{A}$ and $\widehat{\xi}_{i}=\sqrt{\mu_{i}} \xi_{i}$ with $\mu_{i}=\bar{A}_{i} A_{i+1} / \bar{A}_{i+1}$, respectively. In Table I, we summarize various coordinate systems used in this paper.

TABLE I. Various coordinate systems used in this paper. In the second row, CGC denotes complex generator coordinates. In $z_{i} / \sqrt{\gamma_{i}}, \gamma_{i}$ is given by $\gamma_{i}=\sqrt{\mu_{i}} \nu$ with $\mu_{i}=\bar{A}_{i} A_{i+1} / \bar{A}_{i+1}$. Besides these, the notation ${ }^{\wedge}$ is used to specify the coordinate vectors normalized by the corresponding mass numbers.

|  | usual coordinates | Jacobi coordinates |  |
| :---: | :---: | :---: | :---: |
| dynamical <br> coordinates | $\mathbf{X}_{i} \quad(i=1 \sim n)$ | $\xi_{i} \quad$$(i=1 \sim n-1)$ <br> $\mathbf{X}_{G}$ |  |
| CGC | $\mathbf{S}_{i}(i=1 \sim n)$ | $\mathbf{z}_{i} / \sqrt{\gamma_{i}} \quad$$(i=1 \sim n-1)$ <br> $\mathbf{S}_{G}$ | $\mathbf{T}_{i} \quad(i=1 \sim n-1)$ |

For a fixed set of clusters $C_{1}, C_{2}, \cdots, C_{n}$ with $n \geq 3$, there are in general several different sets of Jacobi coordinates. The transformation among them is trivial, but important for practical applications of the present multicluster RGM formalism. We should be able to write down exchange kernels in any types of Jacobi coordinates, if we try to consider rearrangements of cluster groups. Since our main concern is on 3-cluster systems due to the present limitation of computer facilities, we will show transformations of Jacobi coordinates in detail only for 3-cluster systems. Three different sets of Jacobi coordinates $\xi^{J}=\left(\xi_{1}^{J}, \xi_{2}^{J}\right)(J=I, I I$ or $I I I)$ are defined as is shown in Fig. 1. We reserve $J=I I I$ as a standard set of the Jacobi coordinates and usually omit the superscript $I I I$ as is already assumed in Eq. (3.5) with $n=3$. This is convenient in $\S 4.3$ for the calculation of spin-isospin factors, since we assume $C_{3}$ as an $\alpha$-core in the course of applying the valence orbital method. Now, suppose $(\alpha \beta \gamma)$ is an even permutation of (123). If we introduce an alternative notation $(\gamma)$ to specify the type of Jacobi coordinates $J$ by $(1)=I,(2)=I I,(3)=I I I$, we can compactly express $\xi_{i}^{(\gamma)}$ ( $i=1,2$ and $\gamma=1,2,3$ ) as

$$
\begin{equation*}
\boldsymbol{\xi}_{1}^{(\gamma)}=\mathbf{X}_{\beta}-\mathbf{X}_{\alpha}, \quad \boldsymbol{\xi}_{2}^{(\gamma)}=\mathbf{X}_{\gamma}-\frac{A_{\alpha} \mathbf{X}_{\alpha}+A_{\beta} \mathbf{X}_{\beta}}{A_{\alpha}+A_{\beta}} \tag{3.8}
\end{equation*}
$$

Let us define the reduced mass numbers $\mu_{1}^{(\gamma)}$ and $\mu_{2}^{(\gamma)}$ by

$$
\begin{equation*}
\mu_{1}^{(\gamma)}=\frac{A_{\alpha} A_{\beta}}{A_{\alpha}+A_{\beta}}, \quad \mu_{2}^{(\gamma)}=\frac{\left(A_{\alpha}+A_{\beta}\right) A_{\gamma}}{A} \tag{3.9}
\end{equation*}
$$

with $A_{\alpha}+A_{\beta}+A_{\gamma}=A_{1}+A_{2}+A_{3}=A$. Then, the h.o. width parameters assigned to the two types of relative motion of the three clusters in the Jacobi coordinates of type- $(\gamma)$ are given by $\gamma_{i}^{(\gamma)}=\mu_{i}^{(\gamma)} \nu(i=1,2)$. If we define a $3 \times 2$ matrix $\widehat{\xi}^{(\gamma)}=$ $\left(\sqrt{\mu_{1}^{(\gamma)}} \xi_{1}^{(\gamma)}, \sqrt{\mu_{2}^{(\gamma)}} \xi_{2}^{(\gamma)}\right)$, the orthogonal transformation of the Jacob-coordinates for an arbitrary set of $\alpha$ and $\beta$ ( $\alpha, \beta=1 \sim 3$ ) is expressed as

$$
\begin{equation*}
\widehat{\xi}^{(\beta)}=\widehat{\xi}^{(\alpha)} \Xi^{(\alpha)(\beta)} \tag{3.10}
\end{equation*}
$$

where $\Xi^{(\alpha)(\beta)}$ is a $2 \times 2$ orthogonal matrix given by

$$
\Xi^{(\alpha)(\beta)}=\frac{1}{\sqrt{A_{\alpha}^{c} A_{\beta}^{c}}}\left(\begin{array}{cc}
\delta_{\alpha \beta} A-\sqrt{A_{\alpha} A_{\beta}} & -\sum_{\gamma} e_{\alpha \beta \gamma} \sqrt{A_{\gamma} A}  \tag{3.11}\\
\sum_{\gamma} e_{\alpha \beta \gamma} \sqrt{A_{\gamma} A} & \delta_{\alpha \beta} A-\sqrt{A_{\alpha} A_{\beta}}
\end{array}\right)
$$

with $A_{\alpha}^{c}=A-A_{\alpha}$ etc. In Eq. (3.11), we have introduced 3-dimensional antisymmetric tensor defined through the usual rule; $e_{\alpha \beta \gamma}=1$ if $(\alpha \beta \gamma)$ is an even permutation of (123), -1 if $(\alpha \beta \gamma)$ is an odd permutation, and zero otherwise.

The essential relationship which enables us to calculate the GCM kernels from the matrix elements of the Brink-type wave functions is based on Eqs. (3.4) and (3.6):

$$
\begin{equation*}
\prod_{i=1}^{n-1} A_{\gamma_{i}}\left(\xi_{i}, \mathbf{z}_{i}\right) \phi_{(0 s)}^{\mathbf{S}_{G}}\left(\mathbf{X}_{G}, A \nu\right)=\exp \left\{\frac{1}{2} \sum_{i=1}^{n-1} \mathbf{z}_{i}^{2}\right\} \prod_{i=1}^{n} \phi_{(0 s)}^{\mathbf{S}_{i}}\left(\mathbf{X}_{i}, A_{i} \nu\right) \tag{3.12}
\end{equation*}
$$

where $\gamma_{i}=\mu_{i} \nu$ and

$$
\begin{equation*}
A_{\gamma}(\boldsymbol{\xi}, \mathbf{z})=\left(\frac{2 \gamma}{\pi}\right)^{\frac{3}{4}} \exp \left\{-\gamma\left(\xi-\frac{\mathbf{z}}{\sqrt{\gamma}}\right)^{2}+\frac{\mathbf{z}^{2}}{2}\right\} \tag{3.13}
\end{equation*}
$$

is the h.o. coherent state in the Bargmann space [92], [93]. The relationship between $\mathbf{z}_{i}(i=1 \sim n-1)$ and $\mathbf{S}_{i}(i=1 \sim n)$ are obtained from Eq. (3.5) or (3.7) by a trivial replacement $\widehat{\xi}_{i} \rightarrow \mathbf{z}_{i} / \sqrt{\nu}$ and $\widehat{\mathbf{X}}_{i} \rightarrow \widehat{\mathbf{S}}_{i}=\sqrt{A_{i}} \mathbf{S}_{i}$. Here, we set $\mathbf{S}_{G}=0$ in Eq. (3.12) and multiply it by all the internal cluster functions $\phi_{0} \equiv \phi\left(C_{1}\right) \phi\left(C_{2}\right) \cdots \phi\left(C_{n}\right)$. Then, by using Eq. (3.4), one finds

$$
\begin{equation*}
\phi_{G} A(\xi ; z) \phi_{0}=\exp \left\{\frac{1}{2} \operatorname{Tr}\left({ }^{t} z z\right)\right\} \prod_{i=1}^{n} \psi\left(C_{i} ; \mathrm{S}_{i}\right) \tag{3.14}
\end{equation*}
$$

where a simplifying notation

$$
\begin{equation*}
\phi_{G}=\phi_{(0 s)}\left(\mathbf{x}_{G}, A \nu\right), \quad A(\xi ; z)=\prod_{i=1}^{n-1} A_{\gamma_{i}}\left(\xi_{i}, \mathbf{z}_{i}\right) \tag{3.15}
\end{equation*}
$$

is used. Furthermore, we use $3 \times(n-1)$ matrix notation like $\xi=\left(\xi_{\gamma i}\right)=$ $\left(\xi_{1}, \boldsymbol{\xi}_{2}, \cdots, \boldsymbol{\xi}_{n-1}\right), z=\left(z_{\gamma i}\right)=\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \cdots, \mathbf{z}_{n-1}\right)$ and $\operatorname{Tr}\left({ }^{t} z z\right)=\sum_{\gamma i} z_{\gamma i}^{2}=\sum_{i=1}^{n-1} \mathbf{z}_{i}^{2}$ with $\gamma=x, y$, and $z$. The explicit expressions for $\mathbf{S}_{i}$ in terms of $\mathbf{z}_{i}$ are given by ${ }^{1}$

[^0]\[

$$
\begin{equation*}
\sqrt{\nu} \mathrm{S}_{\alpha}=P_{\alpha} \mathbf{z}=\sum_{i=1}^{n-1}\left(P_{\alpha}\right)_{i} \mathbf{z}_{i} \tag{3.16a}
\end{equation*}
$$

\]

with

$$
\begin{equation*}
\left(P_{\alpha}\right)_{i}=-\frac{1}{\sqrt{\mu_{i}}}\left(p_{\alpha}\right)_{i} \tag{3.16b}
\end{equation*}
$$

and

$$
\left(p_{\alpha}\right)_{i}=\left\{\begin{array} { c } 
{ 0 }  \tag{3.16c}\\
{ - ( \overline { A } _ { i } / \overline { A } _ { i + 1 } ) } \\
{ ( A _ { i + 1 } / \overline { A } _ { i + 1 } ) }
\end{array} \quad \text { for } \left\{\begin{array} { l } 
{ i = 1 \sim \alpha - 2 } \\
{ i = \alpha - 1 } \\
{ i = \alpha \sim n - 1 }
\end{array} \text { or } \left\{\begin{array}{l}
\alpha=i+2 \sim n \\
\alpha=i+1 \\
\alpha=1 \sim i
\end{array}\right.\right.\right.
$$

(We have used a notation $\alpha=1 \sim n$, instead of $i$, for the convenience of later applications to GCM kernels.) Note that we always have $\sum_{\alpha=1}^{n} A_{\alpha} \mathbf{S}_{\alpha}=0$.

The relationship (3.12) is conveniently used for evaluating GGM kernels, which are now defined through

$$
\begin{equation*}
I^{\Omega}\left(z ; z^{\prime}\right)=\left\langle A(\xi ; z) \phi_{0}\right| \mathcal{O}^{\Omega} \mathcal{A}^{\prime}\left|A\left(\xi ; z^{\prime}\right) \phi_{0}\right\rangle \tag{3.17}
\end{equation*}
$$

for any $A$-particle symmetric operator $\mathcal{O}^{\Omega}$. The type of the GCM kernel is specified by $\Omega$, which we assign to $\Omega=N$ for the normalization kernel, $\Omega=K$ for the kineticenergy kernel, and any other types of the translationally and Galilean invariant two-body interactions for the others: ${ }^{2}$

$$
\begin{equation*}
\mathcal{O}^{N}=1, \quad \mathcal{O}^{K}=\sum_{s=1}^{A} t_{s}-T_{G}, \quad \mathcal{O}^{\Omega}=\sum_{s<t}^{A} v_{s t}^{(\Omega)} \tag{3.18}
\end{equation*}
$$

In $\mathcal{O}^{K}, t_{s}=\left(-\hbar^{2} / 2 M\right) \nabla_{\mathbf{x}_{s}}^{2}$ and $T_{G}=\left(-\hbar^{2} / 2 A M\right) \nabla_{\mathbf{X}_{G}}^{2}$ with $M$ being the averaged nucleon mass $M=\left(M_{n}+M_{p}\right) / 2$. (We neglect the small mass difference of the proton and the neutron to utilize the isospin formalism.) The antisymmetrization operator $\mathcal{A}^{\prime}$ in Eq. (3.17) is only for permutations among different clusters with $A!/\left(A_{1}!\cdots A_{n}!\right)$ terms due to the antisymmetric property of the internal cluster wave functions. What we need to do is to evaluate the matrix elements ${ }^{3}$

$$
\begin{equation*}
G^{\Omega}\left(S ; S^{\prime}\right) \equiv\left\langle\mathcal{A}^{\prime} \prod_{i=1}^{n} \psi\left(C_{i} ; \mathbf{S}_{i}\right)\right| \mathcal{O}^{\Omega}\left|\prod_{i=1}^{n} \psi\left(C_{i} ; \mathbf{S}_{i}^{\prime}\right)\right\rangle \tag{3.19}
\end{equation*}
$$

by using the standard shell-model techniques. Then the necessary GCM kernels (3.17) are obtained through

$$
\begin{equation*}
I^{\Omega}\left(z ; z^{\prime}\right)=\exp \left\{\frac{1}{2}\left(\operatorname{Tr}\left({ }^{t} z^{*} z^{*}\right)+\operatorname{Tr}\left({ }^{t} z^{\prime} z^{\prime}\right)\right)\right\} G^{\Omega}\left(S ; S^{\prime}\right) \tag{3.20}
\end{equation*}
$$

[^1]As to the normalization kernels for the systems of $(0 s)$-shell clusters, a quite general expression is already derived in refs. [95] and [96] by using the powerful techniques of double Gel'fand polynomials [86]. (See, for example, Eq.(3.20) of ref. [95].) The kinetic-energy kernels are simply obtained from the normalization kernel in the present case, as is shown in the next subsection. The main reason for this simplicity is because these operators do not involve any spin-isospin degrees of freedom. As a result, the $S U_{4}$ symmetry $[\widetilde{f}]$ and its internal quantum numbers, i.e., the total spin and isospin values, are all conserved. On the other hand, the two-body interactions $v_{s t}^{(\Omega)}$ usually involve the spin-isospin dependence and general treatment of their matrix elements with respect to intricately coupled many-cluster spin-isospin wave functions is rather difficult. Therefore, we will develope in the next subsections rather standard techniques [79] to separately evaluate the spatial and spin-isospin matrix elements by the use of the doublecoset generator expansion of the antisymmetrization operator $\mathcal{A}^{\prime}$ and the cfp expansion of the antisymmetric spin-isospin wave functions. A simpler treatment of three cluster systems involving at least one $\alpha$-cluster is discussed in $\S 4.3$.

### 3.2 Double-Coset Generator Expansion and Particle-Exchange Tables

Since a quite extensive description of the double-coset generator expansion is already presented in the literature [79]~ [82], only the essential result needed in our application is recapitulated here. Let us consider permutations of $A$ particles,

$$
p=\left(\begin{array}{cccc}
1 & 2 & \cdots & A  \tag{3.21}\\
p_{1} & p_{2} & \cdots & p_{A}
\end{array}\right) \in S_{A}
$$

where $S_{A}$ is the symmetric group of the ordered set $\mathbf{A} \equiv\{1,2, \cdots, A\}$. Since this system is composed of $n$ clusters, $C_{1}, C_{2}, \cdots, C_{n}$, we can naturally introduce a subgroup of $S_{A}$, $H \subset S_{A}$, the elements of which transform particles only inside of their own clusters :

$$
\begin{equation*}
H=S_{A_{1}} \otimes S_{A_{2}} \otimes \cdots \otimes S_{A_{n}} \tag{3.22}
\end{equation*}
$$

where $S_{A_{i}}$ is composed of permutations of $\mathbf{A}_{i} \equiv\left\{\bar{A}_{i-1}+1, \bar{A}_{i-1}+2, \cdots, \bar{A}_{i}\right\}$ with $\bar{A}_{i}=\bar{A}_{i-1}+A_{i}$ and $\bar{A}_{0}=0$. In terms of this subgroup $H, S_{A}$ can be decomposed into a direct sum of the double cosets, $S_{A}=\cup_{k} H z_{k} H ;{ }^{4}$ namely,

$$
\begin{equation*}
p=g z_{k} f \quad(g, f \in H) \tag{3.23}
\end{equation*}
$$

with $z_{k}$ being a generator of the double coset characterized by an index $k$. The central issue here is to find the index $k$ which uniquely and completely characterizes the double coset and to find the expicit form of the generator $z_{k}$. It can be shown that these are achieved by simply partitioning the $A \times A$ matrix representation of $p=\left(p_{s t}\right)$ with $p_{s t}=\delta_{p_{s}, t}(s, t=1 \sim A)$ into $n^{2}$ blocks as is shown below:

[^2]\[

p=\left($$
\begin{array}{ccc}
D_{11} & \cdots & D_{1 n}  \tag{3.24}\\
\vdots & & \vdots \\
D_{n 1} & \cdots & D_{n n}
\end{array}
$$\right)
\]

The blocks $D_{i j}$ are $A_{i} \times A_{j}$ matrices with elements 1 or 0 . The number of one in each block, $k_{i j}$, depends on the permutation $p$, but is apparently the same for any permutations belonging to the same double coset. This is because $D_{i j}$ for $p$ in Eq. (3.23) is expressed as $D_{i j}(p)=g_{i} D_{i j}\left(z_{k}\right) f_{j}$ with $g_{i} \in S_{A_{i}}$ and $f_{j} \in S_{A_{j}}$. If we arrange the non-negative integers $k_{i j}$ in the $n \times n$ matrix form just like the decomposition of $p$ in Eq. (3.24), we can use this $[k] \equiv\left(k_{i j}\right)$ as an index to specify the double coset in a unique way. In order to enumerate all possible types of double cosets for $H$, we only need to find solutions for the weight conditions

$$
\begin{equation*}
\sum_{i=1}^{n} k_{i j}=A_{j}, \quad \sum_{j=1}^{n} k_{i j}=A_{i}, \quad k_{i j}=\text { non-negative integers } \tag{3.25}
\end{equation*}
$$

Since we can show that the number of the elements for the double cosets $[k]$ is given by $\left(A_{1}!\cdots A_{n}!\right)^{2} / k!$ with the convention $k!\equiv \prod_{i=1}^{n} \prod_{j=1}^{n} k_{i j}!$, the sum formula ${ }^{5}$

$$
\begin{equation*}
\sum_{[k]} \frac{\left(A_{1}!\cdots A_{n}!\right)^{2}}{k!}=A! \tag{3.26}
\end{equation*}
$$

guarantees that all the permutations of $S_{A}$ are reproduced through Eq. (3.23). These $n \times n$ matrices [ $k$ ] are called double-coset symbols or partition matrices. ${ }^{6}$ It is also legitimate to call these symbols particle-exchange tables, since among the $A_{j}$ particles in $\mathbf{A}_{j}=\left\{\bar{A}_{j-1}+1, \bar{A}_{j-1}+2, \cdots, \bar{A}_{j-1}+A_{j}\right\}, k_{1 j}$ particles are transformed to $C_{1}, k_{2 j}$ particles to $C_{2}, \cdots$, and $k_{n j}$ particles to $C_{n}$. If we define ordered sets $\mathbf{k}_{1 j}, \mathbf{k}_{2 j}, \cdots, \mathbf{k}_{n j}$ through the correspondence $\mathbf{A}_{j}=\left\{\mathbf{k}_{1 j}, \mathbf{k}_{2 j}, \cdots, \mathbf{k}_{n j}\right\}$, the $A_{i} \times A_{j}$ submatrix $D_{i j}\left(z_{k}\right)$ for $z_{k}$ can be taken to be

[^3]$$
\longleftarrow k_{1 j} \longrightarrow \cdots \quad \longleftarrow k_{i j} \longrightarrow \quad \cdots \longleftarrow k_{n j} \longrightarrow
$$

namely, $k_{i j} \times k_{i j}$ subblock is the unit matrix and the others are zero. Then, since we have $\sum_{j=1}^{n} D_{i j}\left(z_{k}\right) \mathbf{A}_{j}=\left\{\mathbf{k}_{i 1}, \mathbf{k}_{i 2}, \cdots, \mathbf{k}_{i n}\right\} \equiv \mathbf{A}_{i}^{\prime}$, we get the correspondence $z_{k} \mathbf{A}_{i}=\mathbf{A}_{i}^{\prime}$ or

By using these results, we can easily derive that the antisymmetrization operator $\mathcal{A}^{\prime}$ in Eq. (3.19) is reduced to

$$
\begin{equation*}
\mathcal{A}^{\prime}=\frac{1}{A_{1}!\cdots A_{n}!} \sum_{p \in S_{A}} \delta_{p} p \longrightarrow \sum_{[k]} \frac{A_{1}!\cdots A_{n}!}{k!} \delta_{z_{k}} z_{k} \equiv \sum_{[k]} C_{k} z_{k} \tag{3.29}
\end{equation*}
$$

where $\delta_{p}$ or $\delta_{z_{k}}$ is the signature of the permutation.
The next step is to separate the spatial and spin-isospin parts in Eq. (3.19). We define $\prod_{i=1}^{n} \psi\left(C_{i} ; \mathrm{S}_{i}\right)=\varphi \xi$ with

$$
\begin{equation*}
\varphi=\prod_{j=1}^{n} \prod_{s \in \mathbf{A}_{j}} \phi_{(0 s)}^{\mathbf{s}_{j}}\left(\mathbf{x}_{s} ; \nu\right), \quad \xi=\prod_{j=1}^{n} \xi\left(\bar{A}_{j-1}+1, \cdots, \bar{A}_{j}\right) \tag{3.30}
\end{equation*}
$$

for the bra state and $\varphi^{\prime} \xi^{\prime}$ for the ket state. Then, the normalization kernel $G^{N}\left(S ; S^{\prime}\right)$ is obtained from

$$
\begin{equation*}
G^{N}\left(S ; S^{\prime}\right)=\sum_{[k]} X_{k}^{N} J_{k}^{N} \tag{3.31}
\end{equation*}
$$

with

$$
\begin{equation*}
X_{k}^{N}=C_{k}\left\langle z_{k} \xi \mid \xi^{\prime}\right\rangle, \quad J_{k}^{N}=\left\langle z_{k} \varphi \mid \varphi^{\prime}\right\rangle \tag{3.32}
\end{equation*}
$$

In order to evaluate the spatial matrix elements $J_{k}^{N}$, it is convenient to express $\varphi^{\prime}$ as

$$
\begin{equation*}
\varphi^{\prime}=\prod_{j=1}^{n} \prod_{i=1}^{n} \prod_{s \in \mathbf{k}_{i j}} \phi_{(0 s)}^{\mathbf{S}_{j}^{\prime}}\left(\mathbf{x}_{s} ; \nu\right) \tag{3.33}
\end{equation*}
$$

Then, the effect of $z_{k} \varphi$ is, from $z_{k} \mathbf{A}_{j}=\mathbf{A}_{j}^{\prime}=\left\{\mathbf{k}_{j 1}, \mathbf{k}_{j 2}, \cdots, \mathbf{k}_{j n}\right\}$ in Eq. (3.28),

$$
\begin{align*}
z_{k} \varphi & =\prod_{j=1}^{n} \prod_{s \in A_{j}^{\prime}} \phi_{(0 s)}^{\mathbf{s}_{j}}\left(\mathbf{x}_{s} ; \nu\right)=\prod_{j=1}^{n} \prod_{i=1}^{n} \prod_{s \in \mathbf{k}_{j i}} \phi_{(0 s)}^{\mathbf{S}_{j}}\left(\mathbf{x}_{s} ; \nu\right) \\
& =\prod_{j=1}^{n} \prod_{i=1}^{n} \prod_{s \in \mathbf{k}_{i j}} \phi_{(0 s)}^{\mathbf{S}_{i}}\left(\mathbf{x}_{s} ; \nu\right) . \tag{3.34}
\end{align*}
$$

The spatial overlap integral $J_{k}^{N}$ is calculated to be

$$
\begin{align*}
J_{k}^{N} & =\prod_{j=1}^{n} \prod_{i=1}^{n} \prod_{s \in \mathbf{k}_{i j}}\left\langle\phi_{(0 s)}^{\mathbf{S}_{i}}\left(\mathbf{x}_{s} ; \nu\right) \mid \phi_{(0 s)}^{\mathbf{S}_{j}^{\prime}}\left(\mathbf{x}_{s} ; \nu\right)\right\rangle \\
& =\prod_{j=1}^{n} \prod_{i=1}^{n} \exp \left\{-\frac{\nu}{2} k_{i j}\left(\mathbf{S}_{i}^{*}-\mathbf{S}_{j}^{\prime}\right)^{2}\right\}=\exp \left\{-\frac{\nu}{2} \sum_{j=1}^{n} \sum_{i=1}^{n} k_{i j}\left(\mathbf{S}_{i}^{*}-\mathbf{S}_{j}^{\prime}\right)^{2}\right\} \tag{3.35}
\end{align*}
$$

where we have used the single-particle overlap given by

$$
\begin{equation*}
\left\langle\phi_{(0 s)}^{\mathbf{S}}(\mathbf{x} ; \nu) \mid \phi_{(0 s)}^{\mathbf{S}^{\prime}}(\mathbf{x} ; \nu)\right\rangle=\left\langle(0 s)_{\mathbf{S}} \mid(0 s)_{\mathbf{S}^{\prime}}\right\rangle=\exp \left\{-\frac{\nu}{2}\left(\mathbf{S}^{*}-\mathbf{S}^{\prime}\right)^{2}\right\} \tag{3.36}
\end{equation*}
$$

From here on, we use a simplifying notation $\left|(0 s)_{\mathbf{S}}\right\rangle$ defined through $\left\langle\mathbf{x} \mid(0 s)_{\mathrm{S}}\right\rangle=$ $\phi_{(0 s)}^{\mathbf{S}}(\mathbf{x} ; \nu)=\phi_{(0 s)}(\mathbf{x}-\mathbf{S} ; \nu)$. Thus we find, for $G^{N}\left(S ; S^{\prime}\right)$ in Eq. (3.31),

$$
\begin{equation*}
G^{N}\left(S ; S^{\prime}\right)=\exp \left\{-\frac{\nu}{2} \sum_{i=1}^{n} A_{i}\left(\mathbf{S}_{i}^{* 2}+{\mathbf{S}_{i}^{\prime 2}}^{2}\right)\right\} \sum_{[k]} X_{k}^{N} \exp \left\{\nu \sum_{i, j=1}^{n} k_{i j}\left(\mathbf{S}_{i}^{*} \cdot \mathbf{S}_{j}^{\prime}\right)\right\} \tag{3.37}
\end{equation*}
$$

The front exponential factor in Eq. (3.37) is cancelled with that in Eq. (3.20) due to Eq. (3.6) for the generator coordinates. Further use of the coordinate transformation (3.16) yields ${ }^{7}$

$$
\begin{equation*}
I^{N}\left(z ; z^{\prime}\right)=\sum_{[k]} X_{k}^{N} \exp \left\{\operatorname{Tr}\left(z^{*} Q[k]^{t} z^{\prime}\right)\right\} \tag{3.38}
\end{equation*}
$$

[^4]where $(n-1) \times(n-1)$ matrix $Q[k]$ represents the coefficients of the particle exchange for $[k]$ and the matrix elements are explicitly given by $(Q[k])_{i j}=\sum_{\alpha, \beta=1}^{n} k_{\alpha \beta}\left(P_{\alpha}\right)_{i}\left(P_{\beta}\right)_{j}$ or
\[

$$
\begin{align*}
(Q[k])_{i j}= & \sqrt{\mu_{i} \mu_{j}}\left\{\frac{1}{\bar{A}_{i} \bar{A}_{j}} \sum_{\alpha=1}^{i} \sum_{\beta=1}^{j} k_{\alpha \beta}-\frac{1}{\bar{A}_{i} A_{j+1}} \sum_{\alpha=1}^{i} k_{\alpha, j+1}\right. \\
& \left.-\frac{1}{A_{i+1} \bar{A}_{j}} \sum_{\beta=1}^{j} k_{i+1, \beta}+\frac{1}{A_{i+1} A_{j+1}} k_{i+1, j+1}\right\} \quad(i, j=1 \sim n-1) \tag{3.39}
\end{align*}
$$
\]

In particular, $[k]$ for 2 -cluster kernels is parametrized as

$$
[k]=\left[\begin{array}{cc}
A_{1}-x & x  \tag{3.40}\\
x & A_{2}-x
\end{array}\right] \quad \text { with } \quad x=0 \sim \min \left\{A_{1}, A_{2}\right\}
$$

and the normalization kernel is given by

$$
\begin{equation*}
I^{N}\left(\mathbf{z} ; \mathbf{z}^{\prime}\right)=\sum_{x=0}^{\min \left\{A_{1}, A_{2}\right\}} X_{x}^{N} \exp \left\{\left(1-\frac{x}{\mu}\right)\left(\mathbf{z}^{*} \cdot \mathbf{z}^{\prime}\right)\right\} \tag{3.41}
\end{equation*}
$$

In 3-cluster systems with $n=3,[k]$ is parametrized in ref. [51] as

$$
[k]=\left[\begin{array}{ccc}
A_{1}-x & u & x-u  \tag{3.42}\\
v & A_{2}-y & y-v \\
x-v & y-u & A_{3}-x-y+u+v
\end{array}\right] \quad \text { with } \quad\left\{\begin{array}{l}
x=0 \sim A_{1}, y=0 \sim A_{2} \\
u, v=0 \sim \min \{x, y\} \\
x+y-u-v \leq A_{3}
\end{array}\right.
$$

The set of non-negative integers $\{x, y, u, v\}$ are extensively used in ref. [51] to specify the exchange types. In terms of these, the $2 \times 2$ matrix $Q_{x y u v}=\left(Q_{i j}\right)$ is given by

$$
\begin{array}{ll}
Q_{11}=1-\left(\frac{x}{A_{1}^{2}}+\frac{y}{A_{2}^{2}}+\frac{u+v}{A_{1} A_{2}}\right) \mu_{1} & , Q_{12}=\left(-\frac{x-u}{A_{1}}+\frac{y-v}{A_{2}}\right) \sqrt{\frac{\mu_{1}}{\mu_{2}}} \\
Q_{21}=\left(-\frac{x-v}{A_{1}}+\frac{y-u}{A_{2}}\right) \sqrt{\frac{\mu_{1}}{\mu_{2}}}, & Q_{22}=1-\frac{x+y-u-v}{\mu_{2}} . \tag{3.43}
\end{array}
$$

Next, let us consider in general a single-particle operator $\mathcal{O}=\sum_{s=1}^{A} u_{s} w_{s}$, where we keep in mind applications to the kinetic-energy operator, as well as the two-body interaction in the next subsection. (The index $\Omega$ in $\mathcal{O}^{\Omega}$ is omitted for simplicity.) Here, we have separated the operator into the spatial part $u_{s}$ and the spin-isospin part $w_{s}$. The GCM kernel in this particular case is calculated from

$$
\begin{equation*}
G\left(S ; S^{\prime}\right)=\sum_{[k]} C_{k} \sum_{s=1}^{A}\left\langle z_{k} \varphi\right| u_{s}\left|\varphi^{\prime}\right\rangle\left\langle z_{k} \xi\right| w_{s}\left|\xi^{\prime}\right\rangle \tag{3.44}
\end{equation*}
$$

The spatial integrals ${ }^{8}$

[^5]\[

$$
\begin{equation*}
\left\langle z_{k} \varphi\right| u_{s}\left|\varphi^{\prime}\right\rangle=\left\langle\prod_{j=1}^{n} \prod_{i=1}^{n} \prod_{t \in \mathrm{k}_{i j}} \phi_{(0 s)}^{\mathbf{S}_{i}}\left(\mathbf{x}_{t} ; \nu\right)\right| u\left(\mathbf{x}_{s}\right)\left|\prod_{j=1}^{n} \prod_{i=1}^{n} \prod_{t \in \mathrm{k}_{i j}} \phi_{(0 s)}^{\mathbf{S}_{j}^{\prime}}\left(\mathbf{x}_{t} ; \nu\right)\right\rangle \tag{3.45}
\end{equation*}
$$

\]

are composed of only $n^{2}$ independent types, depending on which partition $\mathbf{k}_{\alpha \beta}(\alpha, \beta=$ $1 \sim n$ ) of $\mathbf{A}$ the particle index $s$ belongs to. Thus, we can subdivide the summation over $s=1 \sim A$ in Eq. (3.44) into $\sum_{\alpha, \beta=1}^{n} \sum_{s \in \mathbf{k}_{\alpha \beta}}$, and use the ordered pair $\{\alpha, \beta\}$ for the purpose of specifying different "interaction" types. (We use the word "interaction", since this type classification is nothing but the one-body operator version of that used for the interaction kernels in the next subsection.) The basic one-body matrix element for the type $\{\alpha, \beta\}$ is conveniently defined through

$$
\begin{equation*}
\mathcal{T}_{\{\alpha, \beta\}}=\left\langle(0 s)_{\mathbf{S}_{\alpha}} \mid(0 s)_{\mathbf{S}_{\beta}^{\prime}}\right\rangle^{-1}\left\langle(0 s)_{\mathbf{S}_{\alpha}}\right| u\left|(0 s)_{\mathbf{S}_{\beta}^{\prime}}\right\rangle \tag{3.46}
\end{equation*}
$$

Since the spatial integrals are given by $J_{k}^{N} \mathcal{T}_{\{\alpha, \beta\}}$, the GCM kernel in Eq. (3.44) is given by

$$
\begin{equation*}
G\left(S ; S^{\prime}\right)=\sum_{[k]} J_{k}^{N} \sum_{\alpha, \beta=1}^{n} X_{k\{\alpha, \beta\}} \mathcal{T}_{\{\alpha, \beta\}} \tag{3.47}
\end{equation*}
$$

where the spin-isospin factors are defined by

$$
\begin{equation*}
X_{k\{\alpha, \beta\}}=C_{k}\left\langle z_{k} \xi\right| \sum_{s \in \mathbf{k}_{\alpha \beta}} w_{s}\left|\xi^{\prime}\right\rangle \tag{3.48}
\end{equation*}
$$

The transformation to $I\left(z ; z^{\prime}\right)$ through $\mathrm{Eq}(3.20)$ yields

$$
\begin{equation*}
I\left(z ; z^{\prime}\right)=\sum_{[k]} \exp \left\{\operatorname{Tr}\left(z^{*} Q[k]^{t} z^{\prime}\right)\right\} \sum_{\alpha, \beta=1}^{n} X_{k\{\alpha, \beta\}} \mathcal{T}_{\{\alpha, \beta\}} \tag{3.49}
\end{equation*}
$$

Let us now specialize our discussion to the kinetic-energy kernels. In this case, we have $u_{s}=t_{s}, w_{s}=1$, and the spin-isospin factor $X_{k\{\alpha, \beta\}}$ in Eq. (3.48) is simply given by $X_{k\{\alpha, \beta\}}^{K}=k_{\alpha \beta} X_{k}^{N}$. The spatial factor $\mathcal{T}_{\{\alpha, \beta\}}$ for $t_{s}$ is obtained from

$$
\begin{align*}
\left\langle(0 s)_{\mathbf{S}}\right| t\left|(0 s)_{\mathbf{S}^{\prime}}\right\rangle & =\frac{3 \hbar^{2} \nu}{2 M}\left\{1-\frac{\nu}{3}\left(\mathbf{S}^{*}-\mathbf{S}^{\prime}\right)^{2}\right\}\left\langle(0 s)_{\mathbf{S}} \mid(0 s)_{\mathbf{S}^{\prime}}\right\rangle  \tag{3.50a}\\
& =\frac{3 \hbar^{2} \nu}{2 M}\left(1+\frac{2}{3} \nu \frac{\partial}{\partial \nu}\right)\left\langle(0 s)_{\mathbf{S}} \mid(0 s)_{\mathbf{S}^{\prime}}\right\rangle \tag{3.50b}
\end{align*}
$$

It is now straightforward to use these results to obtain

$$
\begin{align*}
I^{K}\left(z ; z^{\prime}\right)= & \frac{3 \hbar^{2} \nu}{2 M} \sum_{[k]} X_{k}^{N} \exp \left\{\operatorname{Tr}\left(z^{*} Q[k]^{t} z^{\prime}\right)\right\} \\
& \times\left\{A-1-\frac{1}{3}\left(\operatorname{Tr}\left({ }^{t} z^{*} z^{*}\right)+\operatorname{Tr}\left({ }^{t} z^{\prime} z^{\prime}\right)\right)+\frac{2}{3} \operatorname{Tr}\left(z^{*} Q[k]^{t} z^{\prime}\right)\right\} \tag{3.51}
\end{align*}
$$

For ( $0 s$ )-shell cluster systems, however, the above procedure is not actually necessary. The second equation in Eq. (3.50b) shows that the effect of the single-particle kineticenergy operator is simply generated through the differentiation of the h.o. width parameter $\nu$; i.e., $t \rightarrow 1+(2 / 3) \nu(\partial / \partial \nu)$ except for a simple factor. By using this simple relationship, we can immediately write down

$$
\begin{equation*}
G^{K}\left(S ; S^{\prime}\right)=\left\langle z_{k} \varphi \xi\right|\left(\sum_{s=1}^{A} t_{s}-T_{G}\right)\left|\varphi^{\prime} \xi^{\prime}\right\rangle=\frac{3 \hbar^{2} \nu}{2 M}\left(A-1+\frac{2}{3} \nu \frac{\partial}{\partial \nu}\right) G^{N}\left(S ; S^{\prime}\right) \tag{3.52}
\end{equation*}
$$

from which the result in Eq. (3.51) is easily obtained by using the explicit expression of $G^{N}\left(S ; S^{\prime}\right)$ in Eq. (3.37).

As another example of the one-body operator, let us discuss the charge-form-factor operator

$$
\begin{equation*}
\mathcal{O}^{c f f}(\mathbf{q})=\sum_{s=1}^{A} e^{i \mathbf{q}\left(\mathbf{x}_{s}-\mathbf{x}_{G}\right)} \frac{1+\tau_{s z}}{2} \tag{3.53}
\end{equation*}
$$

For the spatial integral, we only need to consider $u(\mathbf{x})=e^{i \mathbf{q} \mathbf{x}}$, since the $\mathbf{X}_{G}$-dependence in Eq. (3.53) can be eliminated, if the c.m. integral

$$
\begin{equation*}
\exp \left\{\frac{\mathrm{q}^{2}}{8 A \nu}\right\}\left\langle\phi_{G}\right| e^{i \mathbf{q} \mathbf{X}_{G}}\left|\phi_{G}\right\rangle=1 \tag{3.54}
\end{equation*}
$$

is imposed. Then, Eq. (3.46) becomes

$$
\begin{equation*}
\mathcal{T}_{\{\alpha, \beta\}}^{c f f}=\left\langle(0 s)_{\mathbf{S}_{\alpha}} \mid(0 s)_{\mathbf{S}_{\beta}^{\prime}}\right\rangle^{-1}\left\langle(0 s)_{\mathbf{S}_{\alpha}}\right| e^{i \mathbf{q} \mathbf{x}}\left|(0 s)_{\mathbf{S}_{\beta}^{\prime}}\right\rangle=\exp \left\{-\frac{\mathbf{q}^{2}}{8 \nu}+i \frac{1}{2}\left(\mathbf{S}_{\alpha}^{*}+\mathbf{S}_{\beta}^{\prime}\right) \cdot \mathbf{q}\right\} . \tag{3.55}
\end{equation*}
$$

If we further define the spin-isospin factors by

$$
\begin{equation*}
X_{k\{\alpha, \beta\}}^{c f f}=C_{k}\left\langle z_{k} \xi\right| \sum_{s \in \mathbf{k}_{\alpha \beta}} \frac{1+\tau_{s z}}{2}\left|\xi^{\prime}\right\rangle \tag{3.56}
\end{equation*}
$$

the GCM kernel is given by

$$
\begin{align*}
I^{c f f}\left(z ; z^{\prime} ; \mathbf{q}\right)= & \exp \left\{-\frac{\mathbf{q}^{2}}{8 \nu}\left(1-\frac{1}{A}\right)\right\} \sum_{[k]} \exp \left\{\operatorname{Tr}\left(z^{*} Q[k]^{t} z^{\prime}\right)\right\} \\
& \times \sum_{\alpha, \beta=1}^{n} X_{k\{\alpha, \beta\}}^{c f f} \exp \left\{i \frac{1}{2 \sqrt{\nu}}\left(P_{\alpha} \mathbf{z}^{*}+P_{\beta} \mathbf{z}^{\prime}\right) \cdot \mathbf{q}\right\} \tag{3.57}
\end{align*}
$$

where $P_{\alpha} \mathbf{z}=\sum_{i=1}^{n-1}\left(P_{\alpha}\right)_{i} \mathbf{z}_{i}$ etc. with $\left(P_{\alpha}\right)_{i}$ given in Eq. (3.16).

### 3.3 Interaction Kernels

It is almost straightforward to extend the discussion for the one-body operator in the preceding subsection to any kind of two-body interactions $\mathcal{O}^{\Omega}=\sum_{s<t}^{A} v_{s t}^{(\Omega)}$ with the space and spin-isospin decomposition $v_{s t}^{(\Omega)}=u_{s t}^{(\Omega)} w_{s t}^{(\Omega)}$, and to obtain the general form of the GCM interaction kernels. Namely, we only need to consider the subdivision of two summations for $s$ and $t(=1 \sim A)$ in $v_{s t}^{(\Omega)}$ as

$$
\begin{equation*}
\sum_{s<t}^{A} \longrightarrow \sum_{\alpha, \beta=1}^{n} \sum_{\gamma, \delta=1}^{n} \sum_{s \in \mathbf{k}_{\alpha, \beta}} \sum_{t \in \mathbf{k}_{\gamma, \delta}} \quad \text { with } \quad s<t \tag{3.58}
\end{equation*}
$$

We denote this pairwise summation of $\{\alpha, \beta\}$ and $\{\gamma, \delta\}$ by $\sum_{\{\alpha \beta ; \gamma \delta\}}$, and introduce the spatial interaction factors and the spin-isospin factors through
$\mathcal{T}_{\{\alpha \beta ; \gamma \delta\}}^{\Omega}=\left\langle(0 s)_{\mathbf{S}_{\alpha}} \mid(0 s)_{\mathbf{S}_{\beta}^{\prime}}\right\rangle^{-1}\left\langle(0 s)_{\mathbf{S}_{\gamma}} \mid(0 s)_{\mathbf{S}_{\delta}^{\prime}}\right\rangle^{-1}\left\langle(0 s)_{\mathbf{S}_{\alpha}}(0 s)_{\mathbf{S}_{\gamma}}\right| u^{(\Omega)}\left|(0 s)_{\mathbf{S}_{\beta}^{\prime}}(0 s)_{\mathbf{S}_{\delta}^{\prime}}\right\rangle$
and

$$
\begin{equation*}
X_{k\{\alpha \beta ; \gamma \delta\}}^{\Omega}=C_{k}\left\langle z_{k} \xi\right| \sum_{s \in \mathrm{k}_{\alpha \beta}, t \in \mathrm{k}_{\gamma \delta}, s<t} w_{s t}^{(\Omega)}\left|\xi^{\prime}\right\rangle \tag{3.59b}
\end{equation*}
$$

respectively. (See the similar definitions for one-body operators in Eqs. (3.46) and (3.48).) Then, as a natural extension of Eq. (3.49), we obtain

$$
\begin{equation*}
I^{\Omega}\left(z ; z^{\prime}\right)=\sum_{[k]} \exp \left\{\operatorname{Tr}\left(z^{*} Q[k]^{t} z^{\prime}\right)\right\} \sum_{\{\alpha \beta ; \gamma \delta\}} X_{k\{\alpha \beta ; \gamma \delta\}}^{\Omega} \mathcal{T}_{\{\alpha \beta ; \gamma \delta\}}^{\Omega}, \tag{3.60a}
\end{equation*}
$$

or more simply

$$
\begin{equation*}
I^{\Omega}\left(z ; z^{\prime}\right)=\sum_{[k]} \exp \left\{\operatorname{Tr}\left(z^{*} Q[k]^{t} z^{\prime}\right)\right\} \sum_{T} X_{k T}^{\Omega} \mathcal{T}^{\Omega} \tag{3.60b}
\end{equation*}
$$

if we identfy the combination $\{\alpha \beta ; \gamma \delta\}$ with $\mathcal{T}$ itself; $\mathcal{T}_{\{\alpha \beta ; \gamma \delta\}} \equiv \mathcal{T}$. It is a trivial exercise to extend this discussion to a general $m$-body interaction. However, this only means that the calculation of the GCM interaction kernels is reduced to that of $m$-body spatial matrix elements $T^{\Omega}$ like Eq. (3.59a) and to that of more difficult spin-isospin factors $X_{k T}^{\Omega}$. In this subsection, we restrict our discussion to rather standard two-body interactions of the central, Coulomb, $L S$ and tensor types, and derive explicit expressions for spatial interaction factors with respect to $n$-cluster systems. It will be found that a more efficient and physical type-classification scheme is available for 2 - and 3 -cluster systems.

### 3.3.1 Two-Body Interactions and Spatial Interaction Factors

For the two-body interaction, we assume [98], [99]

$$
\begin{align*}
\text { central }: & v^{(C)}=v_{0} e^{-\kappa r^{2}}\left(W+B P_{\sigma}-H P_{\tau}-M P_{\sigma} P_{\tau}\right) \\
\text { Coulomb }: & v^{(C L)}=\frac{e^{2}}{r} \frac{1+\tau_{1 z}}{2} \frac{1+\tau_{2 z}}{2} \\
L S: & v^{(L S)}=v_{0} e^{-\kappa r^{2}}\left(W-H P_{\tau}\right)(\ell \cdot \mathrm{s}) \\
\text { tensor }: & v^{(T)}=v_{0} r^{2} e^{-\kappa r^{2}}\left(W-H P_{\tau}\right) S_{12}, \tag{3.61}
\end{align*}
$$

where $\mathbf{r}=\mathbf{x}_{1}-\mathbf{x}_{2}, r=|\mathbf{r}|, \ell=(-i) \mathbf{r} \times(\partial / \partial \mathbf{r}), \mathrm{s}=\left(\sigma_{1}+\sigma_{2}\right) / 2$ and

$$
\begin{equation*}
S_{12}=3 \frac{\left(\sigma_{1} \cdot \mathbf{r}\right)\left(\sigma_{2} \cdot \mathbf{r}\right)}{r^{2}}-\left(\boldsymbol{\sigma}_{1} \cdot \sigma_{2}\right)=\sqrt{24 \pi}\left[Y_{2}(\widehat{\mathbf{r}})\left[\sigma_{1} \sigma_{2}\right]^{(2)}\right]^{(0)} \tag{3.62}
\end{equation*}
$$

We have also used a standard notation $P_{\sigma}=\left(1+\sigma_{1} \cdot \sigma_{2}\right) / 2\left(P_{\tau}=\left(1+\tau_{1} \cdot \tau_{2}\right) / 2\right)$ for the spin (isospin) exchange operator. The full antisymmetrization in the present formalism allows us to use the generalized Pauli principle, $P_{x} P_{\sigma} P_{\tau}=-1$, through which we can eliminate the isospin dependence in Eq. (3.61) except for the Coulomb force. ${ }^{9}$ We will discuss this procedure in $\S 4$. Here we simply assume that the spinisospin factors for $w=\left(W+B P_{\sigma}-H P_{\tau}-M P_{\sigma} P_{\tau}\right), w^{(C L)}=\left(1+\tau_{1 z}\right)\left(1+\tau_{2 z}\right) / 4$, $w^{(L S)}=\left(W-H P_{\tau}\right)\left(\sigma_{1}+\sigma_{2}\right) / 2$, and $w^{(T)}=\left(W-H P_{\tau}\right)\left[\sigma_{1} \sigma_{2}\right]_{\mu}^{(2)}$ are obtained as $X_{k T}, X_{k \mathcal{T}}^{C L}, X_{k T}^{L S} \mathrm{~S}$, and $X_{k T}^{T} S_{\mu}^{(2)}$, respectively, through the defining relationship in Eq. (3.59b). ${ }^{10}$ For $L S$ and tensor factors, it is convenient to introduce a spin vector $\mathbf{S}$ and the second-rank spin-tensor $S_{\mu}^{(2)}$ which are an abstract extension of $\mathrm{s}=\left(\sigma_{1}+\sigma_{2}\right) / 2$ and $\left[\sigma_{1} \sigma_{2}\right]_{\mu}^{(2)}$ for two-nucleon systems, respectively. By using the spherical harmonic polynomials

$$
\begin{equation*}
\mathcal{Y}_{\ell m}(\mathbf{r})=\sqrt{\frac{4 \pi}{(2 \ell+1)!!}} r^{\ell} Y_{\ell m}(\widehat{\mathbf{r}}) \tag{3.63}
\end{equation*}
$$

the tensor factor $r^{2} S_{12}$ in Eq. (3.62) is expressed as

$$
\begin{equation*}
r^{2} S_{12}=3 \sqrt{10}\left[\mathcal{Y}_{2}(\mathbf{r})\left[\sigma_{1} \sigma_{2}\right]^{(2)}\right]^{(0)} \tag{3.64}
\end{equation*}
$$

For more detailed definition of $X_{k T}^{L S}$ and $X_{k T}^{T}$ and their evaluations, $\S 4$ should again be referred to. The explicit expressions of the spatial interaction factors $\mathcal{T}^{\Omega}$ in Eq. (3.59a) for the basic spatial functions $u=\exp \left\{-\kappa r^{2}\right\}, u^{(C L)}=(1 / r), u^{(L S)}=\exp \left\{-\kappa r^{2}\right\} \boldsymbol{\ell}$ and $u^{(T)}=\exp \left\{-\kappa r^{2}\right\} \mathcal{V}_{2 \mu}(\mathbf{r})$ are given by

$$
\begin{align*}
& \mathcal{T}=\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \exp \left\{-\frac{\lambda}{2} \rho^{2}\right\} \quad \text { with } \quad \lambda=\frac{\kappa}{2(\nu+\kappa)} \\
& \mathcal{T}^{C L}=\frac{2 \sqrt{\nu}}{|\rho|} \operatorname{erf}\left(\frac{|\rho|}{2}\right) \quad \text { with } \operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} d t e^{-t^{2}} \\
& \mathcal{T}^{L S}=\mathcal{T}\left(\frac{\nu}{\nu+\kappa}\right)\left(-\frac{\nu}{2}\right) i\left[\mathbf{S}_{\alpha}^{*}-\mathbf{S}_{\gamma}^{*}, \mathbf{S}_{\beta}^{\prime}-\mathbf{S}_{\delta}^{\prime}\right] \\
& \mathcal{T}^{T}=\mathcal{T}\left(\frac{\nu}{\nu+\kappa}\right)^{2}\left(\frac{1}{4 \nu}\right) \mathcal{Y}_{2 \mu}(\rho), \tag{3.65}
\end{align*}
$$

where the Coulomb factor is obtained from the Gaussian factor by using a simple formula

[^6]\[

$$
\begin{equation*}
\frac{1}{r}=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} d \chi e^{-\chi^{2} r^{2}} \tag{3.66}
\end{equation*}
$$

\]

In Eq. (3.65), $\boldsymbol{\rho}=\sqrt{\nu}\left(\mathbf{S}_{\alpha}^{*}-\mathbf{S}_{\gamma}^{*}+\mathbf{S}_{\beta}^{\prime}-\mathbf{S}_{\delta}^{\prime}\right)$ and the transformation from $\mathbf{S}_{\alpha}$ to $\mathbf{z}_{i}$ etc. is achieved through Eq. (3.16). We find that $\boldsymbol{\rho}$ for the type $\{\alpha \beta ; \gamma \delta\}$ is expressed as

$$
\begin{equation*}
\rho=P^{\{\alpha \gamma\}} \mathbf{z}^{*}+P^{\{\beta \delta\}} \mathbf{z}^{\prime}=-\sum_{i=1}^{n-1} \frac{1}{\sqrt{\mu_{i}}}\left(p_{i}^{\{\alpha \gamma\}} \mathbf{z}_{i}^{*}+p_{i}^{\{\beta \delta\}} \mathbf{z}_{i}^{\prime}\right) \tag{3.67}
\end{equation*}
$$

where $P^{\{\alpha \gamma\}} \equiv P_{\alpha}-P_{\gamma}$ or $p_{i}^{\{\alpha \gamma\}}=\left(p_{\alpha}\right)_{i}-\left(p_{\gamma}\right)_{i}$ etc. are antisymmetric with respect to the interchange of $\alpha$ and $\gamma$, and are explicitly given by

$$
p_{i}^{\{\alpha \gamma\}}=\left\{\begin{array} { c } 
{ 0 }  \tag{3.68}\\
{ 1 } \\
{ A _ { i + 1 } / \overline { A } _ { i + 1 } } \\
{ - \overline { A } _ { i } / \overline { A } _ { i + 1 } } \\
{ 0 }
\end{array} \quad \text { for } \quad \left\{\begin{array}{c}
1 \leq \alpha<\gamma \leq i \\
1 \leq \alpha \leq i, \gamma=i+1 \\
1 \leq \alpha \leq i, i+2 \leq \gamma \leq n \\
\alpha=i+1, i+2 \leq \gamma \leq n \\
i+2 \leq \alpha<\gamma \leq n
\end{array}\right.\right.
$$

for a particular order $1 \leq \alpha<\gamma \leq n$. If we use a simplified notation $P=P^{\{\alpha \gamma\}}$ and $P^{\prime}=P^{\{\beta \delta\}}$ and express $\rho$ as $\rho=P \mathbf{z}^{*}+P^{\prime} \mathbf{z}^{\prime}$, the full GCM kernel is given by

$$
\begin{align*}
I\left(z ; z^{\prime}\right)= & \left.v_{0}\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \sum_{[k]} \exp \left\{\operatorname{Tr}\left(z^{*} Q[k]\right]^{t} z^{\prime}\right)\right\} \sum_{\mathcal{T}} X_{k T} \exp \left\{-\frac{\lambda}{2}\left(P \mathbf{z}^{*}+P^{\prime} \mathbf{z}^{\prime}\right)^{2}\right\} \\
I^{C L}\left(z ; z^{\prime}\right)= & e^{2} \sum_{[k]} \exp \left\{\operatorname{Tr}\left(z^{*} Q[k]^{t} z^{\prime}\right)\right\} \sum_{\mathcal{T}} X_{k \mathcal{T}}^{C L} \frac{2 \sqrt{\nu}}{\left|P \mathbf{z}^{*}+P^{\prime} \mathbf{z}^{\prime}\right|} \operatorname{erf}\left(\frac{1}{2}\left|P \mathbf{z}^{*}+P^{\prime} \mathbf{z}^{\prime}\right|\right), \\
I^{L S}\left(z ; z^{\prime}\right)= & \left.v_{0}\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{5}{2}} \sum_{[k]} \exp \left\{\operatorname{Tr}\left(z^{*} Q[k]\right]^{t} z^{\prime}\right)\right\} \sum_{\mathcal{T}} X_{k T}^{L S} \exp \left\{-\frac{\lambda}{2}\left(P \mathbf{z}^{*}+P^{\prime} \mathbf{z}^{\prime}\right)^{2}\right\} \\
& \times\left(-\frac{1}{2}\right) i\left[P \mathbf{z}^{*}, P^{\prime} \mathbf{z}^{\prime}\right] \cdot \mathbf{S} \\
I^{T}\left(z ; \dot{z}^{\prime}\right)= & v_{0}\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{7}{2}} \sum_{[k]} \exp \left\{\operatorname{Tr}\left(z^{*} Q[k]^{t} z^{\prime}\right)\right\} \sum_{\mathcal{T}} X_{k T}^{T} \exp \left\{-\frac{\lambda}{2}\left(P \mathbf{z}^{*}+P^{\prime} \mathbf{z}^{\prime}\right)^{2}\right\} \\
& \times\left(\frac{1}{4 \nu}\right) 3 \sqrt{10}\left[\mathcal{Y}_{2}\left(P \mathbf{z}^{*}+P^{\prime} \mathbf{z}^{\prime}\right) S^{(2)}\right]^{(0)} \tag{3.69}
\end{align*}
$$

An important property of the spatial interaction factors $\mathcal{T}^{\Omega}$ derived in Eqs. (3.65) and (3.67) is that the type index $\{\alpha \beta ; \gamma \delta\}$ is further simplified by enumerating independent quadratic polynomials of the Jacobi generator-coordinate vectors $\mathbf{z}^{*}=\left(\mathbf{z}_{1}^{*}, \cdots, \mathbf{z}_{n-1}^{*}\right)$ and $\mathbf{z}^{\prime}=\left(\mathbf{z}_{1}^{\prime}, \cdots, \mathbf{z}_{n-1}^{\prime}\right)$;

$$
\begin{equation*}
f^{(\alpha \gamma)(\beta \delta)}\left(\mathbf{z}^{*}, \mathbf{z}^{\prime}\right) \equiv\left(P^{\{\alpha \gamma\}} \mathbf{z}^{*}+P^{\{\beta \delta\}} \mathbf{z}^{\prime}\right)^{2} \tag{3.70}
\end{equation*}
$$

First of all we should note that these polynomials satisfy many symmetry properties:

$$
\begin{align*}
& f^{(\alpha \gamma)(\beta \delta)}\left(\mathbf{z}^{*}, \mathbf{z}^{\prime}\right)=f^{(\gamma \alpha)(\delta \beta)}\left(\mathbf{z}^{*}, \mathbf{z}^{\prime}\right)  \tag{3.7la}\\
& f^{(\alpha \gamma)(\beta \delta)}\left(\mathbf{z}^{*}, \mathbf{z}^{\prime}\right)=f^{(\beta \delta)(\alpha \gamma)}\left(\mathbf{z}^{\prime}, \mathbf{z}^{*}\right)  \tag{3.71b}\\
& f^{(\alpha \gamma)(\beta \delta)}\left(\mathbf{z}^{*}, \mathbf{z}^{\prime}\right)=f^{(\alpha \gamma)(\delta \beta)}\left(\mathbf{z}^{*},-\mathbf{z}^{\prime}\right) \tag{3.71c}
\end{align*}
$$

The first symmetry is a simple result of the quadratic nature of the polynomials, and corresponds to the symmetry $\{\alpha \beta ; \gamma \delta\}=\{\gamma \delta ; \alpha \beta\}$ for the interaction types. ${ }^{11}$ Thus we have all together $\binom{n^{2}+2-1}{2}=n^{2}\left(n^{2}+1\right) / 2$ independent combinations of $\{\alpha \beta ; \gamma \delta\}$, which we divide into several groups with different polynomial forms of $z^{*}$ and $z^{\prime}$. Owing to this symmetry, we can assume $\alpha \leq \gamma$ in the following discussions without loss of generality. The second symmetry ( 3.71 b ) is related to the hermiticity of the two-body interaction. This means that we can also assume $(\alpha \gamma) \leq(\beta \delta)$ with some appropriate definition of ordering. The interaction factor with $(\alpha \gamma)>(\beta \delta)$ is obtained from that of $(\alpha \gamma)<(\beta \delta)$ through the hermitian conjugation. If $(\alpha \gamma)=(\beta \delta)$, it is self-conjugate. The third symmetry (3.71c) is related to the relative phase of the coefficients for $\mathbf{z}^{*}$ and $\mathbf{z}^{\prime}$ and the case for $\beta>\delta$ is obtained from $\beta<\delta$ by the simple replacement $\mathbf{z}^{\prime} \rightarrow-\mathbf{z}^{\prime}$. After all, we only need to consider the situations with $\alpha \leq \gamma, \beta \leq \delta,(\alpha \gamma) \leq(\beta \delta)$ for the complete type specification.

We first consider the following four cases.

$$
\begin{array}{ll}
\text { (1) } \alpha=\gamma \text { and } \beta=\delta: & E \text {-type } \\
\text { (2) } \alpha \neq \gamma \text { and } \beta=\delta: & S \text {-type } \\
\text { (3) } \alpha=\gamma \text { and } \beta \neq \delta: & S^{\prime} \text {-type } \\
\text { (4) } \alpha \neq \gamma \text { and } \beta \neq \delta: & D \text {-type or } V \text {-type . } \tag{3.72}
\end{array}
$$

For example, $f^{(\alpha \alpha)(\beta \beta)}=0$ for $E$-type and this term of the GCM kernel is simply proportional to that of the normalization kernel. In accordance with the type identification $\mathcal{T}=\mathcal{T}_{\{\alpha \beta ; \gamma \delta\}}$, we set

$$
\begin{equation*}
E_{\alpha \beta}=\mathcal{T}_{\{\alpha \beta ; \alpha \beta\}}=\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \tag{3.73}
\end{equation*}
$$

for $n^{2}$ such combinations of $\alpha$ and $\beta$. This type contributes to the internal energies of clusters and $L S$ and tensor contributions in Eq. (3.69) are zero, since we are dealing with only $s$-shell clusters. Similarly, we have $n^{2}(n-1) / 2 S$-type and $S^{\prime}$-type factors, which we denote

$$
\begin{align*}
& S_{\beta}^{(\alpha \gamma)}=\mathcal{I}_{\{\alpha \beta ; \gamma \beta\}}=\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \exp \left\{-\frac{\lambda}{2}\left(P^{\{\alpha \gamma\}} \mathbf{z}^{*}\right)^{2}\right\}, \\
& S_{\alpha}^{\prime(\beta \delta)}=S_{\alpha}^{(\beta \delta)} \quad \text { with } \quad \mathbf{z}^{*} \leftrightarrow \mathbf{z}^{\prime} \tag{3.74}
\end{align*}
$$

[^7]The type (3) is related to (2) by the hermitian conjugation in Eq. (3.71b). In general, we use the notation $\mathcal{T}^{\prime}$ for the type which is obtained from $\mathcal{T}$ by the interchange $\mathbf{z}^{*} \leftrightarrow \mathbf{z}^{\prime}$. It is also clear from Eq. (3.69) that these types do not contribute to the $L S$ kernels. Note that the subscripts like $\beta$ in $S_{\beta}^{(\alpha \gamma)}$ and $\alpha, \beta$ in $E_{\alpha \beta}$ are dummy indices which do not affect the spatial interaction factors. Namely, we have $n(n-1) / 2$ independent $S$-type spatial factors corresponding to the unordered pairs $(\alpha \gamma)$ and their multiplicity is $n$ for each. Finally, let us consider $2\binom{n}{2}^{2}=n^{2}(n-1)^{2} / 2\{\alpha \beta ; \gamma \delta\}$ factors belonging to the type (4) in (3.72). These are specified by the combination of two unordered pairs ( $\alpha \gamma$ ) and ( $\beta \delta$ ) with the relative exchange of $\beta$ and $\delta$. (Note that we have assumed $\alpha<\gamma$.) If $(\alpha \gamma)$ coincides with $(\beta \delta)$ as a set, we call such $\{\alpha \beta ; \gamma \delta\} D$-type and, if not, $V$-type:

$$
\begin{array}{lll}
(4 a) & (\alpha \gamma)=(\beta \delta): & D \text {-type } \\
(4 b) & (\alpha \gamma)<(\beta \delta): & V \text {-type } \\
(4 c) & (\alpha \gamma)>(\beta \delta): & V^{\prime} \text {-type } \tag{3.75}
\end{array}
$$

These types are further subdivided according to the relative sign of the coefficients for $z^{*}$ and $z^{\prime}$. For example, factors for D-type are composed of

$$
\begin{array}{llll}
(4 a)_{+} & \alpha=\beta & \text { and } \quad \gamma=\delta: & D_{+} \text {-type } \\
(4 a)_{-} & \alpha=\delta & \text { and } \quad \gamma=\beta: & D_{-} \text {-type } . \tag{3.76}
\end{array}
$$

For these types, we assign

$$
\begin{align*}
& D_{+}^{(\alpha \gamma)}=\mathcal{T}_{\{\alpha \alpha ; \gamma \gamma\}}=\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \exp \left\{-\frac{\lambda}{2}\left(P^{\{\alpha \gamma\}}\left(\mathbf{z}^{*}+\mathbf{z}^{\prime}\right)\right)^{2}\right\} \\
& D_{-}^{(\alpha \gamma)}=\mathcal{T}_{\{\alpha \gamma ; \gamma \alpha\}}=\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \exp \left\{-\frac{\lambda}{2}\left(P^{\{\alpha \gamma\}}\left(\mathbf{z}^{*}-\mathbf{z}^{\prime}\right)\right)^{2}\right\} \tag{3.77}
\end{align*}
$$

and they yield $n(n-1) / 2$ different $D_{ \pm}$-types, respectively. Note that these are selfconjugate and related to each other through the sign change of $z^{\prime}$ due to the symmetries (3.71a) $\sim(3.71 \mathrm{c})$. The fact that $V$-type and $V^{\prime}$-type always appear as a pair is also confirmed by counting the total number of these factors $n^{2}(n-1)^{2} / 2-n(n-1)=$ $(n-2)(n-1) n(n+1) / 2$, which is even. For (4b) the relative sign of $\mathbf{z}^{*}$ and $\mathbf{z}^{\prime}$ terms is fixed by setting the order of $\alpha<\gamma$ and $\beta<\delta$. Thus we get

$$
\begin{array}{lll}
(4 b)_{+} \quad(\alpha \gamma)<(\beta \delta) & \text { and } \quad \alpha<\gamma, \beta<\delta: & V_{+} \text {-type } \\
(4 b)_{-} \quad(\alpha \gamma)<(\beta \delta) & \text { and } \quad \alpha<\gamma, \beta>\delta: & V_{-} \text {-type } \\
(4 c)_{+} \quad(\alpha \gamma)>(\beta \delta) & \text { and } \quad \alpha<\gamma, \beta<\delta: & V_{+}^{\prime} \text {-type } \\
(4 c)_{-} \quad(\alpha \gamma)>(\beta \delta) & \text { and } \quad \alpha<\gamma, \beta>\delta: & V_{-}^{\prime} \text {-type } \tag{3.78}
\end{array}
$$

each of which consists of $(n-2)(n-1) n(n+1) / 8$ different types. We specifically define the $V_{+}$-type interaction factors through

$$
\begin{equation*}
V_{+}^{(\alpha \gamma)(\beta \delta)}=\mathcal{I}_{\{\alpha \beta ; \gamma \delta\}}=\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \exp \left\{-\frac{\lambda}{2}\left(P^{\{\alpha \gamma\}} \mathbf{z}^{*}+P^{\{\beta \delta\}} \mathbf{z}^{\prime}\right)^{2}\right\} \tag{3.79}
\end{equation*}
$$

for $(\alpha \gamma)<(\beta \delta)$ and $\alpha<\gamma, \beta<\delta$. The other types $V_{-}, V_{+}^{\prime}$, and $\mathrm{V}_{-}^{\prime}$ are obtained through the general rule

$$
\begin{align*}
& \mathcal{T}^{\prime}=\mathcal{T} \quad \text { with } \quad \mathbf{z}^{*} \leftrightarrow \mathbf{z}^{\prime} \\
& \mathcal{T}_{-}=\mathcal{T}_{+} \quad \text { with } \quad z^{\prime} \rightarrow-\mathbf{z}^{\prime} . \tag{3.80}
\end{align*}
$$

The structure of the spatial interaction factors discussed above may be more transparently understood by geometrical consideration of two boxes in the double-coset symbol $[k]$. We recall that the indices $\alpha$ and $\beta$ in $\{\alpha \beta ; \gamma \delta\}$ are related to the assignment of the particle index $s$ to some particular ordered set $\mathbf{k}_{\alpha \beta} ; s \in \mathbf{k}_{\alpha \beta}$. This means that the present type classification in terms of $\{\alpha \beta ; \gamma \delta\}$ is nothing but counting two boxes of the double-coset symbol connected by the interaction. These two boxes are degenerate for $E$-type, and located vertically or horizontally for $S$-type or $S^{\prime}$-type. In $D_{+}$-type, two different boxes are selected from the diagonal part, and these are exchanged for $D_{-}$-type. The others are the irregular off-diagonal selection of two boxes for $V$-type. The relationship between $\mathcal{T}$ and $\mathcal{T}^{\prime}$ corresponds to the transposition of the double-coset symbol.

### 3.3.2 2-Cluster Interaction Types

The type classification of interaction factors $\mathcal{T}^{\Omega}$ for 2 -cluster systems is very simple, since the factor $P_{1}^{\{12\}}=-(1 / \sqrt{\mu})$ with $\mu=A_{1} A_{2} /\left(A_{1}+A_{2}\right)$ is only needed. Since the overall sign of $P$ is irrelevant, the full 2 -cluster GCM kernel is obtained by setting $P=(1 / \sqrt{\mu}) p$ and $P^{\prime}=(1 / \sqrt{\mu}) q$ in Eq. (3.69), where $p$ and $q$ are 0 or $\pm 1$ given in Table II. These values depend on the type indices $E_{\alpha \beta}, S_{\alpha}^{\prime}, S_{\beta}, D_{+}$and $D_{-}$, which has the multiplicity $4,2,2,1$ and 1 , respectively. The summation over the dummy indices $\alpha$ and $\beta$ may be carried out for spin-isospin factors. Thus, these 10 terms can be reduced to only 5 interaction types; $\mathcal{T}=E, S^{\prime}, S, D_{+}$and $D_{-} .^{12}$

TABLE II. Two-cluster interaction types and their factors $\mathcal{T}_{\{\alpha \beta ; \gamma \delta\}}=(\nu /(\nu+\kappa))^{3 / 2}$ $\times \exp \left\{-(\lambda / 2) f^{(\alpha \gamma)(\beta \delta)}\left(\mathbf{z}^{*}, \mathbf{z}^{\prime}\right)\right\}$ in terms of the coefficients $p$ and $q$ through $P=p / \sqrt{\mu}$ and $P^{\prime}=q / \sqrt{\mu}$ with $\mu=A_{1} A_{2} /\left(A_{1}+A_{2}\right)$.

| $\mathcal{T}$ | $\{\alpha \beta ; \gamma \delta\}$ | multiplicity | $p$ | $q$ | $f^{(\alpha \gamma)(\beta \delta)}\left(\mathbf{z}^{*}, \mathbf{z}^{\prime}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{\alpha \beta}$ | $\{\alpha \beta ; \alpha \beta\}$ | 4 | 0 | 0 | 0 |
| $S_{\beta}$ | $\{1 \beta ; 2 \beta\}$ | 2 | 1 | 0 | $\left(\mathbf{z}^{*}\right)^{2} / \sqrt{\mu}$ |
| $S_{\alpha}^{\prime}$ | $\{\alpha 1 ; \alpha 2\}$ | 2 | 0 | 1 | $\left(\mathbf{z}^{\prime}\right)^{2} / \sqrt{\mu}$ |
| $D_{+}$ | $\{11 ; 22\}$ | 1 | 1 | 1 | $\left(\mathbf{z}^{*}+\mathbf{z}^{\prime}\right)^{2} / \sqrt{\mu}$ |
| $D_{-}$ | $\{12 ; 21\}$ | 1 | 1 | -1 | $\left(\mathbf{z}^{*}-\mathbf{z}^{\prime}\right)^{2} / \sqrt{\mu}$ |

From the geometrical interpretation of the interaction types discussed in the preced-

[^8]ing section, it is obvious that, for the direct term with no nucleon exchanged, $E_{\alpha \alpha}$ and $D_{+}$types are only possible. The internal energies for clusters $C_{1}$ and $C_{2}$ get contributions only from $E$ type, and the direct potential between $C_{1}$ and $C_{2}$ are described by the $D_{+}$-type interaction factor. If the two clusters $C_{1}$ and $C_{2}$ are identical, a complete interchange between $C_{1}$ and $C_{2}$ gives the same contribution as that of the direct term except for a possible sign change, but the types called here are $E_{\alpha \beta}(\alpha \neq \beta)$ and $D_{-}$. To $L S$ terms only $D_{+}$and $D_{-}$types contribute, while to tensor terms all but $E$ contribute. The $S$ and $S^{\prime}$ types are hermitian conjugate to each other, while the others are all self-conjugate in 2-cluster systems.

These five interaction types are, of course, well known in any formulations of 2cluster RGM. Different authors use different notations. For example, LeMere, Stubeda, Horiuchi and Tang [100] have introduced the notation $a, b, c$ and $(d, e)$ for $E, D_{+}$, $D_{\text {_ }}$ and ( $S, S^{\prime}$ ) types, respectively. This paper was followed by many detailed studies on the different roles of the interaction types combined with the nucleon exchange classification. (See, for example, refs. [101]~ [103].) It is well known that the $D_{-}$type or $c$-type interaction term with a single nucleon exchange usually gives the most important contribution among many complicated terms of exchange kernels. [104], [103] This term is called a knock-on term in the study of light-ion optical potentials. The importance of the so-called core-exchange terms for the systems with small mass-number difference is also found through detailed studies of interaction types in terms of various localization techniques of the nonlocal exchange kernels. [105], [106], [102] Thus, the type classification of the interaction types is not just a matter of nomenclature, but has benefited a great deal the microscopic understanding of interactions between composite particles. [14], [50]

### 3.3.3 3-Cluster Interaction Types

The interaction types for 3-cluster systems are more conveniently expressed in terms of the cyclic definition of the unordered pairs $(\alpha \beta) \equiv \gamma$, where $(\alpha \beta \gamma)$ is one of the permutations of (123). This is related to the three different sets of Jacobi coordinates $\boldsymbol{\xi}_{i}^{(\gamma)}$ introduced in Eq. (3.8). For the generator-coodinate vectors, the first equation in Eq. (3.8) yields

$$
\begin{equation*}
\sqrt{\nu}\left(\mathbf{S}_{\alpha}-\mathbf{S}_{\gamma}\right)=\sum_{\varepsilon} e_{\gamma \alpha \varepsilon} \frac{\mathbf{z}_{1}^{(\varepsilon)}}{\sqrt{\mu_{1}^{(\varepsilon)}}} \tag{3.81}
\end{equation*}
$$

where $\varepsilon$ is uniquely specified for $\alpha \neq \gamma$ through $\varepsilon=(\alpha \gamma)$. We can also prove Eq. (3.81) directly from Eq. (3.68) by using the coordinate transformation in Eqs. (3.10) and (3.11). Namely, we can easily show

$$
\begin{equation*}
\Xi^{(\varepsilon)(3)} P^{\{\alpha \gamma\}}=\binom{1 / \sqrt{\mu_{1}^{(\varepsilon)}}}{0} \tag{3.82}
\end{equation*}
$$

for $(\gamma \alpha \varepsilon)=$ an even permutation of (123). Then, if we note that $\mathbf{z}=\left(\mathbf{z}_{1}, z_{2}\right)$ is the standard set $\mathbf{z}^{(3)}$, the matrix multiplication

$$
\begin{equation*}
\sqrt{\nu}\left(\mathbf{S}_{\alpha}-\mathbf{S}_{\gamma}\right)=\mathbf{z}^{(3)} P^{\{\alpha \gamma\}}=\mathbf{z}^{(\varepsilon)} \Xi^{(\varepsilon)(3)} P^{\{\alpha \gamma\}} \tag{3.83}
\end{equation*}
$$

with Eq. (3.82) yields Eq. (3.81). Therefore, the quadratic polynomials in Eq. (3.70) for 3-cluster systems are most easily expressed as

$$
\begin{equation*}
f^{(\alpha \gamma)(\beta \delta)}\left(\mathbf{z}^{*}, \mathbf{z}^{\prime}\right)=\left(\sum_{\varepsilon} e_{\gamma \alpha \varepsilon} \frac{\mathbf{z}_{1}^{(\varepsilon) *}}{\sqrt{\mu_{1}^{(\varepsilon)}}}+\sum_{\lambda} e_{\delta \beta \lambda} \frac{\mathbf{z}_{1}^{(\lambda) \prime}}{\sqrt{\mu_{1}^{(\lambda)}}}\right)^{2} \tag{3.84}
\end{equation*}
$$

by using appropriate types of Jacobi coordinates for the interaction type $\{\alpha \beta ; \gamma \delta\}$. If either of the pairs $(\alpha \gamma)$ or $(\beta \delta)$ is collapsed, one can adopt a natural definition

$$
\begin{equation*}
S(\gamma)=\mathcal{T}_{\{\alpha \delta ; \beta \delta\}}=\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \exp \left\{-\frac{\lambda}{2} \frac{1}{\mu_{1}^{(\gamma)}}\left(\mathbf{z}_{1}^{(\gamma) *}\right)^{2}\right\} \tag{3.85}
\end{equation*}
$$

which corresponds to $S^{(\alpha \beta)}$ in Eq. (3.74). Also, $(\alpha \gamma)=(\beta \delta)$ case is given by

$$
\begin{align*}
& D_{+}(\gamma)=\mathcal{T}_{\{\alpha \alpha ; \beta \beta\}}=\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \exp \left\{-\frac{\lambda}{2} \frac{1}{\mu_{1}^{(\gamma)}}\left(\mathbf{z}_{1}^{(\gamma) *}+\mathbf{z}_{1}^{(\gamma)}\right)^{2}\right\}  \tag{3.86a}\\
& D_{-}(\gamma)=\mathcal{T}_{\{\alpha \beta ; \beta \alpha\}}=\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \exp \left\{-\frac{\lambda}{2} \frac{1}{\mu_{1}^{(\gamma)}}\left(\mathbf{z}_{1}^{(\gamma) *}-\mathbf{z}_{1}^{(\gamma)}\right)^{2}\right\} \tag{3.86b}
\end{align*}
$$

where $(\alpha \beta \gamma)$ is again assumed to be a permutation of (123). These are just a 3dimensional generalization of the 2-cluster interaction types $T=S, S^{\prime}$ and $D_{ \pm}$for the three different 2 -cluster subsystems formed by $C_{\alpha}$ and $C_{\beta}$. Thus we use the notation $\mathcal{T}=T J$, where $T=S, S^{\prime}, D_{ \pm}$and $J$ specifies one of the three different Jacobi coordinates $J=I$, $I I$ or $I I I$ ( or $J=(\gamma)$ with $\gamma=1,2$ or 3 ).

A similar classification scheme is also applied to the $V$-type interaction types. In this case, $\varepsilon$ and $\lambda$ in Eq. (3.84) are uniquely specified by assuming that ( $\gamma \alpha \varepsilon$ ) and ( $\delta \beta \lambda$ ) are permutations of (123). Thus we get

$$
\begin{equation*}
f^{(\alpha \gamma)(\beta \delta)}\left(\mathbf{z}^{*}, \mathbf{z}^{\prime}\right)=\left(\frac{\mathbf{z}_{1}^{(\varepsilon) *}}{\sqrt{\mu_{1}^{(\varepsilon)}}}+e_{\gamma \alpha \varepsilon} e_{\delta \beta \lambda} \frac{\mathbf{z}_{1}^{(\lambda) \prime}}{\sqrt{\mu_{1}^{(\lambda)}}}\right)^{2} \tag{3.87}
\end{equation*}
$$

Since we have $\alpha \neq \gamma, \beta \neq \delta$ and $\varepsilon \neq \lambda$, the $\nu$ determined from $\nu=(\varepsilon \lambda)$ should again be equal to $\alpha$ or $\gamma$ in $(\alpha \gamma)$, and $\beta$ or $\delta$ in ( $\beta \delta$ ); namely, we have $(\alpha \gamma)=(\lambda \nu)$ and $(\beta \delta)=(\varepsilon \nu)$ as identical sets. This involves the following four different cases;
i) $\alpha=\lambda, \beta=\varepsilon, \gamma=\delta=\nu$
ii) $\alpha=\lambda, \beta=\gamma=\nu, \quad \delta=\varepsilon$
iii) $\alpha=\delta=\nu, \quad \gamma=\lambda, \quad \beta=\varepsilon$
iv) $\alpha=\beta=\nu, \quad \gamma=\lambda, \quad \delta=\varepsilon$.

Due to the symmetry (3.71a), we only need to consider the case i) or ii). In order to fix the phase $e_{\gamma \alpha \varepsilon} e_{\delta \beta \lambda}$ in Eq. (3.87), we now assume that ( $\lambda \varepsilon \nu$ ) is an even permutation of (123). Then it is easy to see that $e_{\gamma \alpha \varepsilon} e_{\delta \beta \lambda}=-1$ for i) and 1 for ii). Thus we are naturally led to the definition ${ }^{13}$

$$
\begin{align*}
& V_{+}(\nu)=\mathcal{T}_{\{\lambda \varepsilon ; \nu \nu\}}=\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \exp \left\{-\frac{\lambda}{2}\left(\frac{\mathbf{z}_{1}^{(\varepsilon) *}}{\sqrt{\mu_{1}^{(\varepsilon)}}}-\frac{\mathbf{z}_{1}^{(\lambda) \prime}}{\sqrt{\mu_{1}^{(\lambda)}}}\right)^{2}\right\},  \tag{3.89a}\\
& V_{-}(\nu)=\mathcal{T}_{\{\lambda \nu ; \nu \varepsilon\}}=\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}} \exp \left\{-\frac{\lambda}{2}\left(\frac{\mathbf{z}_{1}^{(\varepsilon) *}}{\sqrt{\mu_{1}^{(\varepsilon)}}}+\frac{\mathbf{z}_{1}^{(\lambda) \prime}}{\sqrt{\mu_{1}^{(\lambda)}}}\right)^{2}\right\}, \tag{3.89b}
\end{align*}
$$

where $(\lambda \varepsilon \nu)$ is an even permutation of (123). ${ }^{14}$ The explicit expressions for the 3 -cluster interaction types thus defined are summarized in Table III.

From this table, we can see that the symmetries in Eq. (3.80) are satisfied for $T J$, irrespective of $J$. In particular, we have

$$
\begin{equation*}
T^{\prime} J=(T J)^{\dagger} \tag{3.90}
\end{equation*}
$$

where the dagger symbol in the right-hand side means the operation of hermitian conjugation. Furthermore, it is easy to verify the following symmetries for $V$-type terms :

$$
\begin{align*}
& V_{ \pm}(\gamma)(\alpha \leftrightarrow \beta)=V_{ \pm}^{\prime}(\gamma) \\
& V_{ \pm}(\alpha)(\alpha \leftrightarrow \beta)=V_{ \pm}^{\prime}(\beta) \\
& V_{ \pm}(\beta)(\alpha \leftrightarrow \beta)=V_{ \pm}^{\prime}(\alpha) \tag{3.91}
\end{align*}
$$

where $(\alpha \beta \gamma)=$ an even permutation of (123), and $T J(\alpha \leftrightarrow \beta)$ denotes the expression obtained by the interchange of the clusters $C_{\alpha}$ and $C_{\beta}$ in $T J$.

In summary, we have obtained a simple conclusion that 3 -cluster interaction types $\mathcal{T}$ are specified by the combination of the 2 -cluster interaction types $T$ with a slight extension to $V_{ \pm}$and $V_{ \pm}^{\prime}$ types, together with the type of Jacobi coordinates $J$ specifying the 2 -cluster subsystems; $\mathcal{T}=T J$. This type-specification scheme is extremely useful for practical applications of the present 3 -cluster formalism to coupled channel problems

[^9]with many cluster configurations.

TABLE III. Three-cluster interaction types, $\mathcal{T}=T J$, and their factors in terms of $f^{(\alpha \gamma)(\beta \delta)}\left(\mathbf{z}^{*}, \mathbf{z}^{\prime}\right)$ in Eq. (3.87). The type of Jacobi coordinates $J$ is specified by $J=(\gamma)$ etc., with ( $\alpha \beta \gamma$ ) being an even permutation of (123). In $S(\gamma)$ or $S^{\prime}(\gamma), \delta$ can be either of 1,2 or 3. For $E$-type, no specification of $\gamma$ is needed.

| $\mathcal{T}=T J$ | $\{\alpha \beta ; \gamma \delta\}$ | multiplicity | $f^{(\alpha \gamma)(\beta \delta)}\left(\mathbf{z}^{*}, \mathbf{z}^{\prime}\right)$ |
| :---: | :---: | :---: | :---: |
| $E$ | $\{\alpha \beta ; \alpha \beta\}$ | 9 | 0 |
| $S(\gamma)$ | $\{\alpha \delta ; \beta \delta\}$ | 9 | $\left(\mathbf{z}_{1}^{(\gamma) *}\right)^{2} / \mu_{1}^{(\gamma)}$ |
| $S^{\prime}(\gamma)$ | $\{\delta \alpha ; \delta \beta\}$ | 9 | $\left(\mathbf{z}_{1}^{(\gamma) \prime}\right)^{2} / \mu_{1}^{(\gamma)}$ |
| $D_{+}(\gamma)$ | $\{\alpha \alpha ; \beta \beta\}$ | 3 | $\left(\mathbf{z}_{1}^{(\gamma) *}+\mathbf{z}_{1}^{(\gamma) \prime}\right)^{2} / \mu_{1}^{(\gamma)}$ |
| $D_{-}(\gamma)$ | $\{\alpha \beta ; \beta \alpha\}$ | 3 | $\left(\mathbf{z}_{1}^{(\gamma) *}-\mathbf{z}_{1}^{(\gamma) \prime}\right)^{2} / \mu_{1}^{(\gamma)}$ |
| $V_{+}(\gamma)$ | $\{\alpha \beta ; \gamma \gamma\}$ | 3 | $\left(\mathbf{z}_{1}^{(\beta) *} / \sqrt{\mu_{1}^{(\beta)}}-\mathbf{z}_{1}^{(\alpha) \prime} / \sqrt{\mu_{1}^{(\alpha)}}\right)^{2}$ |
| $V_{-}(\gamma)$ | $\{\alpha \gamma ; \gamma \beta\}$ | 3 | $\left(\mathbf{z}_{1}^{(\beta) *} / \sqrt{\mu_{1}^{(\beta)}}+\mathbf{z}_{1}^{(\alpha) \prime} / \sqrt{\mu_{1}^{(\alpha)}}\right)^{2}$ |
| $V_{+}^{\prime}(\gamma)$ | $\{\beta \alpha ; \gamma \gamma\}$ | 3 | $\left(\mathbf{z}_{1}^{(\alpha) *} / \sqrt{\mu_{1}^{(\alpha)}}-\mathbf{z}_{1}^{(\beta) \prime} / \sqrt{\mu_{1}^{(\beta)}}\right)^{2}$ |
| $V_{-}^{\prime}(\gamma)$ | $\{\beta \gamma ; \gamma \alpha\}$ | 3 | $\left(\mathbf{z}_{1}^{(\alpha) *} / \sqrt{\mu_{1}^{(\alpha)}}+\mathbf{z}_{1}^{(\beta) \prime} / \sqrt{\mu_{1}^{(\beta)}}\right)^{2}$ |

### 3.4 Transformation Properties of the Coefficients $Q[k]$ and $P^{\{\alpha \gamma\}}$ for Rearrangements of Jacobi Coordinates.

One of the prominent properties of the GCM kernels derived in the preceding subsections is their invariance with respect to a different choice of the Jacobi coordinates. This particular property is a direct consequence from that the generating functions $A(\xi ; z)$ in Eq. (3.15) is invariant with respect to simultanious orthogonal transformations of the real coordinates $\widehat{\xi}$ and the corresponding generator-coordinate vectors $z / \sqrt{\nu}$. To be more specific, let us consider the coordinate transformation

$$
\begin{equation*}
\widehat{\xi}=\widehat{\xi}^{(a)} \Xi^{(a)} \tag{3.92}
\end{equation*}
$$

with some appropriate indices $a$ for the bra side and $b$ for the ket side. The invariance of the GCM kernel defined by ${ }^{15}$

$$
\begin{equation*}
I^{(a)(b) \Omega}\left(z^{(a)} ; z^{(b) \prime}\right)=\left\langle A\left(\xi^{(a)} ; z^{(a)}\right) \phi_{0}\right| \mathcal{O}^{\Omega} \mathcal{A}^{\prime}\left|A\left(\xi^{(b)} ; z^{(b) \prime}\right) \phi_{0}\right\rangle \tag{3.93}
\end{equation*}
$$

is expressed as

[^10]\[

$$
\begin{equation*}
I^{(a)(b) \Omega}\left(z^{(a)} ; z^{(b) \prime}\right)=I^{\Omega}\left(z ; z^{\prime}\right)=I^{\Omega}\left(z^{(a)} \Xi^{(a)} ; z^{(b) \prime} \Xi^{(b)}\right) \tag{3.94}
\end{equation*}
$$

\]

where $A\left(\xi^{(a)}, z^{(a)}\right)=A(\xi, z)$ etc. is used. Thus, in order to derive the GCM kernel $I^{(a)(b) \Omega}\left(z ; z^{\prime}\right)$ in the different sets of the Jacobi coordinates $a$ and $b$, we only need to apply the orthogonal transformation $\Xi$ in the explicit expressions obtained before. For example, the normalization kernel $I^{(a)(b)}\left(z ; z^{\prime}\right)$ are obtained from Eq. (3.38) by the replacement

$$
\begin{equation*}
Q[k] \rightarrow \Xi^{(a)} Q[k]^{t} \Xi^{(b)} \equiv Q^{(a)(b)}[k] . \tag{3.95}
\end{equation*}
$$

Similarly, for the interaction kernels, we modify

$$
\begin{align*}
& P^{\{\alpha \gamma\}} \rightarrow \Xi^{(a)} P^{\{\alpha \gamma\}} \equiv \widetilde{P}^{(a)\{\alpha \gamma\}}  \tag{3.96a}\\
& P^{\{\beta \delta\}} \rightarrow \Xi^{(b)} P^{\{\beta \delta\}} \equiv \widetilde{P}^{(b)\{\beta \delta\}} \tag{3.96b}
\end{align*}
$$

We can include the original case with respect to the standard Jacobi coordinates, by assuming $a=b=e$ and $\Xi^{(e)}=\Xi^{(e)(e)}=1$. Therefore, this transformation is simply considered to be a result of different representations for the coefficients $Q[k]$ and $P^{\{\alpha \gamma\}}$.

In order to find the explicit expressions of the transformed coefficients $Q^{(a)(b)}[k]$ etc. in Eqs. (3.95) and (3.96), we return to the coordinate transformation in Eq. (3.16). We express this in the matrix notation as

$$
\begin{equation*}
\sqrt{\nu} S=z P \tag{3.97}
\end{equation*}
$$

where $P$ is the $(n-1) \times n$ matrix with the matrix elements $P_{i \alpha}=\left(P_{\alpha}\right)_{i}$ given in Eq. (3.16). A simple example of the present transformation is the case in which the representation $a$ is reproduced by a permutation of $n$-clusters; i.e., $a=\left(\begin{array}{cccc}1 & 2 & \cdots & n \\ a_{1} & a_{2} & \cdots & a_{n}\end{array}\right) .{ }^{16}$ The matrix representation of $a$ is denoted by $M_{a}$ in the following; $\left(M_{a}\right)_{\alpha \beta}=\delta_{a_{\alpha} \beta}=\delta_{\alpha, a^{-1}(\beta)}$. We modify $A_{1}, \cdots, A_{n}$ to $A_{a_{1}}, \cdots, A_{a_{n}}$ in Eq. (3.97) and define $z^{(a)}$ instead of $z$. Since we have $\left(\mathbf{S}_{a_{1}}, \cdots, \mathbf{S}_{a_{n}}\right)=S^{t} M_{a}=S M_{a}^{-1}$, this definition of $z^{(a)}$ is expressed as

$$
\begin{equation*}
\sqrt{\nu} S M_{a}^{-1}=z^{(a)} P^{(a)} \tag{3.98}
\end{equation*}
$$

where $P^{(a)}$ denotes the matrix $P$ with $A_{1}, \cdots, A_{n}$ being replaced with $A_{a_{1}}, \cdots, A_{a_{n}}$. From Eqs. (3.97), (3.98) and $z=z^{(a)} \Xi^{(a)}$, we can easily find

$$
\begin{equation*}
\Xi^{(a)} P=P^{(a)} M_{a} \tag{3.99}
\end{equation*}
$$

This equation relates the orthogonal transformation of the Jacobi coordinates with the permutation matrix of $n$-cluster c.m. vectors. By using this relationship, $Q[k]=P k^{t} P$ in the standard Jacobi coordinate is transformed into

[^11]\[

$$
\begin{equation*}
Q^{(a)(b)}[k]=P^{(a)} k^{(a)(b) t} P^{(b)} \quad \text { with } \quad k^{(a)(b)}=M_{a} k^{t} M_{b} \tag{3.100}
\end{equation*}
$$

\]

Similarly, the interaction factors in Eq. (3.96) are given by

$$
\begin{equation*}
\widetilde{P}^{(a)\{\alpha \gamma\}}=P^{(a)\left\{a^{-1}(\alpha) a^{-1}(\gamma)\right\}} \quad \text { etc. } \tag{3.101}
\end{equation*}
$$

Besides a trivial renaming of $A_{1}, \cdots, A_{n}$ to $A_{a_{1}}, \cdots, A_{a_{n}}$, we need a rearrangement of rows and columns in $k^{(a)(b)}$ and a transformation of the indices $\alpha$ and $\gamma$ for the interaction types $\{\alpha \beta ; \gamma \delta\}$.

In 3-cluster systems, it is convenient to use a permutation of (123) for three independent Jacobi coordinate systems shown in Fig. 1. Namely, we identify $(a) \equiv(123)^{a}$ with $a=1 \sim 3$. In particular, $(3) \equiv(123)^{3}=e$ specifies the standard Jacobi coordinate. Furthermore, we use the (xyuv) parametrization of the $3 \times 3$ double-coset symbol in Eq. (3.42), and also a notation $Q_{x y u v}\left(A_{1}, A_{2}, A_{3}\right)$ for the $2 \times 2$ matrix given in Eq. (3.43). In the following, we find compact expressions for

$$
\begin{equation*}
Q_{x y u v}^{(a)(b)}=\Xi^{(a)(3)} Q_{x y u v}\left(A_{1}, A_{2}, A_{3}\right) \Xi^{(3)(b)} \tag{3.102}
\end{equation*}
$$

and for necessary interaction factors.
Let us first consider the diagonal case $a=b=c$ in Eq. (3.102). We can perform a simultaneous transformation of rows and columns in $k^{(c)(c)}=M_{c} k^{t} M_{c}$ and choose a new set of $\left(x^{(c)} y^{(c)} u^{(c)} v^{(c)}\right)$ such that the resultant matrix has the same form as the original one with respect to the renamed particle numbers $\left(A_{\alpha}, A_{\beta}, A_{\gamma}\right)$ for $\left(A_{1}, A_{2}, A_{3}\right)$. Here we assume that $(\alpha \beta \gamma)$ is an even permutation of (123). From this procedure, we easily find

$$
\left(\begin{array}{c}
x^{(1)}  \tag{3.103}\\
y^{(1)} \\
u^{(1)} \\
v^{(1)}
\end{array}\right)=\left(\begin{array}{c}
y \\
x+y-u-v \\
y-v \\
y-u
\end{array}\right), \quad\left(\begin{array}{c}
x^{(2)} \\
y^{(2)} \\
u^{(2)} \\
v^{(2)}
\end{array}\right)=\left(\begin{array}{c}
x+y-u-v \\
x \\
x-v \\
x-u
\end{array}\right)
$$

where $x^{(3)}=x, y^{(3)}=y, u^{(3)}=u$ and $v^{(3)}=v$. The matrix thus obtained can be denoted by $k^{(\gamma)}$ in conformity with the notation rule adopted for $P^{(a)}$. Then, the relationship (3.100) is expressed as

$$
\begin{equation*}
Q^{(\gamma)(\gamma)}[k]=P^{(\gamma)} k^{(\gamma) t} P^{(\gamma)} . \tag{3.104}
\end{equation*}
$$

If we compare this with $Q[k]=P k^{t} P$, we obtain

$$
\begin{equation*}
Q_{x y u v}^{(\gamma)(\gamma)}=Q_{\left.x(\gamma) y^{(\gamma)}\right)_{u}(\gamma) v(\gamma)}\left(A_{\alpha}, A_{\beta}, A_{\gamma}\right) \tag{3.105}
\end{equation*}
$$

where $(\alpha \beta \gamma)$ is an even permutation of (123).
In order to obtain $Q_{x y u v}^{(a)(b)}$ for $a \neq b$, we first calculate $Q_{x y u v}^{(1)(2)}$ by using Eq. (3.105) and

$$
\begin{align*}
Q_{x y u v}^{(1)(2)} & =\Xi^{(1)(2)} Q_{x y u v}^{(2)(2)}=\Xi^{(1)(2)} Q_{x^{(2)} y^{(2)} u^{(2)} v^{(2)}}\left(A_{3}, A_{1}, A_{2}\right) \\
& \equiv \widetilde{Q}_{x y u v}\left(A_{1}, A_{2}, A_{3}\right): \tag{3.106}
\end{align*}
$$

The straightforward calculation in terms of Eqs. (3.43) and (3.11) yields $\widetilde{Q}_{x y u v}\left(A_{1}, A_{2}, A_{3}\right)=\left(\widetilde{Q}_{i j}\right)$ with

$$
\begin{align*}
& \widetilde{Q}_{11}=-\sqrt{\frac{A_{1} A_{2}}{A_{1}^{c} A_{2}^{c}}}\left(1-\frac{x}{\mu_{1}^{(2)}}-\frac{y}{\mu_{1}^{(1)}}+\frac{u}{A_{3}}+\frac{A_{3}}{\mu_{1}^{(1)} \mu_{1}^{(2)}} v\right) \\
& \widetilde{Q}_{12}=-\sqrt{\frac{A_{3} A}{A_{1}^{c} A_{2}^{c}}}\left(1-\frac{y}{\mu_{1}^{(1)}}+\frac{u}{A_{3}}\right) \\
& \widetilde{Q}_{21}=\sqrt{\frac{A_{3} A}{A_{1}^{c} A_{2}^{c}}}\left(1-\frac{x}{\mu_{1}^{(2)}}+\frac{u}{A_{3}}\right) \\
& \widetilde{Q}_{22}=-\sqrt{\frac{A_{1} A_{2}}{A_{1}^{c} A_{2}^{c}}}\left(1-\frac{A}{A_{1} A_{2}} u\right) \tag{3.107}
\end{align*}
$$

Note that this expression gives

$$
\begin{equation*}
\widetilde{Q}_{x y u v}\left(A_{1}, A_{2}, A_{3}\right)=P^{(1)}\left(M_{1} k^{t} M_{2}\right)^{t} P^{(2)} \tag{3.108}
\end{equation*}
$$

a special case of Eq. (3.100). The same equation for $a \rightarrow \alpha$ and $b \rightarrow \beta$ gives

$$
\begin{align*}
Q_{x y u v}^{(\alpha)(\beta)} & =P^{(\alpha)}\left(M_{\alpha} k^{t} M_{\beta}\right)^{t} P^{(\beta)} \\
& =P^{(\alpha)} M_{1}\left(M_{1}^{\alpha-1} k^{t} M_{1}^{\beta-2}\right)^{t} M_{2}^{t} P^{(\beta)} \tag{3.109}
\end{align*}
$$

where we have used $M_{\alpha}=M_{1}^{\alpha}$ with $M_{1}$ being a matrix representation of the permutation (123). This notation is particulaly convenient, since we can easily show that $\alpha-1=\beta-2=\gamma$ (mode 3 ) if ( $\alpha \beta \gamma$ ) is an even permutation of (123), so that $k^{(\gamma)}=M_{1}^{\gamma} k^{t} M_{1}^{\gamma}$ in Eq. (3.104) yields

$$
\begin{equation*}
Q_{x y u v}^{(\alpha)(\beta)}=P^{(\alpha)}\left(M_{1} k^{(\gamma) t} M_{2}\right)^{t} P^{(\beta)} \tag{3.110}
\end{equation*}
$$

This is nothing but the renaming of $A_{1}, A_{2}, A_{3}$ and $\left(x^{(3)} y^{(3)} u^{(3)} v^{(3)}\right)=(x y u v)$ in Eq. (3.108) by the permutation $(\gamma)=(123)^{\gamma}$. Thus we find

$$
\begin{equation*}
Q_{x y u v}^{(\alpha)(\beta)}=\widetilde{Q}_{\left.x(\gamma) y^{(\gamma)} u^{(\gamma)}\right)_{v(\gamma)}}\left(A_{\alpha}, A_{\beta}, A_{\gamma}\right) \tag{3.111}
\end{equation*}
$$

where $(\alpha \beta \gamma)$ is an even permutation of (123). If $(\alpha \beta \gamma)$ is an odd permutation of (123), we can use ${ }^{t} Q_{x y u v}^{(\alpha)(\beta)}=Q_{x y v u}^{(\beta)(\alpha)}$ and Eq. (3.111) to obtain

$$
\begin{equation*}
Q_{x y u v}^{(\alpha)(\beta)}={ }^{t} \widetilde{Q}_{x(\gamma) y(\gamma) v(\gamma) u(\gamma)}\left(A_{\beta}, A_{\alpha}, A_{\gamma}\right) \tag{3.112}
\end{equation*}
$$

with ( $\alpha \beta \gamma$ ) being an odd permutation of (123). Note that the interchange of $u$ and $v$ corresponds to that of $u^{(\gamma)}$ and $v^{(\gamma)}$ in Eq. (3.103).

Let us finally proceed to the transformation of the interaction factors $P^{\{\alpha \gamma\}}$ in Eq. (3.101). In 3-cluster systems, it is simpler to deal with vectors $\mathbf{z}_{1}^{(\gamma)} / \sqrt{\mu_{1}^{(\gamma)}}$ in Eq. (3.81) directly. We express these vectors in $\mathbf{z}_{1}^{(\alpha)}$ and $\mathbf{z}_{2}^{(\alpha)}$ :

$$
\begin{equation*}
\frac{\mathbf{z}_{1}^{(\gamma)}}{\sqrt{\mu_{1}^{(\gamma)}}}=p_{\alpha}^{\gamma} \mathbf{z}_{1}^{(\alpha)}+q_{\alpha}^{\gamma} \mathbf{z}_{2}^{(\alpha)} \tag{3.113}
\end{equation*}
$$

where $p_{\alpha}^{\gamma}$ and $q_{\alpha}^{\gamma}$ are functions of $A_{1}, A_{2}$ and $A_{3}$ defined through

$$
\begin{equation*}
\binom{p_{\alpha}^{\gamma}}{q_{\alpha}^{\gamma}}=\binom{P_{1}^{(\alpha)\left\{\alpha^{-1} \gamma(2), \alpha^{-1} \gamma(1)\right\}}}{P_{2}^{(\alpha)\left\{\alpha^{-1} \gamma(2), \alpha^{-1} \gamma(1)\right\}}} \tag{3.114}
\end{equation*}
$$

In the right-hand side of Eq. (3.114), $\alpha$ and $\gamma$ should be understood as permutations; $\alpha \equiv(123)^{\alpha}$ etc. Although these factors are obtained from $P_{i}^{\{\alpha \gamma\}}=-\left(1 / \sqrt{\mu_{i}}\right) p_{i}^{\{\alpha \gamma\}}$ in Eq. (3.68) through appropriate permutations of the mass-number indices, it is much easier to use Eq. (3.11) directly; namely, they are explicitly given by

$$
\begin{align*}
& p_{\alpha}^{\gamma}=\frac{1}{\sqrt{\mu_{1}^{(\gamma)}}} \Xi_{11}^{(\alpha)(\gamma)}=\frac{1}{\sqrt{\mu_{1}^{(\alpha)}}} \frac{1}{A_{\alpha}^{c}}\left(\delta_{\alpha \gamma} A-A_{\gamma}\right) \\
& q_{\alpha}^{\gamma}=\frac{1}{\sqrt{\mu_{1}^{(\gamma)}}} \Xi_{21}^{(\alpha)(\gamma)}=\frac{1}{\sqrt{\mu_{2}^{(\alpha)}}} \sum_{\beta} e_{\alpha \gamma \beta} \tag{3.115}
\end{align*}
$$

Then the quadratic polynomials in Eq. (3.84) represented in the coordinate systems ( $\alpha$ ) and ( $\beta$ ) are given by

$$
\begin{equation*}
f_{T J}^{(\alpha)(\beta)}\left(\mathbf{z}^{*} ; \mathbf{z}^{\prime}\right)=\left(P_{1} \mathbf{z}_{1}^{(\alpha) *}+P_{2} \mathbf{z}_{2}^{(\alpha) *}+P_{1}^{\prime} \mathbf{z}_{1}^{(\beta) \prime}+P_{2}^{\prime} \mathbf{z}_{2}^{(\beta) \prime}\right)^{2} \tag{3.116}
\end{equation*}
$$

where the coefficients $P_{1}, P_{2}, P_{1}^{\prime}$ and $P_{2}^{\prime}$ for each interaction types $\mathcal{T}=T J$ can be expressed in terms of $p_{\alpha}^{\gamma}$ and $q_{\alpha}^{\gamma}$ as shown in Table IV.

TABLE IV. The coefficients $P_{1}, P_{2}, P_{1}^{\prime}$, and $P_{2}^{\prime}$ in Eq. (3.116) for the 3 -cluster interaction types $\mathcal{T}=T J$ with the sets of Jacobi coordinates $J=(\alpha)$ in the bra state and $J=(\beta)$ in the ket state. The quantities $p_{\alpha}^{\gamma}$ and $q_{\alpha}^{\gamma}$ are defined in Eq. (3.115). The superscripts $\varepsilon$ and $\lambda$ in this table are determined such that ( $\varepsilon \lambda \gamma$ ) becomes an even permutation of (123).

| $\mathcal{T}=T J$ | $P_{1}$ | $P_{2}$ | $P_{1}^{\prime}$ | $P_{2}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: |
| $E$ | 0 | 0 | 0 | 0 |
| $S(\gamma)$ | $p_{\alpha}^{\gamma}$ | $q_{\alpha}^{\gamma}$ | 0 | 0 |
| $S^{\prime}(\gamma)$ | 0 | 0 | $p_{\beta}^{\gamma}$ | $q_{\beta}^{\gamma}$ |
| $D_{+}(\gamma)$ | $p_{\alpha}^{\gamma}$ | $q_{\alpha}^{\gamma}$ | $p_{\beta}^{\gamma}$ | $q_{\beta}^{\gamma}$ |
| $D_{-}(\gamma)$ | $p_{\alpha}^{\gamma}$ | $q_{\alpha}^{\gamma}$ | $-p_{\beta}^{\gamma}$ | $-q_{\beta}^{\gamma}$ |
| $V_{+}(\gamma)$ | $p_{\alpha}^{\lambda}$ | $q_{\alpha}^{\lambda}$ | $-p_{\beta}^{\varepsilon}$ | $-q_{\beta}^{\varepsilon}$ |
| $V_{-}(\gamma)$ | $p_{\alpha}^{\lambda}$ | $q_{\alpha}^{\lambda}$ | $p_{\beta}^{\varepsilon}$ | $q_{\beta}^{\varepsilon}$ |
| $V_{+}^{\prime}(\gamma)$ | $p_{\alpha}^{\varepsilon}$ | $q_{\alpha}^{\varepsilon}$ | $-p_{\beta}^{\lambda}$ | $-q_{\beta}^{\lambda}$ |
| $V_{-}^{\prime}(\gamma)$ | $p_{\alpha}^{\varepsilon}$ | $q_{\alpha}^{\varepsilon}$ | $p_{\beta}^{\lambda}$ | $q_{\beta}^{\lambda}$ |

## §4. Evaluation of Spin-Isospin Factors

### 4.1 General Procedure

In the preceding section, we have shown that, as long as the spatial part of GCM kernels is concerned, a quite general formulation is possible even in $n$-cluster syetems if they are composed of only $s$-shell clusters. Therefore, the main effort to set up the GCM kernels is reduced to the evaluation of spin-isospin factors. There already exist numbers of shell model calculations in which such spin-isospin factors are evaluated by using the $c f p$ expansions of the antisymmetrized wave functions and also by using recoupling techniques in the angular momentum algebra. We can employ these techniques even in cluster systems, although the nature of the procedure is a little different from the shell-model one. This is because in cluster systems we need to deal with a number of non-standard coupling schemes due to many different types of cluster decompositions and to their rearrangements. In this section, we first try to clarify what are really needed to construct whole set of the spin-isospin factors, and outline the general procedure to obtain them. A good example of this procedure is given for general 2-cluster systems in the next subsection. The result is then extended to the spin-isospin factors of 3 -cluster systems composed of an alpha cluster plus two s-shell clusters, in which a much simpler technique called the valence orbital method can be employed.

The spin-isospin factors defined through Eq. (3.59b) are with respect to the spinisospin operators $w$ involved in the two-body interactions in Eq. (3.61). These are given by $w=\left(W+B P_{\sigma}-H P_{\tau}-M P_{\sigma} P_{\tau}\right), w^{(C L)}=\left(1+\tau_{1 z}\right)\left(1+\tau_{2 z}\right) / 4, w^{(L S)}=$ $\left(W-H P_{\tau}\right)\left(\sigma_{1}+\sigma_{2}\right) / 2$, and $w^{(T)}=\left(W-H P_{\tau}\right)\left[\sigma_{1} \sigma_{2}\right]_{\mu}^{(2)}$ for the central, Coulomb, $L S$ and tensor forces, respectively. Let us first consider the central, $L S$ and tensor operators. As is already discussed in the §3.3.1, the isospin part of these interactions can be eliminated by using the generalized Pauli principle $\left(-P_{\sigma} P_{\tau}\right)=P_{x}$, where $P_{x}$ is the exchange operator of two particles in the spatial coordinates. Suppose $\mathcal{T}_{\{\alpha \beta ; \gamma \delta\}}$ is the spatial interaction factor for a two-body interaction $u$ defined through Eq. (3.59a). In a shorthand notation $A_{\alpha \beta} \equiv\left\langle(0 s)_{\mathbf{S}_{\alpha}} \mid(0 s)_{\mathbf{S}_{\beta}^{\prime}}\right\rangle$, the interaction factor for $u^{r} \equiv u P_{x}$ is given by

$$
\begin{equation*}
\mathcal{T}_{\{\alpha \beta ; \gamma \delta\}}^{r}=A_{\alpha \beta}^{-1} A_{\gamma \delta}^{-1} A_{\alpha \delta} A_{\gamma \beta} \mathcal{T}_{\{\alpha \delta ; \gamma \beta\}} \tag{4.1}
\end{equation*}
$$

We should use this in Eq. (3.60b) to obtain the GGM kernel $I^{r}\left(z ; z^{\prime}\right)$ for $u^{r}$. The readjustment of the powers of $A_{\alpha \beta}$ etc. leads to the modification of the double-coset symbol $[k]$ in $Q[k]$ as follows;

$$
\begin{equation*}
k \rightarrow k^{\{\alpha \beta ; \gamma \delta\}} \equiv k-e^{(\alpha \beta)}-e^{(\gamma \delta)}+e^{(\alpha \delta)}+e^{(\gamma \beta)} \tag{4.2}
\end{equation*}
$$

where $e^{(\alpha \beta)}=\left(e_{\mu \nu}^{(\alpha \beta)}\right)$ denotes an $n \times n$ matrix with the matrix element given by $e_{\mu \nu}^{(\alpha \beta)}=$ $\delta_{\mu \alpha} \delta_{\nu \beta}$. We can rearrange the summation over $[k]$ such that the norm exponential factor $\operatorname{Tr}\left(z Q[k]^{t} z^{\prime}\right)$ is restored to the original form. If we further interchange $\beta$ and $\delta$ in the summation of the interaction types $\{\alpha \beta ; \gamma \delta\}$, we find that $I^{r}\left(z ; z^{\prime}\right)$ is given by Eq. (3.60a) with the following simple modification ;

$$
\begin{equation*}
X_{k\{\alpha \beta ; \gamma \delta\}} \rightarrow X_{k\{\alpha \beta ; \gamma \delta\}}\{\alpha \delta ; \gamma \beta\} \tag{4.3}
\end{equation*}
$$

In terms of the type specification $\mathcal{T}$ introduced in the $\S 3.3 .1$, this change can be expressed as follows. In $E, S$ and $S^{\prime}$ types which involve no $\pm$ indices, their spin-isospin factors are invariant, while in $\mathcal{T}=D, V$ and $V^{\prime}$ types in Eq. (3.72), $\mathcal{T}_{+}$and $\mathcal{T}_{-}$types are interchanged with an appropriate modification of the double-coset symbols. For example, in 2 -cluster systems, we have

$$
\begin{array}{lrr}
X_{x \mathcal{T}} \rightarrow X_{x \mathcal{T}} & \text { for } & \mathcal{T}=E_{\alpha \beta}, S_{\alpha}^{\prime}, S_{\beta} \\
X_{x D_{+}} \rightarrow X_{x+1 D_{-}}, & X_{x D_{-}} \rightarrow X_{x-1 D_{+}} \tag{4.4}
\end{array}
$$

From this consideration, we essentially need to deal with the operators

$$
\begin{gather*}
w^{(d)}=1, \quad w^{(e)}=P_{\sigma}=\frac{1+\sigma_{1} \cdot \sigma_{2}}{2}  \tag{4.5a}\\
w^{(L S)}=\frac{\sigma_{1}+\sigma_{2}}{2}, \quad w^{(T)}=\left[\sigma_{1} \sigma_{2}\right]_{\mu}^{(2)} \tag{4.5b}
\end{gather*}
$$

and their spin-isospin factors defined through Eq. (3.59b). ${ }^{17}$ Then the full spin-isospin factors for the central, $L S$ and tensor forces are given by
$X_{k\{\alpha \beta ; \gamma \delta\}}^{C}=X_{k\{\alpha \beta ; \gamma \delta\}}^{d} W+X_{k\{\alpha \beta ; \gamma \delta\}}^{e} B+X_{k}^{e}{ }^{\{\alpha \beta ; \gamma \delta\}}\{\alpha \delta ; \gamma \beta\}, X_{k\{\alpha \beta ; \gamma \delta\}}^{d}\{\alpha \delta ; \gamma \beta\}$,

$$
\begin{equation*}
\left(X_{k\{\alpha \beta ; \gamma \delta\}}^{\Omega}\right)^{\text {total }}=X_{k\{\alpha \beta ; \gamma \delta\}}^{\Omega} W+X_{k\{\alpha \beta ; \gamma \delta\}\{\alpha \delta ; \gamma \beta\}}^{\Omega} H \quad \text { for } \Omega=L S \text { and tensor } \tag{4.6b}
\end{equation*}
$$

The simplest spin-isospin factors $X_{k\{\alpha \beta ; \gamma \delta\}}^{d}$ are obtained by counting the numbers of pairs :

$$
\begin{align*}
& X_{k\{\alpha \beta ; \alpha \beta\}}^{d}=\binom{k_{\alpha \beta}}{2} X_{k}^{N} \quad \text { for } \quad E_{\alpha \beta} \\
& X_{k\{\alpha \beta ; \gamma \delta\}}^{d}=k_{\alpha \beta} k_{\gamma \delta} X_{k}^{N} \quad \text { otherwise } \tag{4.7}
\end{align*}
$$

where $X_{k}^{N}$ is the spin-isospin factor for the normalization kernel defined in Eq. (3.32). Similarly, the $L S$ factors are reduced to one-body spin-isospin factors. This is a common feature of the two-body interaction that can be expressed as a simple sum of a one-body operator; $w_{s t}=w_{s}+w_{t}$. In this case, all the two-body spin-isospin factors are reduced to one-body spin-isospin factors through a similar relationship to Eq. (4.7) :

[^12]\[

$$
\begin{array}{lc}
X_{k\{\alpha \beta ; \alpha \beta\}}^{\Omega}=\left(k_{\alpha \beta}-1\right) X_{k\{\alpha \beta\}}^{\Omega} & \text { for } \quad E_{\alpha \beta} \\
X_{k\{\alpha \beta ; \gamma \delta\}}^{\Omega}=k_{\gamma \delta} X_{k\{\alpha \beta\}}^{\Omega}+k_{\alpha \beta} X_{k\{\gamma \delta\}}^{\Omega} & \text { otherwise } \tag{4.8}
\end{array}
$$
\]

where $X_{k\{\alpha \beta\}}^{\Omega}$ is defined in Eq. (3.48). The $L S$ operator in Eq. (4.5b) and $(N-1) T_{z}$ term in the Coulomb operator discussed below are of this type and these factors are obtained by calculating the reduced matrix elements

$$
X_{k\{\alpha \beta\}}^{\binom{\sigma}{\tau}(1)}=C_{k}\left\langle z_{k} \xi_{S T}\left\|\sum_{s \in \mathbf{k}_{\alpha \beta}}\left\{\begin{array}{c}
\sigma_{s} / 2  \tag{4.9}\\
\tau_{s} / 2
\end{array}\right\}\right\| \xi_{S^{\prime} T^{\prime}}^{\prime}\right\rangle
$$

and by using the relationship in Eq. (4.8).
The standard procedure to calculate the spin-isospin factors $X_{k}^{N}$ for the normalization kernel and those for the one-body operators like $X_{k\{\alpha \beta\}}^{\Omega}$ in Eq. (4.9) is to use the following decomposition of the antisymmetric spin-isospin wave functions $\xi_{S T}(1, \cdots, A)$;

$$
\begin{align*}
\xi_{S T}(1, \cdots, A) & =\sum_{S_{1} T_{1} S_{2} T_{2}}\left\langle\left[1^{A_{1}}\right] S_{1} T_{1}\left[1^{A_{2}}\right] S_{2} T_{2} \|\left[1^{A}\right] S T\right\rangle \\
& \times\left[\xi_{S_{1} T_{1}}\left(1, \cdots, A_{1}\right) \xi_{S_{2} T_{2}}\left(A_{1}+1, \cdots, A\right)\right]_{S T} \tag{4.10}
\end{align*}
$$

with $A=A_{1}+A_{2} \leq 4$. Here, the stretched $S U_{4} \supset S U_{2} \times S U_{2}$ Clebsch-Gordan (C-G) coefficients have simple values 1 or $\pm 1 / \sqrt{2}$, depending on the combinations of $\left[1^{A_{1}}\right] S_{1} T_{1}$ and $\left[1^{A_{2}}\right] S_{2} T_{2}$. [96], [107] For $A_{1} \geq A_{2}$, these are given by

$$
\begin{align*}
& \left\langle[11]\left\{\begin{array}{l}
10 \\
01
\end{array}\right\}[1] \frac{1}{2} \frac{1}{2} \|[111] \frac{1}{2} \frac{1}{2}\right\rangle=\left\{\begin{array}{c}
1 / \sqrt{2} \\
-1 / \sqrt{2}
\end{array}\right. \\
& \left\langle[11]\left\{\begin{array}{l}
10 \\
01
\end{array}\right\}[11]\left\{\begin{array}{l}
10 \\
01
\end{array}\right\} \|[1111] 00\right\rangle=\left\{\begin{array}{c}
1 / \sqrt{2} \\
-1 / \sqrt{2}
\end{array}\right. \tag{4.11}
\end{align*}
$$

besides the trivial values $\left\langle[1] \frac{1}{2} \frac{1}{2}[1] \frac{1}{2} \frac{1}{2} \|[11] 10\right\rangle=\left\langle[111] \frac{1}{2} \frac{1}{2}[1] \frac{1}{2} \frac{1}{2} \|[1111] 00\right\rangle=1$. For the interchange between $\left[1^{A_{1}}\right] S_{1} T_{1}$ and $\left[1^{A_{2}}\right] S_{2} T_{2}$, the above values should be multiplied by an extra phase factor $(-1)^{A_{1} A_{2}}(-1)^{S_{1}+S_{2}-S}(-1)^{T_{1}+T_{2}-T}$. By employing Eq. (4.10), the spin-isospin coupled wave functions of $n s$-shell clusters are further decomposed into those of $n^{2} s$-shell clusters. We write this decomposition symbolically as

$$
\begin{equation*}
\left.\left.\xi_{S T}=\sum_{\left\{S_{i j}\right\}\left\{T_{i j}\right\} r} \xi_{\left\{S_{i j}\right\}\left\{T_{i j}\right\} r ; S T}\left\langle\left\{S_{i j}\right\}\left\{T_{i j}\right\} r\right|\right\} \xi_{S T}\right\rangle \tag{4.12}
\end{equation*}
$$

where $\xi_{\left\{S_{i j}\right\}\left\{T_{i j}\right\} r ; S T}$ denotes that the $k_{i j}$-nucleon spin-isospin wave functions with $S_{i j}$ and $T_{i j}$ are coupled into the total $S$ and $T$ with extra spin-isospin quantum numbers $r$ for intermediate couplings. The coefficient $\left.\left.\left\langle\left\{S_{i j}\right\}\left\{T_{i j}\right\} r\right|\right\} \xi_{S T}\right\rangle$ is given as a product of the $S U_{4}$ C-G coefficients in Eq. (4.10). In order to facilitate the operation $z_{k}$ in Eq. (3.28), we also introduce $\widetilde{\xi}_{\left\{S_{j i}\right\}\left\{T_{j i}\right\} \widetilde{r} ; S T}$ in which the clusters $C_{j}$ with $\mathbf{A}_{j}=\left\{\mathbf{k}_{1 j}, \cdots, \mathbf{k}_{n j}\right\}$ are decomposed into $C_{j 1}, \cdots, C_{j n}$ with the particle numbers $k_{j 1}, \cdots, k_{j n}$ and the spinisospin values $S_{j 1} T_{j 1}, \cdots, S_{j n} T_{j n}$, respectively;

$$
\begin{equation*}
\left.\left.\xi_{S T}=\sum_{\left\{S_{j i}\right\}\left\{T_{j i}\right\} \widetilde{r}} \widetilde{\xi}_{\left\{S_{j i}\right\}\left\{T_{j i}\right\} \widetilde{r} ; S T}\left\langle\left\{S_{j i}\right\}\left\{T_{j i}\right\} \widetilde{r}\right|\right\} \xi_{S T}\right\rangle \tag{4.13}
\end{equation*}
$$

Then the effect of $z_{k}$ on $\xi_{S T}$ restores it to the same form as in Eq. (4.12), but the ordering of the intermediate couplings is entirely different :

$$
\begin{equation*}
\left.\left.z_{k} \xi_{S T}=\sum_{\left\{S_{j i}\right\}\left\{T_{j i}\right\} \widetilde{r}} \xi_{\left\{S_{j i}\right\}\left\{T_{j i}\right\} \widetilde{r} ; S T}\left\langle\left\{S_{j i}\right\}\left\{T_{j i}\right\} \widetilde{r}\right|\right\} \xi_{S T}\right\rangle \tag{4.14}
\end{equation*}
$$

Then by applying the decomposition in Eq. (4.10) to the ket side also, we obtain

$$
\begin{align*}
X_{k}^{N} & =C_{k}\left\langle z_{k} \xi_{S T} \mid \xi_{S T}^{\prime}\right\rangle \\
& \left.\left.\left.\left.=C_{k} \sum_{\left\{S_{i j}\right\}\left\{T_{i j}\right\} \widetilde{r}}\left\langle\left\{S_{j i}\right\}\left\{T_{j i}\right\} \widetilde{r}\right|\right\} \xi_{S T}\right\rangle\left\langle\left\{S_{i j}\right\}\left\{T_{i j}\right\} r\right|\right\} \xi_{S T}^{\prime}\right\rangle \\
& \times\left\langle\xi_{\left\{S_{j i}\right\}\left\{T_{j i}\right\} \widetilde{r} ; S T} \mid \xi_{\left\{S_{i j}\right\}\left\{T_{i j}\right\} r ; S T}\right\rangle . \tag{4.15}
\end{align*}
$$

The last matrix elements in Eq. (4.15) are obtained by the angular-momentum recouplings of $n^{2}$-cluster spin-isospin wave functions. In order to calculate the one-body spin-isospin factors $X_{k\{\alpha \beta\}}^{\sigma(1)}$ in Eq. (4.9), for example, we only need to assume $S \neq S^{\prime}$ and augment the last matrix element in Eq. (4.15) with a multiplication of the onebody reduced matrix element $\left\langle\xi_{S_{\alpha \beta} T_{\alpha \beta}}\left(\mathbf{k}_{\alpha \beta}\right)\left\|\sum_{s \in \mathbf{k}_{\alpha \beta}} \sigma_{s} / 2\right\| \xi_{S_{\alpha \beta} T_{\alpha \beta}}\left(\mathbf{k}_{\alpha \beta}\right)\right\rangle$, which is equal to $\sqrt{S_{\alpha \beta}\left(S_{\alpha \beta}+1\right)}$.

Before prceeding to the evaluation of the other spin-isospin factors for the operators in Eq. (4.5) and also for the Coulomb operator $w^{(C L)}=\left(1+\tau_{1 z}\right)\left(1+\tau_{2 z}\right) / 4$, let us consider the tensorial representation of the operators. In the definition of spin-isospin factors in Eq. (3.59b), we have summed up the two-body operators over the particle indices $(s<t)$ of $w_{s t}^{(\Omega)}$ with respect to all the nucleons which yield a common spatial integral for some particular exchange and interaction type $\mathcal{T}=\{\alpha \beta ; \gamma \delta\}$. Therefore, it is useful to find simple expressions for

$$
\begin{equation*}
\mathcal{W}^{\Omega}=\sum_{s<t}^{N} w_{s t}^{(\Omega)} \tag{4.16}
\end{equation*}
$$

for an $N$-nucleon system. For $P_{\sigma}$ in Eq. (4.5a), it is given by

$$
\begin{equation*}
\mathcal{W}^{e}=\sum_{s<t}^{N} \frac{1+\sigma_{s} \cdot \sigma_{t}}{2}=\frac{1}{4} N(N-4)+\mathrm{S}^{2}, \tag{4.17}
\end{equation*}
$$

where $\mathbf{S}=\sum_{s=1}^{N} \sigma_{s} / 2$ is the total spin operator of the $N$-nucleon system. ${ }^{18}$ Similarly, we find

[^13]\[

$$
\begin{gather*}
\mathcal{W}^{(L S)}=\sum_{s<t}^{N} \frac{\sigma_{s}+\sigma_{t}}{2}=(N-1) \mathbf{S},  \tag{4.18}\\
\mathcal{W}^{(T)}=\sum_{s<t}^{N}\left[\sigma_{s} \sigma_{t}\right]_{\mu}^{(2)}=2[S S]_{\mu}^{(2)} \equiv S_{\mu}^{(2)} . \tag{4.19}
\end{gather*}
$$
\]

In the tensor operator, we have used $[\sigma \sigma]_{\mu}^{(2)}=0$ for the Pauli matrices $\sigma$. Furthermore, the second-rank tensor for the $N$-nucleon system is defined by $S_{\mu}^{(2)}=2[S S]_{\mu}^{(2)}$. For the two-nucleon system with $\mathbf{S}=\left(\sigma_{1}+\sigma_{2}\right) / 2$, this definition yields $S_{\mu}^{(2)}=\left[\sigma_{1} \sigma_{2}\right]_{\mu}^{(2)}$ as expected. The reduced matrix elements of $S=S^{(1)}=\mathrm{S}$ and $S_{\mu}^{(2)}$ are obtained from $S_{0}^{(2)}=\sqrt{6}\left(S_{z}^{2}-\mathrm{S}^{2} / 3\right)$ and C-G coefficients

$$
\begin{align*}
\left\langle S S_{z} 10 \mid S S_{z}\right\rangle & =\frac{S_{z}}{\sqrt{S(S+1)}} \\
\left\langle S S_{z} 20 \mid S S_{z}\right\rangle & =\frac{3 S_{z}^{2}-S(S+1)}{\sqrt{S(S+1)(2 S-1)(2 S+3)}} \tag{4.20}
\end{align*}
$$

with the results given by ${ }^{19}$

$$
\begin{align*}
& \langle S\|\mathbf{S}\| S\rangle=\sqrt{S(S+1)} \\
& \left\langle S\left\|S^{(2)}\right\| S\right\rangle=\sqrt{\frac{2}{3} S(S+1)(2 S-1)(2 S+3)} \tag{4.21}
\end{align*}
$$

The Coulomb factor $\mathcal{W}^{(C L)}$ is also expressed by the tensor operators in the isospin space:

$$
\begin{align*}
\mathcal{W}^{(C L)} & =\sum_{s<t}^{N} \frac{1+\tau_{s z}}{2} \frac{1+\tau_{t z}}{2}=\frac{N}{4}\left(\frac{N}{2}-1\right)+\frac{N-1}{2} T_{z}+\frac{1}{2} T_{z}^{2} \\
& =\left[\frac{N}{4}\left(\frac{N}{2}-1\right)+\frac{1}{6} \mathbf{T}^{2}\right]+\frac{N-1}{2} T_{z}+\frac{1}{2 \sqrt{6}} T_{0}^{(2)} \tag{4.22}
\end{align*}
$$

Here, $\mathbf{T}$ and $T_{\mu}^{(2)}=2[T T]_{\mu}^{(2)}$ are defined similarly to the spin case and their reduced matrix elements are given by Eq. (4.21) with all the $S$ being replaced by $T$. As an immediate application of $\mathcal{W}^{\Omega}$ derived here, we can calculate internal energies of $s$-shell clusters. These are explicitly given by

$$
\begin{align*}
& E^{(i n t)}(C)=(N-1) \frac{3 \hbar^{2} \nu}{2 M} \\
& +v_{0}\left(\frac{\nu}{\nu+\kappa}\right)^{\frac{3}{2}}\left\{\binom{N}{2}(W+M)+\left[\frac{1}{4} N(N-4)+S(S+1)\right](B+H)\right\} \\
& +2 e^{2} \sqrt{\frac{\nu}{\pi}}\left[\frac{N}{4}\left(\frac{N}{2}-1\right)+\frac{N-1}{2} T_{z}+\frac{1}{2} T_{z}^{2}\right] \tag{4.23}
\end{align*}
$$

[^14]for $(0 s)^{N}$ clusters with $S S_{z} T T_{z}$, interacting by the two-nucleon interaction in Eq. (3.61).
One of the merits of $\mathcal{W}^{\Omega}$ is that they are single particle operators of the $N$-nucleon clusters, so that they do not transfer the spin and isospin values of clusters. This property is conveniently used for evaluating the other spin-isospin factors just in the same way as we have done for the single particle operators in the preceding paragraph. Namely, for the non- $E$ type interaction type $\{\alpha \beta ; \gamma \delta\}$, we consider a merged system $\mathbf{k}_{\alpha \beta} \cup \mathbf{k}_{\gamma \delta}$ and extend the definition of the spin-isospin factors in Eq. (3.59b) to
\[

$$
\begin{equation*}
X_{k\{\alpha \beta\} \cup\{\gamma \delta\}}^{\Omega} \equiv C_{k}\left\langle z_{k} \xi\right| \sum_{s, t \in \mathbf{k}_{\alpha \beta} \cup \mathbf{k}_{\gamma \delta}, s<t} w_{s t}^{(\Omega)}\left|\xi^{\prime}\right\rangle \tag{4.24}
\end{equation*}
$$

\]

The operator involved in Eq. (4.24) is $\mathcal{W}^{\Omega}$ for the ( $k_{\alpha \beta}+k_{\gamma \delta}$ )-nucleon subsystem. Then if we further recouple $\xi_{\left\{S_{i j}\right\}\left\{T_{i j}\right\} r ; S T}$ in Eq. (4.15) in such a way that a coupled combination $\left[\xi_{S_{\alpha \beta} T_{\alpha \beta}}\left(\mathbf{k}_{\alpha \beta}\right) \xi_{S_{\gamma \delta} T_{\gamma \delta}}\left(\mathbf{k}_{\gamma \delta}\right)\right]_{S_{\alpha \beta \gamma \delta} T_{\alpha \beta \gamma \delta}}$ is explicitly involved, we can replace the operator with a possible c-number term and the reduced matrix elements of single particle operators. Once $X_{k\{\alpha \beta\} \cup\{\gamma \delta\}}^{\Omega}$ are obtained, we can easily find $X_{k\{\alpha \beta ; \gamma \delta\}}^{\Omega}$ through ${ }^{20}$

$$
\begin{equation*}
X_{k\{\alpha \beta ; \gamma \delta\}}^{\Omega}=X_{k\{\alpha \beta\} \cup\{\gamma \delta\}}^{\Omega}-X_{k\{\alpha \beta ; \alpha \beta\}}^{\Omega}-X_{k\{\gamma \delta ; \gamma \delta\}}^{\Omega} \tag{4.25}
\end{equation*}
$$

In the following, we deem Eq. (4.24) an extension of $E$-type spin-isospin factors $X_{k T}^{\Omega}$ with $\mathcal{T}=\{\alpha \beta ; \alpha \beta\}$ to $\mathcal{T}=\{\alpha \beta\} \cup\{\gamma \delta\}$, and use a shorthand notation

$$
\begin{equation*}
X_{k T}^{\Omega}=C_{k}\left\langle z_{k} \xi\right| \mathcal{W}_{\mathcal{T}}^{\Omega}\left|\xi^{\prime}\right\rangle \tag{4.26}
\end{equation*}
$$

From these discussions, a general procedure to evaluate the spin-isospin factors by the use of the $c f p$ expansions and angular-momentum recoupling techniques is formulated as follows. For the extended $E$-type interaction types $\mathcal{T}$ described above, we first calculate

$$
\left.\begin{array}{c}
X_{k}^{N}  \tag{4.27}\\
X_{k \mathcal{T}}^{\sigma(\lambda)} \\
X_{k T}^{\tau(\lambda)}
\end{array}\right\}=C_{k}\left\langle z_{k} \xi_{S T}\left\|\left\{\begin{array}{c}
1 \\
S_{T}^{(\lambda)} \\
T_{T}^{(\lambda)}
\end{array}\right\}\right\| \xi_{S^{\prime} T^{\prime}}^{\prime}\right\rangle
$$

Here, $S_{\mathcal{T}}^{(\lambda)}$ and $T_{\mathcal{T}}^{(\lambda)}$ are single-particle spin and isospin operators of rank $\lambda$ defined for the nucleon ensemble specified by $T$. To be more specific, we assume

$$
\begin{equation*}
S^{(0)}=\mathrm{S}^{2}, \quad S_{\mu}^{(1)}=S_{\mu}, \quad S_{\mu}^{(2)}=2[S S]_{\mu}^{(2)} \tag{4.28}
\end{equation*}
$$

for the spin operators and $S \rightarrow T$ for the isospin operators. The reduced matrix elements of these operators are given in Eq. (4.21), together with $\mathbf{S}^{2}=S(S+1)$. After these factors are converted to two-body spin-isospin factors $X_{k T}^{\Omega}$ for $\mathcal{W}^{\Omega}$, those for general interaction types $\mathcal{T}$ are obtained by using Eq. (4.25). The exchange central factors $X_{k\{\alpha \beta ; \gamma \delta\}}^{e}$ in Eq. (4.6a) are given by

[^15]\[

$$
\begin{align*}
& X_{k\{\alpha \beta ; \alpha \beta\}}^{e}=\frac{1}{4} k_{\alpha \beta}\left(k_{\alpha \beta}-4\right) X_{k}^{N}+X_{k\{\alpha \beta ; \alpha \beta\}}^{\sigma(0)} \quad \text { for } \quad E_{\alpha \beta} \\
& X_{k\{\alpha \beta ; \gamma \delta\}}^{e}=\frac{1}{2} k_{\alpha \beta} k_{\gamma \delta} X_{k}^{N}+X_{k\{\alpha \beta ; \gamma \delta\}}^{\sigma(0)} \quad \text { otherwise } \tag{4.29}
\end{align*}
$$
\]

where $X_{k\{\alpha \beta ; \gamma \delta\}}^{\sigma(0)}$ are defined through Eq. (4.25) with $\Omega=\sigma(0)$. For the $L S$ factors (and also for a part of Coulomb factors), the definition of $X_{k T}^{\sigma(1)}$ or $X_{k T}^{\tau(1)}$ in Eq. (4.27) is equivalent to that in Eq. (4.9), if we identify the type classification $\{\alpha \beta\}$ of the one-body operators with $E_{\alpha \beta}$ for the two-body interaction types. Due to the additivity of these first-rank tensors, we only need to calculate these $E_{\alpha \beta}$-type factors. The others are obtained through Eq. (4.8) ; namely, ${ }^{21}$

$$
\begin{array}{lc}
X_{k\{\alpha \beta ; \alpha \beta\}}^{L S}=\left(k_{\alpha \beta}-1\right) X_{k\{\alpha \beta ; \alpha \beta\}}^{\sigma(1)} & \text { for } \\
E_{\alpha \beta}  \tag{4.30}\\
X_{k\{\alpha \beta ; \gamma \delta\}}^{L S}=k_{\gamma \delta} X_{k\{\alpha \beta ; \alpha \beta\}}^{\sigma(1)}+k_{\alpha \beta} X_{k\{\gamma \delta ; \gamma \delta\}}^{\sigma(1)} & \text { otherwise }
\end{array}
$$

The tensor factors in Eq. (4.6b) are directly given by

$$
\begin{equation*}
X_{k\{\alpha \beta ; \gamma \delta\}}^{T}=X_{k\{\alpha \beta ; \gamma \delta\}}^{\sigma(2)} \tag{4.31}
\end{equation*}
$$

(We have assumed unity for the reduced matrix elements of the formal spin and tensor operators in Eq. (3.69).) Finally, the Coulomb factors are given by

$$
\begin{align*}
X_{k\{\alpha \beta ; \alpha \beta\}}^{C L}= & \delta_{T, T^{\prime}}\left[\frac{k_{\alpha \beta}}{4}\left(\frac{k_{\alpha \beta}}{2}-1\right)+\frac{1}{6} X_{k\{\alpha \beta ; \alpha \beta\}}^{\tau(0)}\right]+\left\langle T^{\prime} T_{z} 10 \mid T T_{z}\right\rangle \frac{k_{\alpha \beta}-1}{2} \\
& \times X_{k\{\alpha \beta ; \alpha \beta\}}^{\tau(1)}+\left\langle T^{\prime} T_{z} 20 \mid T T_{z}\right\rangle \frac{1}{2 \sqrt{6}} X_{k\{\alpha \beta ; \alpha \beta\}}^{\tau(2)} \quad \text { for } E_{\alpha \beta} \\
X_{k\{\alpha \beta ; \gamma \delta\}}^{C L}= & \delta_{T, T^{\prime}}\left[\frac{1}{4} k_{\alpha \beta} k_{\gamma \delta}+\frac{1}{6} X_{k\{\alpha \beta ; \gamma \delta\}}^{\tau(0)}\right] \\
& +\left\langle T^{\prime} T_{z} 10 \mid T T_{z}\right\rangle \frac{1}{2}\left[k_{\gamma \delta} X_{k\{\alpha \beta ; \alpha \beta\}}^{\tau(1)}+k_{\alpha \beta} X_{k\{\gamma \delta ; \gamma \delta\}}^{\tau(1)}\right] \\
& +\left\langle T^{\prime} T_{z} 20 \mid T T_{z}\right\rangle \frac{1}{2 \sqrt{6}} X_{k\{\alpha \beta ; \gamma \delta\}}^{\tau(2)} \quad \text { otherwise } . \tag{4.32}
\end{align*}
$$

Before closing this subsection, it is useful to show some kind of sum formulae for spinisospin factors, which can be easily obtained as a further extension of the relationship in Eq. (4.25). These formulae are also useful for a check of spin-isospin factors in numerical calculations. These are given by

$$
\begin{align*}
& \sum_{\alpha} X_{k E_{\alpha \beta}}^{\Omega}+\sum_{(\alpha \gamma)} X_{k S_{\beta}^{(\alpha \gamma)}}^{\Omega}=\left(X_{k}^{N}\right)_{S T} H_{\beta}^{\prime \Omega}  \tag{4.33a}\\
& \sum_{\beta} X_{k E_{\alpha \beta}}^{\Omega}+\sum_{(\beta \delta)} X_{k S_{\alpha}^{\prime}(\beta \delta)}^{\Omega}=H_{\alpha}^{\Omega}\left(X_{k}^{N}\right)_{S^{\prime} T^{\prime}} \tag{4.33b}
\end{align*}
$$

[^16]where different spin-isospin values $S T$ and $S^{\prime} T^{\prime}$ for the bra and the ket sides, respectively, are possible in general. Furthermore, $H_{\alpha}^{\Omega}$ etc. are factors of subunit clusters defined through
\[

$$
\begin{align*}
H_{\beta}^{\prime \Omega} & =\left\langle\xi_{S T}^{\prime}\right| \sum_{s, t \in \mathbf{A}_{\beta}, s<t} w_{s t}^{(\Omega)}\left|\xi_{S^{\prime} T^{\prime}}^{\prime}\right\rangle  \tag{4.34a}\\
H_{\alpha}^{\Omega} & =\left\langle\xi_{S T}\right| \sum_{s, t \in \mathbb{A}_{\alpha}, s<t} w_{s t}^{(\Omega)}\left|\xi_{S^{\prime} T^{\prime}}\right\rangle \tag{4.34b}
\end{align*}
$$
\]

In particular, the central factors are explicitly given by

$$
\begin{equation*}
H_{\alpha}^{C}=\binom{A_{\alpha}}{2}(W+M)+\left[\frac{1}{4} A_{\alpha}\left(A_{\alpha}-4\right)+S_{\alpha}\left(S_{\alpha}+1\right)\right](B+H) \tag{4.35}
\end{equation*}
$$

where $S_{\alpha}$ is the spin-value of the cluster $C_{\alpha}$. Another relationship is obtained if we add up all the spin-isospin factors:

$$
\begin{equation*}
\sum_{\{\alpha \beta ; \gamma \delta\}} X_{k\{\alpha \beta ; \gamma \delta\}}^{\Omega}=\delta_{S, S^{\prime}} \delta_{T, T^{\prime}} X_{k}^{N} H_{0}^{\Omega} \tag{4.36}
\end{equation*}
$$

where $H_{0}^{\Omega}$ is given by

$$
\begin{equation*}
H_{0}^{\Omega}=\left\langle\xi_{S T}\right| \sum_{s<t}^{A} w_{s t}^{(\Omega)}\left|\xi_{S T}\right\rangle=\left\langle\xi_{S T}^{\prime}\right| \sum_{s<t}^{A} w_{s t}^{(\Omega)}\left|\xi_{S T}^{\prime}\right\rangle \tag{4.37}
\end{equation*}
$$

### 4.2 2-Cluster Systems

In order to carry out the procedure discussed in the preceding subsection for general 2-cluster systems composed of $A=A_{1}+A_{2}\left(1 \leq A_{2} \leq A_{1} \leq 4\right)$ nucleons, we assume a particular spin-isospin wave function

$$
\begin{equation*}
\xi_{S_{1} T_{1} S_{2} T_{2} ; S S_{z} T T_{z}}=\left[\xi_{S_{1} T_{1}}\left(1, \cdots, A_{1}\right) \xi_{S_{2} T_{2}}\left(A_{1}+1, \cdots, A\right)\right]_{S S_{z} T T_{z}} \tag{4.38}
\end{equation*}
$$

for the bra state and $\xi_{S_{1}^{\prime} T_{1}^{\prime} S_{2}^{\prime} T_{2}^{\prime} ; S^{\prime} S_{z}^{\prime} T^{\prime} T_{z}^{\prime}}$ for the ket state with $S_{z}^{\prime}=S_{z}$ and $T_{z}^{\prime}=T_{z}$.
First of all, as to the coefficients with $\lambda=1$ in Eq. (4.27), we only need to calculate them for four $\mathcal{T}=E_{\alpha \beta}$ types. When $\lambda=0$ and 2, the sum formulae in Eqs. (4.33) and $(4.36)$ reduce the number of independent coefficients to a great extent. One can easily show that,

$$
\begin{align*}
& H_{1}^{\sigma(\lambda)}=\left[\begin{array}{ccc}
S_{1} & S_{2} & S^{\prime} \\
\lambda & 0 & \lambda \\
S_{1} & S_{2} & S
\end{array}\right]\left\langle S_{1}\left\|S^{(\lambda)}\right\| S_{1}\right\rangle,  \tag{4.39a}\\
& H_{2}^{\sigma(\lambda)}
\end{align*}=\left[\begin{array}{ccc}
S_{1} & S_{2} & S^{\prime}  \tag{4.39b}\\
0 & \lambda & \lambda \\
S_{1} & S_{2} & S
\end{array}\right]\left\langle S_{2}\left\|S^{(\lambda)}\right\| S_{2}\right\rangle,
$$

$$
\begin{align*}
& H_{1}^{\prime \sigma(\lambda)}=\left[\begin{array}{ccc}
S_{1}^{\prime} & S_{2}^{\prime} & S^{\prime} \\
\lambda & 0 & \lambda \\
S_{1}^{\prime} & S_{2}^{\prime} & S
\end{array}\right]\left\langle S_{1}^{\prime}\left\|S^{(\lambda)}\right\| S_{1}^{\prime}\right\rangle,  \tag{4.39c}\\
& H_{2}^{\prime \sigma(\lambda)}=\left[\begin{array}{ccc}
S_{1}^{\prime} & S_{2}^{\prime} & S^{\prime} \\
0 & \lambda & \lambda \\
S_{1}^{\prime} & S_{2}^{\prime} & S
\end{array}\right]\left\langle S_{2}^{\prime}\left\|S^{(\lambda)}\right\| S_{2}^{\prime}\right\rangle, \tag{4.39d}
\end{align*}
$$

for the operators $S^{(\lambda)}$ in Eq. (4.28). The factors for $H_{\alpha}^{\tau(\lambda)}$ and $H_{\beta}^{\prime \tau(\lambda)}$ are obtained by $S \rightarrow T$. Then, $X_{x S_{\alpha}^{\prime}}^{\sigma(0)}$ and $X_{x S_{\beta}}^{\sigma(0)}$ in Eq. (4.29), for example, are obtained from ${ }^{22}$

$$
\begin{align*}
& X_{x S_{\alpha}^{\prime}}^{\sigma(0)}=H_{\alpha}^{\sigma(0)} X_{x}^{N}-\sum_{\beta} X_{x E_{\alpha \beta}}^{\sigma(0)},  \tag{4.40a}\\
& X_{x S_{\beta}}^{\sigma(0)}=X_{x}^{N} H_{\beta}^{\prime \sigma(0)}-\sum_{\alpha} X_{x E_{\alpha \beta}}^{\sigma(0)} \tag{4.40b}
\end{align*}
$$

with $S=S^{\prime}$ and $T=T^{\prime}$. We can also add up these spin-isospin factors with respect to the dummy indices $\alpha$ and $\beta$ for the spatial integrals. Namely, in general $\Omega$, we define

$$
\begin{gather*}
X_{x E}^{\Omega}=\sum_{\alpha \beta} X_{x E_{\alpha \beta}}^{\Omega},  \tag{4.41a}\\
X_{x S^{\prime}}^{\Omega}=\sum_{\alpha} X_{x S_{\alpha}^{\prime}}^{\Omega}, \quad X_{x S}^{\Omega}=\sum_{\beta} X_{x S_{\beta}}^{\Omega},  \tag{4.41b}\\
H^{\Omega}=\sum_{\alpha} H_{\alpha}^{\Omega}, \quad H^{\prime \Omega}=\sum_{\beta} H_{\beta}^{\prime \Omega} . \tag{4.41c}
\end{gather*}
$$

Then, we find

$$
\begin{align*}
& X_{x S^{\prime}}^{\Omega}=H^{\Omega} X_{x}^{N}-X_{x E}^{\Omega}  \tag{4.42a}\\
& X_{x S}^{\Omega}=X_{x}^{N} H^{\prime \Omega}-X_{x E}^{\Omega} \tag{4.42b}
\end{align*}
$$

On the other hand, $X_{x D_{+}}^{\Omega}$ and $X_{x D_{-}}^{\Omega}$ are also related to each other through the sum formula in Eq. (4.36). Thus we only need to introduce just one extra $E$-type factor $X_{x\{12\} \cup\{21\}}^{\Omega}$ in Eq. (4.24). We call $\mathcal{I}=\{12\} \cup\{21\} \quad E_{-}$type. Then we find

$$
\begin{equation*}
X_{x D_{-}}^{\Omega}=X_{x E_{-}}^{\Omega}-X_{x E_{12}}^{\Omega}-X_{x E_{21}}^{\Omega} \tag{4.43a}
\end{equation*}
$$

[^17]\[

$$
\begin{equation*}
X_{x D_{+}}^{\Omega}=\delta_{S, S^{\prime}} \delta_{T, T^{\prime}} X_{x}^{N} H_{0}^{\Omega}+X_{x E}^{\Omega}-X_{x}^{N} H^{\prime \Omega}-H^{\Omega} X_{x}^{N}-X_{x D_{-}}^{\Omega} \tag{4.43b}
\end{equation*}
$$

\]

After all, we only need to calculate the spin-isospin factors in Eq. (4.27) for $\mathcal{T}=E_{\alpha \beta}$ and $E_{-}$, if $\lambda=0$ or 2 .

After a straightforward calculation, we obtain

$$
\begin{align*}
& \left.\begin{array}{c}
X_{x}^{N} \\
X_{x}^{\sigma}(\lambda) \\
X_{x}^{\tau}(\lambda)
\end{array}\right\}=(-1)^{x}\binom{A_{1}}{x}\binom{A_{2}}{x} \sum_{\left\{S_{\alpha \beta}\right\}\left\{T_{\alpha \beta}\right\}}\left\langle\left[1^{A_{1}-x}\right] S_{11} T_{11}\left[1^{x}\right] S_{12} T_{12} \|\left[1^{A_{1}}\right] S_{1} T_{1}\right\rangle \\
& \times\left\langle\left[1^{x}\right] S_{21} T_{21}\left[1^{A_{2}-x}\right] S_{22} T_{22} \|\left[1^{A_{2}}\right] S_{2} T_{2}\right\rangle\left\langle\left[1^{A_{1}-x}\right] S_{11} T_{11}\left[1^{x}\right] S_{21} T_{21} \|\left[1^{A_{1}}\right] S_{1}^{\prime} T_{1}^{\prime}\right\rangle \\
& \quad \times\left\langle\left[1^{x}\right] S_{12} T_{12}\left[1^{A_{2}-x}\right] S_{22} T_{22} \|\left[1^{A_{2}}\right] S_{2}^{\prime} T_{2}^{\prime}\right\rangle\left\{\begin{array}{l}
X_{x N}^{\sigma} X_{x N}^{\tau} \\
X_{x \mathcal{T}}^{\sigma(\lambda)} X_{x N}^{\tau} \\
X_{x N}^{\sigma} X_{x \mathcal{T}}^{\tau(\lambda)}
\end{array}\right. \tag{4.44}
\end{align*}
$$

with

$$
X_{x N}^{\sigma}=\delta_{S, S^{\prime}}\left[\begin{array}{ccc}
S_{11} & S_{12} & S_{1} \\
S_{21} & S_{22} & S_{2} \\
S_{1}^{\prime} & S_{2}^{\prime} & S
\end{array}\right]
$$

$$
\left.X_{x E_{11}}^{\sigma(\lambda)} X_{x E_{12}}^{\sigma(\lambda)}, ~\right\}=\sum_{S_{1}^{\prime \prime}}\left[\begin{array}{ccc}
S_{11} & S_{12} & S_{1}^{\prime \prime} \\
S_{21} & S_{22} & S_{2} \\
S_{1}^{\prime} & S_{2}^{\prime} & S^{\prime}
\end{array}\right]\left[\begin{array}{ccc}
S_{1}^{\prime \prime} & S_{2} & S^{\prime} \\
\lambda & 0 & \lambda \\
S_{1} & S_{2} & S
\end{array}\right]\left\{\begin{array}{ccc}
{\left[\begin{array}{ccc}
S_{11} & S_{12} & S_{1}^{\prime \prime} \\
\lambda & 0 & \lambda \\
S_{11} & S_{12} & S_{1}
\end{array}\right]\left\langle S_{11}\left\|S^{(\lambda)}\right\| S_{11}\right\rangle} \\
{\left[\begin{array}{ccc}
S_{11} & S_{12} & S_{1}^{\prime \prime} \\
0 & \lambda & \lambda \\
S_{11} & S_{12} & S_{1}
\end{array}\right]\left\langle S_{12}\left\|S^{(\lambda)}\right\| S_{12}\right\rangle}
\end{array}\right.
$$

$$
\left.\begin{array}{l}
X_{x E_{21}}^{\sigma(\lambda)} \\
X_{x E_{22}}^{\sigma(\lambda)}
\end{array}\right\}=\sum_{S_{2}^{\prime \prime}}\left[\begin{array}{ccc}
S_{11} & S_{12} & S_{1} \\
S_{21} & S_{22} & S_{2}^{\prime \prime} \\
S_{1}^{\prime} & S_{2}^{\prime} & S^{\prime}
\end{array}\right]\left[\begin{array}{ccc}
S_{1} & S_{2}^{\prime \prime} & S^{\prime} \\
0 & \lambda & \lambda \\
S_{1} & S_{2} & S
\end{array}\right]\left\{\begin{array}{ccc}
S_{21} & S_{22} & S_{2}^{\prime \prime} \\
\lambda & 0 & \lambda \\
S_{21} & S_{22} & S_{2}
\end{array}\right]\left\langle S_{21}\left\|S^{(\lambda)}\right\| S_{21}\right\rangle
$$

$$
\begin{align*}
X_{x E_{-}}^{\sigma(\lambda)}= & \sum_{S_{1}^{\prime \prime}, S_{2}^{\prime \prime}}(-1)^{2 S_{22}-S_{2}-S_{2}^{\prime}+S_{2}^{\prime \prime}}\left[\begin{array}{ccc}
S_{11} & S_{12} & S_{1} \\
S_{22} & S_{21} & S_{2} \\
S_{1}^{\prime \prime} & S_{2}^{\prime \prime} & S
\end{array}\right]\left[\begin{array}{ccc}
S_{11} & S_{21} & S_{1}^{\prime} \\
S_{22} & S_{12} & S_{2}^{\prime} \\
S_{1}^{\prime \prime} & S_{2}^{\prime \prime} & S^{\prime}
\end{array}\right]\left[\begin{array}{ccc}
S_{1}^{\prime \prime} & S_{2}^{\prime \prime} & S^{\prime} \\
0 & \lambda & \lambda \\
S_{1}^{\prime \prime} & S_{2}^{\prime \prime} & S
\end{array}\right] \\
& \times\left\langle S_{2}^{\prime \prime}\left\|S^{(\lambda)}\right\| S_{2}^{\prime \prime}\right\rangle \quad(\lambda=0 \text { or } 2) . \tag{4.45}
\end{align*}
$$

In Eq. (4.44), the summation $\left\{S_{\alpha \beta}\right\}$ means that over $S_{11}, S_{12}, S_{21}$ and $S_{22}$ etc. The reduced matrix elements of the spin operators are given in Eq. (4.21) and $\left\langle S\left\|S^{(0)}\right\|\right.$ $S\rangle=S(S+1)$ for $S^{(0)}=\mathrm{S}^{2}$. For $X_{x}^{\tau} \tau$, all the $S$ should be converted into $T$ in Eq. (4.45).

Although Eqs. (4.44) and (4.45) are not too much complicated, we can efficiently compute them with a computer machine. However, if one of the two $s$-shell clusters is an alpha cluster ( $A_{1}=4$, for example), we can obtain simple analytic expressions for the spin-isospin factors, if we use the valence orbital method [83]. Since this technique is discussed in the next subsection in some detail, we show here only the final result of the calculations for the diagonal ( $S T=S^{\prime} T^{\prime}$ ) configurations :

$$
\begin{equation*}
X_{x}^{N}=(-1)^{x}\binom{A_{2}}{x}, \quad X_{x \mathcal{T}}=X_{x}^{N} F_{x \tau} \tag{4.46}
\end{equation*}
$$

with

$$
\begin{align*}
& F_{x E_{11}}=X_{0 E_{11}}-\frac{x}{A_{2}}\left(X_{0 D_{+}}+X_{1 D_{-}}\right)+\frac{x(x-1)}{A_{2}\left(A_{2}-1\right)} X_{0 E_{22}} \\
& F_{x E_{12}}=F_{x E_{21}}=\frac{x(x-1)}{A_{2}\left(A_{2}-1\right)} X_{0 E_{22}}, \\
& F_{x E_{22}}=\frac{\left(A_{2}-x\right)\left(A_{2}-x-1\right)}{A_{2}\left(A_{2}-1\right)} X_{0 E_{22}}, \\
& F_{x S_{1}}=F_{x S_{1}^{\prime}}=\frac{x}{A_{2}}\left(X_{0 D_{+}}+X_{1 D_{-}}-2 \frac{x-1}{A_{2}-1} X_{0 E_{22}}\right), \\
& F_{x S_{2}}=F_{x S_{2}^{\prime}}=2 \frac{x\left(A_{2}-x\right)}{A_{2}\left(A_{2}-1\right)} X_{0 E_{22}} \\
& F_{x D_{+}}=\left(1-\frac{x}{A_{2}}\right)\left(X_{0 D_{+}-2} \frac{x}{A_{2}-1} X_{0 E_{22}}\right), \\
& F_{x D_{-}}=-\frac{x}{A_{2}}\left(X_{\left.1 D_{-}-2 \frac{x-1}{A_{2}-1} X_{0 E_{22}}\right)} .\right. \tag{4.47}
\end{align*}
$$

The basic spin-isospin factors, $X_{0 E_{11}}, X_{0 E_{22}}, X_{0 D_{+}}$and $X_{1 D_{-}}$are easily derived for each type of interactions. They are explicitly given by
[central]

$$
\begin{align*}
& X_{0 E_{11}}=X_{d}+X_{e} \\
& X_{0 E_{22}}=H^{C}=\binom{A_{2}}{2}(W+M)+\left[\frac{1}{4} A_{2}\left(A_{2}-4\right)+S(S+1)\right](B+H) \\
& X_{0 D_{+}}=\frac{A_{2}}{2} X_{d}, \quad X_{1 D_{-}}=\frac{A_{2}}{2} X_{e} \tag{4.48a}
\end{align*}
$$

where $X_{d}=8 W+4 B-4 H-2 M$ and $X_{e}=8 M+4 H-4 B-2 W$ as usual,
[ $L S$ ]

$$
X_{0 E_{11}}=0,\left\{\begin{array}{c}
X_{0 E_{22}}  \tag{4.48b}\\
X_{0 D_{+}} \\
X_{1 D_{-}}
\end{array}\right\}=\left\{\begin{array}{c}
A_{2}-1 \\
4 \\
-4
\end{array}\right\} \sqrt{S(S+1)}
$$

[tensor]

$$
\begin{equation*}
X_{0 E_{11}}=X_{0 D_{+}}=X_{1 D_{-}}=0, \quad X_{0 E_{22}}=\sqrt{\frac{2}{3} S(S+1)(2 S-1)(2 S+3)} \tag{4.48c}
\end{equation*}
$$

[Coulomb]

$$
\begin{equation*}
X_{0 E_{11}}=1, \quad X_{0 E_{22}}=\frac{1}{2} A_{p}\left(A_{p}-1\right), \quad X_{0 D_{+}}=2 A_{p}, \quad X_{1 D_{-}}=-A_{p} \tag{4.48d}
\end{equation*}
$$

where $A_{p}=A_{2} / 2+T_{z}$ is the number of the protons in $C_{2}$, and $S=S_{2}$ is the spin value of $C_{2}$ or the total system. It should be noted that $D_{ \pm}$-types and $S$-, $S^{\prime}-, D_{ \pm-t y p e s ~ o n l y ~}^{\text {-ty }}$ contribute to $L S$ and tensor kernels, respectively, due to the spatial factors. (See $\S 3.3 .2$.)

### 4.3 Alpha Plus Two s-Shell-Cluster Systems

If we employ the valence orbital method, we can extend the spin-isospin factors, obtained in the preceding section for general 2-cluster systems, to 3-cluster systems which involve an extra $\alpha$-cluster. Suppose that $C_{1}, C_{2}$ and $C_{3}$ are two $s$-shell clusters with mass numbers, $A_{1}, A_{2}\left(1 \leq A_{2} \leq A_{1} \leq 4\right)$ and an $\alpha$-cluster with $A_{3}=4$, respectively, and that the spin-isospin wave functions for the total $A=A_{1}+A_{2}+4$ nucleon system are described by $\xi_{S_{1} T_{1} S_{2} T_{2} ; S T}$ in Eq. (4.38), augmented with the $\alpha$-cluster wave function $\xi(\alpha)$. By using the property that $\xi(\alpha)$ is spin-isospin saturated and also the effect of antisymmetrization, the single particle wave functions $\varphi_{\alpha} \equiv\left|(0 s)_{\mathbf{S}_{\alpha}}\right\rangle$ and $\psi_{\beta} \equiv\left|(0 s)_{\mathbf{S}_{\beta}^{\prime}}\right\rangle$ in the GCM kernel in Eq. (3.19) can be modified into

$$
\begin{align*}
& \varphi_{\alpha} \rightarrow \tilde{\varphi}_{\alpha} \equiv \varphi_{\alpha}-\left|\varphi_{3}\right\rangle\left\langle\psi_{3} \mid \varphi_{\alpha}\right\rangle\left\langle\psi_{3} \mid \varphi_{3}\right\rangle^{-1} \\
& \psi_{\beta} \rightarrow \widetilde{\psi}_{\beta} \equiv \psi_{\beta}-\left|\psi_{3}\right\rangle\left\langle\varphi_{3} \mid \psi_{\beta}\right\rangle\left\langle\varphi_{3} \mid \psi_{3}\right\rangle^{-1} \tag{4.49}
\end{align*}
$$

for $\alpha, \beta=1$ or 2 . For the normalization kernel, this replacement simplifies the effect of antisymmetrization $\mathcal{A}^{\prime}$ such that the permutation between $C_{1} \cup C_{2}$ and $\alpha$ gives zero contribution due to $\left\langle\widetilde{\varphi}_{\alpha} \mid \psi_{3}\right\rangle=\left\langle\varphi_{3} \mid \widetilde{\psi}_{\beta}\right\rangle=0$ for $\alpha, \beta=1$ or 2 . As the result, we only need to consider a 2 -cluster normalization kernel with respect to the single particle wave functions $\widetilde{\varphi}_{\alpha}$ and $\widetilde{\psi}_{\beta}$. The overlap between $\widetilde{\varphi}_{\alpha}$ and $\widetilde{\psi}_{\beta}$ is

$$
\begin{equation*}
\tilde{A}_{\alpha \beta} \equiv\left\langle\widetilde{\varphi}_{\alpha} \mid \tilde{\psi}_{\beta}\right\rangle=A_{\alpha \beta}-\frac{A_{\alpha 3} A_{3 \beta}}{A_{33}} \tag{4.50}
\end{equation*}
$$

where $A_{\alpha \beta}=\left\langle(0 s)_{\mathbf{S}_{\alpha}} \mid(0 s)_{\mathbf{S}_{\beta}^{\prime}}\right\rangle(\alpha, \beta=1,2,3)$ is used. We assume that the 2 -cluster double-coset symbol $Q[k]$ is specified by $x \rightarrow a$ in Eq. (3.40). Then the full spatial overlap, which corresponds to $J_{k}^{N}$ in Eq. (3.35), is given by

$$
\begin{align*}
\widetilde{J}_{k}^{N}= & \left(\prod_{\alpha, \beta=1}^{2} \widetilde{A}_{\alpha \beta}^{k_{\alpha \beta}}\right) A_{33}^{4} \\
= & \sum_{n_{11}=0}^{k_{11}} \sum_{n_{12}=0}^{k_{12}} \sum_{n_{21}=0}^{k_{21}} \sum_{n_{22}=0}^{k_{22}}(-1)^{\sum_{\alpha, \beta=1}^{2}\left(k_{\alpha \beta}-n_{\alpha \beta}\right)} \prod_{\alpha, \beta=1}^{2}\binom{k_{\alpha \beta}}{n_{\alpha \beta}} \prod_{\alpha, \beta=1}^{2} A_{\alpha \beta}^{n_{\alpha \beta}} \\
& \times \prod_{\alpha=1}^{2} A_{\alpha 3}^{\sum_{\beta=1}^{2}\left(k_{\alpha \beta}-n_{\alpha \beta}\right)} \prod_{\beta=1}^{2} A_{3 \beta}^{\sum_{\alpha=1}^{2}\left(k_{\alpha \beta}-n_{\alpha \beta}\right)} A_{33}^{4-\sum_{\alpha, \beta=1}^{2}\left(k_{\alpha \beta}-n_{\alpha \beta}\right)} \tag{4.51}
\end{align*}
$$

where the binomial expansions of $\widetilde{A}_{\alpha \beta}$ in Eq. (4.50) are employed. For the powers of $A_{\alpha 3}$ etc., we can use the weight conservation $\sum_{\alpha=1}^{2} k_{\alpha \beta}=A_{\beta}$ and $\sum_{\beta=1}^{2} k_{\alpha \beta}=A_{\alpha}$. Then, if we extend $n_{\alpha \beta}$ to include $\alpha, \beta=3$ by defining $n_{\alpha 3}, n_{3 \beta}$ and $n_{33}$ through

$$
\begin{align*}
& n_{\alpha 3}=A_{\alpha}-\sum_{\beta=1}^{2} n_{\alpha \beta}, \quad n_{3 \beta}=A_{\beta}-\sum_{\alpha=1}^{2} n_{\alpha \beta} \\
& n_{33}=4-A_{1}-A_{2}+\sum_{\alpha, \beta=1}^{2} n_{\alpha \beta} \tag{4.52}
\end{align*}
$$

we find

$$
\begin{equation*}
\sum_{\beta=1}^{3} n_{\alpha \beta}=A_{\alpha}, \quad \sum_{\alpha=1}^{3} n_{\alpha \beta}=A_{\beta} \tag{4.53}
\end{equation*}
$$

Namely, the $3 \times 3$ matrix $[n]$ is nothing but the 3 -cluster double-coset symbol given by Eq. (3.42). In terms of [ $n$ ], the full overlap in Eq. (4.51) is expressed as

$$
\begin{equation*}
\widetilde{J}_{k}^{N}=\sum_{n_{11}=0}^{k_{11}} \cdots \sum_{n_{22}=0}^{k_{22}}(-1)^{n_{33}} \prod_{\alpha, \beta=1}^{2}\binom{k_{\alpha \beta}}{n_{\alpha \beta}} \prod_{\alpha, \beta=1}^{3} A_{\alpha \beta}^{n_{\alpha \beta}} \tag{4.54}
\end{equation*}
$$

which is combined with the 2-cluster spin-isospin factors $X_{k}^{N}$ as in Eq. (3.31) and yields

$$
\begin{equation*}
G^{N}\left(S ; S^{\prime}\right)=\sum_{[n]} X_{n}^{N} \prod_{\alpha, \beta=1}^{3} A_{\alpha \beta}^{n_{\alpha \beta}} \tag{4.55}
\end{equation*}
$$

with

$$
\begin{equation*}
X_{n}^{N}=(-1)^{n_{33}} \sum_{[k]} \prod_{\alpha, \beta=1}^{2}\binom{k_{\alpha \beta}}{n_{\alpha \beta}} X_{k}^{N} \tag{4.56}
\end{equation*}
$$

We can write this symbolically

$$
\begin{equation*}
X_{n}^{N}=(-1)^{n_{33}} \sum_{[k]}\binom{k}{n} X_{k}^{N} \tag{4.57}
\end{equation*}
$$

If we use the notation $X_{a}^{N}$ and $X_{(x y u v)}^{N}$ for the 2-cluster and 3-cluster spin-isospin factors, respectively, the relationship in Eq. (4.56) or Eq. (4.57) is explicitly given by

$$
\begin{equation*}
X_{(x y u v)}^{N}=(-1)^{x+y-u-v} \sum_{a=\max \{u, v\}}^{\min \{x, y\}}\binom{A_{1}-a}{A_{1}-x}\binom{a}{u}\binom{a}{v}\binom{A_{2}-a}{A_{2}-y} X_{a}^{N} \tag{4.58}
\end{equation*}
$$

Namely, the 3 -cluster spin-isospin factors are given by a simple superposition of the 2-cluster factors.

We can easily extend the above discussion to the spin-isospin factors for the interaction kernel. In this case, the sum of the two-body interaction $\sum_{s<t} w_{s t}$ is divided into three groups; namely,

$$
\begin{equation*}
\sum_{s<t}^{A} v_{s t}=\sum_{s, t \in \alpha, s<t} v_{s t}+\sum_{s \in C_{1} \cup C_{2}} \sum_{t \in \alpha} v_{s t}+\sum_{s, t \in C_{1} \cup C_{2}, s<t} v_{s t} \tag{4.59}
\end{equation*}
$$

which we call $\alpha$-core, Hartree-Fock, and valence contributions, respectively. For the $\alpha$-core contribution, we can easily show

$$
\begin{equation*}
G^{\text {core }}=\sum_{[n]} X_{n}^{\text {core }} A^{n} \mathcal{T}_{\{33 ; 33\}} \tag{4.60}
\end{equation*}
$$

where $X_{n}^{\text {core }}$ is proportional to $X_{n}^{N}$;

$$
\begin{equation*}
X_{n}^{\text {core }}=X_{n}^{N}\langle\xi(\alpha)| \sum_{s<t}^{4} w_{s t}|\xi(\alpha)\rangle \tag{4.61}
\end{equation*}
$$

In Eq. (4.60), a shorthand notation $A^{n}=\prod_{\alpha, \beta=1}^{3} A_{\alpha \beta}^{n_{\alpha \beta}}$ is employed. The Hartree-Fock contribution is composed of the direct term $G^{H F(d)}$ and the exchange term $G^{H F(e)}$. The direct term is given by

$$
\begin{equation*}
G^{H F(d)}=\sum_{[k]} \widetilde{A}^{k} A_{33}^{4} \sum_{\alpha, \beta=1}^{2} X_{k E_{\alpha \beta}}^{d} \widetilde{E}_{\alpha \beta} \tag{4.62}
\end{equation*}
$$

where the Hartree-Fock type spin-isospin factors are given by

$$
\begin{align*}
& X_{k E_{\alpha \beta}}^{d}=X_{a E_{\alpha \beta}}^{d}=(-1)^{a}\binom{A_{1}}{a}\binom{A_{2}}{a} \\
& \quad \times\left\langle z_{a} \xi_{S T}\left(C_{1} \cup C_{2}\right) \xi(\alpha)\right| \sum_{s \in E_{\alpha \beta}} \sum_{t \in \alpha} w_{s t}\left|\xi_{S^{\prime} T^{\prime}}\left(C_{1} \cup C_{2}\right) \xi(\alpha)\right\rangle \tag{4.63}
\end{align*}
$$

and

$$
\begin{align*}
\widetilde{E}_{\alpha \beta} & =\widetilde{A}_{\alpha \beta}^{-1} A_{33}^{-1}\left\langle\widetilde{\varphi}_{\alpha} \varphi_{3}\right| u\left|\widetilde{\psi}_{\beta} \psi_{3}\right\rangle \\
& =\widetilde{A}_{\alpha \beta}^{-1}\left\{A_{\alpha \beta} \mathcal{T}_{\{\alpha \beta ; 33\}}-\frac{A_{\alpha 3} A_{3 \beta}}{A_{33}}\left[\mathcal{T}_{\{\alpha 3 ; 33\}}+\mathcal{T}_{\{3 \beta ; 33\}}-\mathcal{T}_{\{33 ; 33\}}\right]\right\} \tag{4.64}
\end{align*}
$$

We use this $\widetilde{E}_{\alpha \beta}$ in Eq. (4.62) and expand $\widetilde{A}^{k}$ by using the notation

$$
\begin{equation*}
k^{\alpha \beta} \equiv k-e^{(\alpha \beta)} \quad \text { and } \quad n^{\alpha \beta} \equiv n-e^{(\alpha \beta)} \tag{4.65}
\end{equation*}
$$

for $\alpha, \beta=1,2$ and $1,2,3$, respectively. Then we find

$$
\begin{equation*}
G^{H F(d)}=\sum_{[n]} A^{n} \sum_{\alpha, \beta=1}^{2}\left\{X_{n\{\alpha \beta\}}^{H F(1)} \mathcal{T}_{\{\alpha \beta ; 33\}}+X_{n\{\alpha \beta\}}^{H F(2)}\left[\mathcal{T}_{\{\alpha 3 ; 33\}}+\mathcal{I}_{\{3 \beta ; 33\}}-\mathcal{T}_{\{33 ; 33\}}\right]\right\}, \tag{4.66}
\end{equation*}
$$

with

$$
\left.\begin{array}{c}
X_{n\{\alpha \beta\}}^{H F(1)}  \tag{4.67}\\
X_{n\{\alpha \beta\}}^{H F(2)}
\end{array}\right\}=(-1)^{n_{33}} \sum_{[k]}\left\{\begin{array}{c}
\binom{k^{\alpha \beta \beta}}{n^{\alpha \beta}} \\
\binom{k^{\alpha \beta}}{n}
\end{array}\right\} X_{k E_{\alpha \beta}^{d}}^{d}
$$

Similarly, we can obtain $G^{H F(e)}$ by the modification $v_{s t} \rightarrow-P_{s t} v_{s t}$; namely,

$$
\begin{equation*}
G^{H F(e)}=-\sum_{[n]} A^{n} \sum_{\alpha, \beta=1}^{2} X_{n\{\alpha \beta\}}^{H F(3)}\left[\mathcal{T}_{\{\alpha 3 ; 3 \beta\}}-\mathcal{T}_{\{\alpha 3 ; 33\}}-\mathcal{T}_{\{3 \beta ; 33\}}+\mathcal{I}_{\{33 ; 33\}}\right], \tag{4.68}
\end{equation*}
$$

where

$$
\begin{equation*}
X_{n\{\alpha \beta\}}^{H F(3)}=(-1)^{n_{33}} \sum_{[k]}\binom{k^{\alpha \beta}}{n} X_{k E_{\alpha \beta}}^{e}, \tag{4.69}
\end{equation*}
$$

with

$$
\begin{align*}
& X_{k E_{\alpha \beta}}^{e}=X_{a E_{\alpha \beta}}^{e}=(-1)^{a}\binom{A_{1}}{a}\binom{A_{2}}{a} \\
& \quad \times\left\langle z_{a} \xi_{S T}\left(C_{1} \cup C_{2}\right) \xi(\alpha)\right| \sum_{s \in E_{\alpha \beta}} \sum_{t \in \alpha}\left(-P_{s t}\right) w_{s t}\left|\xi_{S^{\prime} T^{\prime}}\left(C_{1} \cup C_{2}\right) \xi(\alpha)\right\rangle \tag{4.70}
\end{align*}
$$

Finally, the valence contribution is given through

$$
\begin{equation*}
G^{v a l e n c e}=\sum_{[k]} \widetilde{A}^{k} A_{33}^{4} \sum_{\mathcal{T}} X_{k \tau} \widetilde{\mathcal{T}} \tag{4.71}
\end{equation*}
$$

with

$$
\begin{align*}
X_{k \mathcal{T}} & =X_{a\{\alpha \beta ; \gamma \delta\}} \\
& =(-1)^{a}\binom{A_{1}}{a}\binom{A_{2}}{a}\left\langle z_{a} \xi_{S T}\left(C_{1} \cup C_{2}\right)\right| \sum_{s<t}^{\tau} w_{s t}\left|\xi_{S^{\prime} T^{\prime}}\left(C_{1} \cup C_{2}\right)\right\rangle \tag{4.72}
\end{align*}
$$

and

$$
\begin{align*}
& \widetilde{\mathcal{T}}=\widetilde{\mathcal{T}}_{\{\alpha \beta ; \gamma \delta\}} \\
& =\widetilde{A}_{\alpha \beta}^{-1} \widetilde{A}_{\gamma \delta}^{-1}\left\{A_{\alpha \beta} A_{\gamma \delta} \mathcal{T}_{\{\alpha \beta ; \gamma \delta\}}-A_{\alpha \beta} \frac{A_{\gamma 3} A_{3 \delta}}{A_{33}}\left[\mathcal{T}_{\{\alpha \beta ; 3 \delta\}}+\mathcal{T}_{\{\alpha \beta ; \gamma 3\}}-\mathcal{I}_{\{\alpha \beta ; 33\}}\right]\right. \\
& -\frac{A_{\alpha 3} A_{3 \beta}}{A_{33}} A_{\gamma \delta}\left[\mathcal{T}_{\{3 \beta ; \gamma \delta\}}+\mathcal{T}_{\{\alpha 3 ; \gamma \delta\}}-\mathcal{T}_{\{33 ; \gamma \delta\}}\right] \\
& +\frac{A_{\alpha 3} A_{3 \beta}}{A_{33}} \frac{A_{\gamma 3} A_{3 \delta}}{A_{33}}\left[\left(\mathcal{T}_{\{\alpha 3 ; \gamma 3\}}+\mathcal{T}_{\{3 \beta ; 3 \delta\}}+\mathcal{T}_{\{33 ; 33\}}\right)\right. \\
& \left.\left.+\left(\mathcal{T}_{\{\alpha 3 ; 3 \delta\}}-\mathcal{T}_{\{\alpha 3 ; 33\}}-\mathcal{T}_{\{3 \beta ; 33\}}\right)+\left(\mathcal{T}_{\{3 \beta ; \gamma 3\}}-\mathcal{T}_{\{33 ; \gamma 3\}}-\mathcal{T}_{\{33 ; 3 \delta\}}\right)\right]\right\} . \tag{4.73}
\end{align*}
$$

The expansion of $\widetilde{A}^{k}$ in Eq. (4.71) yields

$$
\begin{align*}
& G^{\text {valence }}=\sum_{[n]} A^{n} \sum_{\{\alpha \beta ; \gamma \delta\}}^{2}\left\{X_{n\{\alpha \beta ; \gamma \delta\}}^{V(1)} \mathcal{T}_{\{\alpha \beta ; \gamma \delta\}}\right. \\
& +2 X_{n\{\alpha \beta ; \gamma \delta\}}^{V(2)}\left[\mathcal{T}_{\{\alpha \beta ; \gamma 3\}}+\mathcal{T}_{\{\alpha \beta ; 3 \delta\}}-\mathcal{T}_{\{\alpha \beta ; 33\}}\right] \\
& \left.+X_{n\{\alpha \beta ; \gamma \delta\}}^{V(3)}\left[\left(\mathcal{T}_{\{\alpha 3 ; \gamma 3\}}+\mathcal{T}_{\{3 \beta ; 3 \delta\}}+\mathcal{T}_{\{33 ; 33\}}\right)+2\left(\mathcal{T}_{\{\alpha 3 ; 3 \delta\}}-\mathcal{T}_{\{\alpha 3 ; 33\}}-\mathcal{T}_{\{3 \beta ; 33\}}\right)\right]\right\} \tag{4.74}
\end{align*}
$$

where the basic factors $X_{n\{\alpha \beta ; \gamma \delta\}}^{V(1)}$ etc. are defined by

$$
\left.\begin{array}{l}
X_{n\{\alpha \beta ; \gamma \delta\}}^{V(1)}  \tag{4.75}\\
X_{n\{\alpha \beta ; \gamma \delta\}}^{V(2)} \\
X_{n\{\alpha \beta ; \gamma \delta\}}^{V(3)}
\end{array}\right\}=(-1)^{n_{33}} \sum_{[k]}\left\{\begin{array}{c}
\binom{k^{\alpha \beta ; \gamma \delta}}{n^{\alpha \beta ; \gamma \delta}} \\
\binom{k^{\alpha \beta ; \gamma \delta}}{n^{\alpha \beta}} \\
\binom{k^{\alpha \beta ; \gamma \delta}}{n}
\end{array}\right\} X_{k\{\alpha \beta ; \gamma \delta\}}
$$

with

$$
\begin{equation*}
k^{\alpha \beta ; \gamma \delta}=k-e^{(\alpha \beta)}-e^{(\gamma \delta)} \quad \text { and } \quad n^{\alpha \beta ; \gamma \delta}=n-e^{(\alpha \beta)}-e^{(\gamma \delta)} \tag{4.76}
\end{equation*}
$$

The full spin-isospin factors $X_{n\{\alpha \beta ; \gamma \delta\}}$ for the interaction kernel is obtained through

$$
\begin{align*}
G & =G^{\text {core }}+G^{H F(d)}+G^{H F(e)}+G^{\text {valence }} \\
& =\sum_{[n]} A^{n} \sum_{\{\alpha \beta ; \gamma \delta\}}^{3} X_{n\{\alpha \beta ; \gamma \delta\}} \mathcal{T}_{\{\alpha \beta ; \gamma \delta\}} \tag{4.77}
\end{align*}
$$

with the final result given by ( $\alpha, \beta, \gamma, \delta=1$ or 2 )

$$
\begin{align*}
& X_{n\{\alpha \beta ; \gamma \delta\}}=X_{n\{\alpha \beta ; \gamma \delta\}}^{V(1)} \\
& X_{n\{\alpha \beta ; \gamma 3\}}=\sum_{\delta} X_{n\{\alpha \beta ; \gamma \delta\}}^{V(2)}+\delta_{\gamma, \alpha} X_{n\{\alpha \beta ; \alpha \beta\}}^{V(2)} \\
& X_{n\{\alpha \beta ; 3 \delta\}}=\sum_{\gamma} X_{n\{\alpha \beta ; \gamma \delta\}}^{V(2)}+\delta_{\delta, \beta} X_{n\{\alpha \beta ; \alpha \beta\}}^{V(2)} \\
& X_{n\{\alpha \beta ; 33\}}=X_{n\{\alpha \beta\}}^{H F(1)}-\sum_{\gamma, \delta} X_{n\{\alpha \beta ; \gamma \delta\}}^{V(2)}-X_{n\{\alpha \beta ; \alpha \beta\}}^{V(2)} \\
& X_{n\{\alpha 3 ; \gamma 3\}}=\left(1-\frac{1}{2} \delta_{\alpha, \gamma}\right) \sum_{\beta, \delta} X_{n\{\alpha \beta ; \gamma \delta\}}^{V(3)}+\delta_{\alpha, \gamma} \frac{1}{2} \sum_{\beta} X_{n\{\alpha \beta ; \alpha \beta\}}^{V(3)} \\
& X_{n\{3 \beta ; 3 \delta\}}=\left(1-\frac{1}{2} \delta_{\beta, \delta)} \sum_{\alpha, \gamma} X_{n\{\alpha \beta ; \gamma \delta\}}^{V(3)}+\delta_{\beta, \delta} \frac{1}{2} \sum_{\alpha} X_{n\{\alpha \beta ; \alpha \beta\}}^{V(3)}\right. \\
& X_{n\{\alpha 3 ; 3 \delta\}}=-X_{n\{\alpha \delta\}}^{H F(3)}+\sum_{\beta, \gamma} X_{n\{\alpha \beta ; \gamma \delta\}}^{V(3)}+X_{n\{\alpha \delta ; \alpha \delta\}}^{V(3)} \\
& X_{n\{\alpha 3 ; 33\}}=\sum_{\beta}\left(X_{n\{\alpha \beta\}}^{H F(2)}+X_{n\{\alpha \beta\}}^{H F(3)}\right)-\sum_{\beta, \gamma, \delta} X_{n\{\alpha \beta ; \gamma \delta\}}^{V(3)}-\sum_{\beta} X_{n\{\alpha \beta ; \alpha \beta\}}^{V(3)} \\
& X_{n\{3 \beta ; 33\}}=\sum_{\alpha}\left(X_{n\{\alpha \beta\}}^{H F(2)}+X_{n\{\alpha \beta\}}^{H F(3)}\right)-\sum_{\alpha, \gamma, \delta} X_{n\{\alpha \beta ; \gamma \delta\}}^{V(3)}-\sum_{\alpha} X_{n\{\alpha \beta ; \alpha \beta\}}^{V(3)}, \\
& X_{n\{33 ; 33\}}=X_{n}^{c o r e}-\sum_{\alpha, \beta}\left(X_{n\{\alpha \beta\}}^{H F(2)}+X_{n\{\alpha \beta\}}^{H F(3)}\right)+\sum_{\{\alpha \beta ; \gamma \delta\}} X_{n\{\alpha \beta ; \gamma \delta\}}^{V(3)} \tag{4.78}
\end{align*}
$$

Here, the basic factors $X_{n\{\alpha \beta\}}^{H F(1)}, X_{n\{\alpha \beta\}}^{H F(2)}, X_{n\{\alpha \beta\}}^{H F(3)}, X_{n\{\alpha \beta ; \gamma \delta\}}^{V(1)}, X_{n\{\alpha \beta ; \gamma \delta\}}^{V(2)}$ and $X_{n\{\alpha \beta ; \gamma \delta\}}^{V(3)}$ are obtained through Eqs. (4.67), (4.69) and (4.75), by using

$$
\begin{gather*}
X_{n}^{\text {core }}=X_{n}^{N}\left\{\begin{array} { c } 
{ ( X _ { d } + X _ { e } ) } \\
{ 1 } \\
{ 0 }
\end{array} \quad \text { for } \left\{\begin{array}{c}
\text { central } \\
\text { Coulomb } \\
L S \text { and tensor }
\end{array}\right.\right.  \tag{4.79a}\\
\left.\quad \begin{array}{l}
X_{k E_{\alpha \beta}}^{d} \\
X_{k E_{\alpha \beta}}^{e}
\end{array}\right\}=k_{\alpha \beta} X_{k}^{N} \frac{1}{2}\left\{\begin{array}{c}
X_{d} \\
X_{e}
\end{array} \quad\right. \text { for central } \tag{4.79b}
\end{gather*}
$$

$$
\begin{equation*}
X_{k E_{\alpha \beta}}^{d}=(-2) X_{k E_{\alpha \beta}}^{e}=k_{\alpha \beta} X_{k}^{N}+2\left\langle T^{\prime} T_{z} 10 \mid T T_{z}\right\rangle X_{k E_{\alpha \beta}}^{\tau(1)} \quad \text { for } \quad \text { Coulomb } \tag{4.79c}
\end{equation*}
$$

$$
\left.\begin{array}{l}
X_{k E_{\alpha \beta}}^{d}  \tag{x,1}\\
X_{k E_{\alpha \beta}}^{e}
\end{array}\right\}=X_{k E_{\alpha \beta}}^{\sigma(1)}\left\{\begin{array}{l}
(4 W-2 H) \\
(4 H-2 W)
\end{array} \quad \text { for } \quad L S\right.
$$

$$
\begin{equation*}
X_{k E_{\alpha \beta}}^{d}=X_{k E_{\alpha \beta}}^{e}=0 \quad \text { for tensor } \tag{4.79e}
\end{equation*}
$$

Furthermore, $X_{k}^{N}$ and $X_{k}\{\alpha \beta ; \gamma \delta\}$ are the 2-cluster spin-isospin factors derived in the preceding subsection, and $X_{d}, X_{e}, X_{k E_{\alpha \beta}}^{\tau(1)}$ and $X_{k E_{\alpha \beta}}^{\sigma(1)}$ are given by $X_{d}=8 W+4 B-$ $4 H-2 M, X_{e}=8 M+4 H-4 B-2 W$ and Eqs. (4.44), (4.45).

## §5. Systematic Evaluation of RGM Kernels in the Complex GeneratorCoordinate Method

In $\S 3$, we have found that the GCM kernels for $n$-cluster systems of $(0 s)$-shell clusters have rather simple structure with respect to the ( $n-1$ )-dimensional set of complex generator-coordinate vectors, $z=\left(\mathrm{z}_{1}, \cdots, \mathrm{z}_{n-1}\right)$, whatsoever we choose for relative-coordinate systems between clusters. These kernels are usually referred to as complex GCM kernels. It is well known that the complex GCM kernels have a nice property of non-singular transformation between the GCM and RGM kernels. [108], [10] There exist a couple of different versions of complex GCM. [92], [7] However, these are essentially equivalent to each other and they share the property mentioned above; namely, the transformation from GCM to RGM kernels are easily carried out by simple Gaussian integration. Here, we use the Bargmann-integral [93] version of complex GGM, developed by Horiuchi [92] for particular applications to eigenvalue problems of normalization kernels in Elliott $S U_{3}$ scheme [97]. We find in the next section that this scheme is also convenient for evaluating Gaussian matrix elements of RGM kernels.

A basic relationship used for the present kernel transformation is the Bargmann's integral representation for the Dirac's $\delta$-function, which is satisfied by the generating function $A_{\gamma}(\xi, \mathbf{z})$ in Eq. (3.13) ;

$$
\begin{equation*}
\int d \mu(\mathbf{z}) A_{\gamma}(\mathbf{r}, \mathbf{z})^{*} A_{\gamma}(\boldsymbol{\xi}, \mathbf{z})=\delta(\mathbf{r}-\boldsymbol{\xi}) \tag{5.1}
\end{equation*}
$$

where $d \mu(\mathbf{z})$ is the 3 -dimensional Bargmann measure [93] defined by

$$
\begin{equation*}
d \mu(\mathbf{z})=\pi^{-3} e^{-\left(\mathbf{z}^{*} \cdot \mathbf{z}\right)} d^{3}(\Re \mathbf{z}) d^{3}(\Im \mathbf{z}) \tag{5.2}
\end{equation*}
$$

By using $3(n-1$ )-dimensional version of Eq. (5.1), we can find the RGM kernel for $I^{\Omega}\left(z ; z^{\prime}\right)$ in Eq. (3.17) through

$$
\begin{align*}
\mathcal{M}^{\Omega}\left(R ; R^{\prime}\right) & =\left\langle\delta(\xi-R) \phi_{0}\right| \mathcal{O}^{\Omega} \mathcal{A}^{\prime}\left|\delta\left(\xi-R^{\prime}\right) \phi_{0}\right\rangle \\
& =\int d \mu(z) d \mu\left(z^{\prime}\right) A(R ; z) A\left(R^{\prime} ; z^{\prime}\right)^{*} I^{\Omega}\left(z ; z^{\prime}\right) \tag{5.3}
\end{align*}
$$

where $R=\left(\mathbf{R}_{1}, \cdots, \mathbf{R}_{n-1}\right), \delta(\xi-R)=\prod_{i=1}^{n-1} \delta\left(\boldsymbol{\xi}_{i}-\mathbf{R}_{i}\right), d \mu(z)=\prod_{i=1}^{n-1} d \mu\left(\mathbf{z}_{i}\right)$ etc., and $A(R ; z)$ is given in Eq. (3.15). Here again, we can get quite general expressions for the explicit result of Bargmann integrals, due to the Gaussian nature of GCM kernels for $s$-shell cluster systems. If we fix a particular type of nucleon-exchange $[k]$ and also an interaction type $\mathcal{T}$ for interaction kernels, each term of the GCM kernels in Eqs. (3.38), (3.51) and (3.69) is conveniently factorized into

$$
\begin{align*}
& I^{N}\left(z ; z^{\prime}\right)=\exp \left\{\operatorname{Tr}\left(z^{*} Q^{t} z^{\prime}\right)\right\} \\
& I^{e x p}\left(z ; z^{\prime}\right)=I^{N}\left(z ; z^{\prime}\right) \exp \left\{-\frac{\lambda}{2}\left(P z^{*}+P^{\prime} z^{\prime}\right)^{2}\right\}, \\
& I^{\Omega}\left(z ; z^{\prime}\right)=I^{e x p}\left(z ; z^{\prime}\right) \mathcal{P}_{G C M}^{\Omega}\left(z ; z^{\prime}\right) \tag{5.4a}
\end{align*}
$$

with

$$
\mathcal{P}_{G C M}^{\Omega}\left(z ; z^{\prime}\right)=\left\{\begin{array}{c}
1  \tag{5.4b}\\
i\left[P \mathbf{z}^{*}, P^{\prime} \mathbf{z}^{\prime}\right] \cdot \mathbf{S} \\
3 \sqrt{10}\left[\mathcal{Y}_{2}\left(P \mathbf{z}^{*}+P^{\prime} \mathbf{z}^{\prime}\right) S^{(2)}\right]^{(0)}
\end{array} \quad \text { for } \quad \Omega=\left\{\begin{array}{c}
\text { central } \\
L S \\
\text { tensor }
\end{array}\right.\right.
$$

The transformation of the Coulomb and kinetic energy kernels is easily obtained from that of $I^{e x p}\left(z ; z^{\prime}\right)$ and $I^{N}\left(z ; z^{\prime}\right)$, but for later convenience we also give explicit forms of these GCM kernels as

$$
\begin{align*}
& I^{C L}\left(z ; z^{\prime}\right)=I^{N}\left(z ; z^{\prime}\right) \frac{2 \sqrt{\nu}}{\left|P \mathbf{z}^{*}+P^{\prime} \mathbf{z}^{\prime}\right|} \operatorname{erf}\left(\frac{1}{2}\left|P \mathbf{z}^{*}+P^{\prime} \mathbf{z}^{\prime}\right|\right) \\
& I^{K}\left(z ; z^{\prime}\right)=I^{N}\left(z ; z^{\prime}\right)\left\{n-1-\frac{1}{3}\left(\operatorname{Tr}\left({ }^{t} z^{*} z^{*}\right)+\operatorname{Tr}\left({ }^{t} z^{\prime} z^{\prime}\right)\right)+\frac{2}{3} \operatorname{Tr}\left(z^{*} Q^{t} z^{\prime}\right)\right\} \tag{5.4c}
\end{align*}
$$

We call these $I^{\Omega}\left(z ; z^{\prime}\right)$ with parameters $Q, P$ and $P^{\prime}$ the standard form of complex GCM kernels for ( $0 s$ )-shell cluster systems and all the transformations in this and the following sections are carried out with respect to these forms.

The Bargmann integrals in Eq. (5.3) are most efficiently carried out by using some formulae which are specifically derived for this purpose involving many-dimensional Gaussian transformations. Since almost all these formulae can be straightforwardly obtained, only brief comments are made concerning their derivation. We first derive these for $n$-dimensional vectors $z \equiv\left(z_{1}, z_{2}, \cdots, z_{n}\right)$, instead of $3(n-1)$ dimensional ones $z=\left(\mathbf{z}_{1}, \cdots, \mathbf{z}_{n-1}\right)$, since the reduction to the case of our present interest is easily implemented. The starting point is a real Gaussian integral

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x e^{-a x^{2}}=\left(\frac{\pi}{a}\right)^{\frac{1}{2}} \quad(a>0) \tag{5.5a}
\end{equation*}
$$

or its extension

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x e^{-a(x+u)^{2}}=\left(\frac{\pi}{a}\right)^{\frac{1}{2}} \quad(u \in \mathbf{C}, a>0) \tag{5.5b}
\end{equation*}
$$

where $u$ is an arbitrary complex number $u \in \mathbf{C}$. A standard procedure yields the following $n$-dimensional formula for Gaussian integrals ;

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x_{1} \cdots d x_{n} e^{-t^{t} x A x+2^{t} u x}=\pi^{\frac{n}{2}}(\operatorname{det} A)^{-\frac{1}{2}} e^{t} u A^{-1} u \tag{5.6}
\end{equation*}
$$

where $u=\left(u_{1}, \cdots, u_{n}\right) \in \mathrm{C}^{n}$ is an arbitrary complex vector and $A$ is a real symmetric matrix ( ${ }^{t} A=A$ ) satisfying the positive-definiteness condition. Now we move to Bargmann integrals with one-dimensional Bargmann measure $d \mu(z)=$ $\pi^{-1} e^{-z^{*} z} d(\Re z) d(\Im z)$ and their $n$-dimensional extension $d \mu(z)=d \mu\left(z_{1}\right) \cdots d \mu\left(z_{n}\right)$. By applying the formula Eq. (5.6) to the real and imaginary parts, separately, we can easily prove ${ }^{23}$

[^18]\[

$$
\begin{equation*}
\int d \mu(z) e^{-t} z^{*}(C-1) z+^{t} u^{*} z+^{t} z^{*} v=(\operatorname{det} C)^{-1} e^{t} u^{*} C^{-1} v \tag{5.7}
\end{equation*}
$$

\]

for arbitrary $u, v \in \mathbf{C}^{n}$ and a real, symmetric and positive-definite matrix $C\left({ }^{t} C=C\right)$. We can extend the formula in Eq. (5.7) to include ${ }^{t} z^{*} A z^{*}$ and ${ }^{t} z B z$ type terms also, by linearizing the $z^{*}$ and $z$ terms with the aid of Eq. (5.6). Namely, we use $z^{*}$ and $z$ for $u$ in Eq. (5.6) and use Eq. (5.7) first and then integrate over $x$ etc. by using Eq. (5.6) again. Through this procedure, we can get the following formula for $n$-dimensional Gaussian Bargmann integrals, which is most convenient for our purpose ;

$$
\begin{align*}
& \int d \mu(z) \exp \left\{-\frac{1}{2}{ }^{t} z^{*} A z^{*}-\frac{1}{2} t z B z-{ }^{t} z^{*}(C-1) z+{ }^{t} z^{*} u+{ }^{t} v z\right\} \\
= & {\left[\operatorname{det}\left(A C A^{-1} C-A B\right)\right]^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}{ }^{t} u\left(C B^{-1} C-A\right)^{-1} u-\frac{1}{2}^{t} v\left(C A^{-1} C-B\right)^{-1} v\right.} \\
& \left.+{ }^{t} u\left(C-B C^{-1} A\right)^{-1} v\right\}, \tag{5.8a}
\end{align*}
$$

where $u, v \in \mathbf{C}^{n}$ and $A, B$ and $C$ are all $n \times n$ real and symmetric matrices. In the process of the proof, we have assumed that the matrix $A^{-1}-C^{-1} B C^{-1}$ is positive definite, which guarantees that the determinant in Eq. (5.8a) is non-zero ;

$$
\begin{equation*}
\operatorname{det}\left(A C A^{-1} C-A B\right)=\operatorname{det}\left(B C B^{-1} C-B A\right) \neq 0 \tag{5.8b}
\end{equation*}
$$

Note that this determinant is symmetric with respect to the interchange of $A$ and $B$.
Now we can use the formula in Eq. (5.8) and the property of $\exp \left\{{ }^{t} z^{*} z^{\prime}\right\}$ as a reproducing kernel

$$
\begin{equation*}
\int d \mu(z) f(z) e^{t} z^{*} z^{\prime}=f\left(z^{\prime}\right) \tag{5.9}
\end{equation*}
$$

to derive

$$
\begin{align*}
& \int d \mu(z) d \mu\left(z^{\prime}\right) A(R ; z) A\left(R^{\prime} ; z^{\prime}\right)^{*} \exp \left\{{ }^{t} z^{*} Q z^{\prime}+{ }^{t} z^{*} u+{ }^{t} v z^{\prime}\right\} \\
= & \left(\frac{2 \sqrt{\gamma \gamma^{\prime}}}{\pi}\right)^{\frac{1}{2}} D^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}{ }^{t} \widehat{R}\left(A-\frac{1}{2}\right) \widehat{R}-\frac{1}{2}{ }^{t} \widehat{R}^{\prime}\left(A^{\prime}-\frac{1}{2}\right) \widehat{R}^{\prime}+{ }^{t} \widehat{R} C \widehat{R}^{\prime}\right. \\
& \left.+{ }^{t} \widehat{R}(A u-C v)+{ }^{t}\left(A^{\prime} v-{ }^{t} C u\right) \widehat{R}^{\prime}-\frac{1}{2}{ }^{t} u A u-\frac{1}{2}{ }^{t} v A^{\prime} v+{ }^{t} u C v\right\} \tag{5.10a}
\end{align*}
$$

where $\widehat{R}=\left(2 \sqrt{\gamma_{1}} R_{1}, \cdots, 2 \sqrt{\gamma_{n}} R_{n}\right)$ etc. and

$$
\begin{align*}
& D=\operatorname{det}\left(1-{ }^{t} Q Q\right)=\operatorname{det}\left(1-Q^{t} Q\right) \\
& A=\left(1-Q^{t} Q\right)^{-1}, \quad A^{\prime}=\left(1-{ }^{t} Q Q\right)^{-1} \\
& C=Q\left(1-{ }^{t} Q Q\right)^{-1}=\left(1-Q^{t} Q\right)^{-1} Q \tag{5.10b}
\end{align*}
$$

In Eq. (5.10a), we have assumed $\left(\gamma_{1}, \cdots, \gamma_{n}\right)$ for the $n$-dimensional $A(R ; z)$ and $\left(\gamma_{1}^{\prime}, \cdots, \gamma_{n}^{\prime}\right)$ for $A\left(R^{\prime} ; z^{\prime}\right)$, and used a shorthand notation

$$
\begin{equation*}
\left(\frac{2 \sqrt{\gamma \gamma^{\prime}}}{\pi}\right)^{\frac{1}{2}} \equiv \prod_{i=1}^{n}\left(\frac{2 \sqrt{\gamma_{i} \gamma_{i}^{\prime}}}{\pi}\right)^{\frac{1}{2}} \tag{5.10c}
\end{equation*}
$$

At this stage, we move to the $3(n-1)$ dimensional parametrization $z_{j} \rightarrow z_{\alpha i}(\alpha=x, y, z$ and $i=1, \cdots, n-1)$ and $\widehat{R}=\left(2 \sqrt{\gamma_{1}} \mathbf{R}_{1}, \cdots, 2 \sqrt{\gamma_{n-1}} \mathbf{R}_{n-1}\right)$ etc., and use the property that $Q_{\alpha i, \beta j} \rightarrow \delta_{\alpha, \beta} Q_{i, j}$ yields $D=\operatorname{det}\left(\delta_{\alpha, \beta} \delta_{i, j}-\left({ }^{t} Q Q\right)_{i, j} \delta_{\alpha, \beta}\right)=\left\{\operatorname{det}\left(1-{ }^{t} Q Q\right)\right\}^{3}$. We also use the vector notation $\mathbf{z}=\left(\mathbf{z}_{1}, \cdots, \mathbf{z}_{n-1}\right)$ and $\mathbf{u}=\left(\mathbf{u}_{1}, \cdots, \mathbf{u}_{n-1}\right)$ etc., and their inner product $\left(\mathbf{u} \cdot \mathbf{z}^{*}\right) \equiv \sum_{i=1}^{n-1}\left(\mathbf{u}_{i} \cdot \mathbf{z}_{i}^{*}\right)$. Then by assuming the coefficients in Eq. (5.10b) for $(n-1) \times(n-1)$ matrix $Q$, we find that the Bargmann transformation of the GCM kernel, $\exp \left\{\operatorname{Tr}\left(z^{*} Q^{t} z^{\prime}\right)+\left(\mathbf{u} \cdot \mathbf{z}^{*}\right)+\left(\mathbf{v} \cdot \mathbf{z}^{\prime}\right)\right\}$, is given by the same exponential form as in Eq. (5.10a) with $u \rightarrow \mathbf{u}$ and $v \rightarrow \mathbf{v}$, but a slight modification of the front factor into

$$
\begin{equation*}
\left(\frac{2 \sqrt{\gamma \gamma^{\prime}}}{\pi}\right)^{\frac{3}{2}} D^{-\frac{3}{2}} \quad \text { with } \quad\left(\frac{2 \sqrt{\gamma \gamma^{\prime}}}{\pi}\right)^{\frac{3}{2}} \equiv \prod_{i=1}^{n-1}\left(\frac{2 \sqrt{\gamma_{i} \gamma_{i}^{\prime}}}{\pi}\right)^{\frac{3}{2}} \tag{5.10d}
\end{equation*}
$$

In particular, if we set $\mathbf{u}=\mathbf{v}=0$, it gives a transformation of the normalization kernel :

$$
\begin{align*}
& \mathcal{M}^{N}\left(R ; R^{\prime}\right)=\left(\frac{2 \sqrt{\gamma \gamma^{\prime}}}{\pi}\right)^{\frac{3}{2}} D^{-\frac{3}{2}} \\
& \quad \times \exp \left\{-\frac{1}{2}{ }^{t} \widehat{R}\left(A-\frac{1}{2}\right) \widehat{R}-\frac{1}{2}^{t} \widehat{R}^{\prime}\left(A^{\prime}-\frac{1}{2}\right) \widehat{R}^{\prime}+{ }^{t} \widehat{R} C \widehat{R}^{\prime}\right\} \tag{5.11}
\end{align*}
$$

In order to derive transformation formulae for the interaction kernels, we first assume that the GCM kernel is given by

$$
\begin{equation*}
I\left(z ; z^{\prime}\right)=I^{N}\left(z ; z^{\prime}\right) \mathcal{F}_{G C M}\left(z ; z^{\prime}\right) \tag{5.12a}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{F}_{G C M}\left(z ; z^{\prime}\right)=\exp \left\{-\frac{\lambda}{2}\left(P \mathbf{z}^{*}+P^{\prime} \mathbf{z}^{\prime}\right)^{2}+\left(\mathbf{u} \cdot \mathbf{z}^{*}\right)+\left(\mathbf{v} \cdot \mathbf{z}^{\prime}\right)\right\} \tag{5.12b}
\end{equation*}
$$

Here again, we can use the Gaussian-integral representation

$$
\begin{equation*}
\exp \left\{-\frac{\lambda}{2} \rho^{2}\right\}=(\pi \lambda)^{-\frac{3}{2}} \int d \mathbf{y} \exp \left\{-\frac{1}{\lambda} \mathbf{y}^{2}+i \sqrt{2}(\rho \cdot \mathbf{y})\right\} \quad(\lambda>0) \tag{5.13}
\end{equation*}
$$

to linearize the quadratic term of $\mathbf{z}^{*}$ and $\mathbf{z}^{\prime}$ in Eq. (5.12b). Then we can use the formula in Eq. (5.10) again and carry out the $y$-integral after that. From this procedure, we can show that the RGM kernel for $I^{\Omega}\left(z ; z^{\prime}\right)$ in Eq. (5.12a) is given by

$$
\begin{equation*}
\mathcal{M}\left(R ; R^{\prime}\right)=\mathcal{M}^{N}\left(R ; R^{\prime}\right) \mathcal{F}\left(R ; R^{\prime}\right) \tag{5.14a}
\end{equation*}
$$

with

$$
\begin{align*}
\mathcal{F}\left(R ; R^{\prime}\right)= & \left(\frac{1}{1-\lambda \alpha}\right)^{\frac{3}{2}} \exp \left\{-\frac{1}{2} \frac{\lambda}{1-\lambda \alpha} \mathbf{V}^{2}+{ }^{t}\left(\widetilde{A} \widehat{R}-\widetilde{C} \widehat{R}^{\prime}\right) \mathbf{u}\right. \\
& \left.+{ }^{t} \mathbf{v}\left(\widetilde{A}^{\prime} \widehat{R}^{\prime}-{ }^{t} \widetilde{C} \widehat{R}\right)-\frac{1}{2}{ }^{t} \mathbf{u} \widetilde{A} \mathbf{u}-\frac{1}{2}^{t} \mathbf{v} \widetilde{A}^{\prime} \mathbf{v}+{ }^{t} \mathbf{u} \widetilde{C} \mathbf{v}\right\} \tag{5.14b}
\end{align*}
$$

Here, various coefficients are given by

$$
\begin{align*}
& f=A P-C P^{\prime}, \quad g=A^{\prime} P^{\prime}-{ }^{t} C P \quad((n-1) \text {-dimensional vectors }) \\
& \alpha={ }^{t} P f+{ }^{t} P^{\prime} g={ }^{t} P A P+{ }^{t} P^{\prime} A^{\prime} P^{\prime}-2^{t} P C P^{\prime} \\
& \mathbf{V}={ }^{t} f \widehat{R}+{ }^{t} g \widehat{R}^{\prime} \tag{5.14c}
\end{align*}
$$

and

$$
\begin{align*}
& \widetilde{A}=A+\frac{\lambda}{1-\lambda \alpha} f^{t} f, \quad \widetilde{A}^{\prime}=A^{\prime}+\frac{\lambda}{1-\lambda \alpha} g^{t} g, \\
& \widetilde{C}=C-\frac{\lambda}{1-\lambda \alpha} f^{t} g . \tag{5.14d}
\end{align*}
$$

In particular, $\mathbf{u}=\mathbf{v}=0$ case in Eqs. (5.12) $\sim$ (5.14) yields the RGM kernel for $r^{e x p}\left(z ; z^{\prime}\right)$ in Eq. (5.4a), which corresponds to the Gaussian central interaction.

We can extend the reduction of $\mathcal{F}_{G C M}\left(z ; z^{\prime}\right)$ in Eq. (5.12b) a step further, to separate out the linear term $\mathcal{P}_{G C M}\left(z ; z^{\prime}\right)=\exp \left\{\left(\mathbf{u} \cdot \mathbf{z}^{*}\right)+\left(\mathbf{v} \cdot \mathbf{z}^{\prime}\right)\right\}$ which serves as a generating function of the non-central polynomial terms. The corresponding RGM factor $\mathcal{P}\left(\widehat{R} ; \widehat{R}^{\prime}\right)$ contains the coefficients $\widetilde{A}, \widetilde{A}^{\prime}$ and $\widetilde{C}$ as is seen in Eq. (5.14b). However, the first-rank and second-rank tensorial properties of the $L S$ and tensor factors greatly simplify the final expression due to the relationship in Eq. (5.14d). The final expressions of the RGM kernels in Eq. (5.3) are given by ${ }^{24}$

$$
\begin{align*}
& \mathcal{M}^{e x p}\left(R ; R^{\prime}\right)=\mathcal{M}^{N}\left(R ; R^{\prime}\right)\left(\frac{1}{1-\lambda \alpha}\right)^{\frac{3}{2}} \exp \left\{-\frac{1}{2} \frac{\lambda}{1-\lambda \alpha} \mathbf{V}^{2}\right\} \\
& \mathcal{M}^{\Omega}\left(R ; R^{\prime}\right)=\mathcal{M}^{e x p}\left(R ; R^{\prime}\right) \mathcal{P}^{\Omega}\left(R ; R^{\prime}\right) \tag{5.15a}
\end{align*}
$$

with

$$
\mathcal{P}^{\Omega}\left(R ; R^{\prime}\right)=\left\{\begin{array}{c}
1 \\
\left(\frac{1}{1-\lambda \alpha}\right) i\left[{ }^{t} P\left(A \widehat{R}-C \hat{R}^{\prime}\right),{ }^{t} P^{\prime}\left(A^{\prime} \widehat{R}^{\prime}-{ }^{t} C \widehat{R}\right)\right] \cdot \mathrm{S}  \tag{5.15b}\\
\left(\frac{1}{1-\lambda \alpha}\right)^{2} 3 \sqrt{10}\left[\mathcal{Y}_{2}(\mathbf{V}) S^{(2)}\right]^{(0)}
\end{array} \quad \begin{array}{c}
\text { for } \Omega=\left\{\begin{array}{c}
\text { central } \\
L S \\
\text { tensor }
\end{array}\right.
\end{array}\right.
$$

Besides the normalization kernel $\mathcal{M}^{N}\left(R ; R^{\prime}\right)$ and its coefficients $A, A^{\prime}$ and $C$ in Eqs. (5.11) and (5.10b), the necessary coefficients for the interaction kernels are given in Eq. (5.14c). The transformation of the Coulomb and the kinetic energy kernels in Eq. (5.4c) is given by

$$
\begin{align*}
\mathcal{M}^{C L}\left(R ; R^{\prime}\right)= & \mathcal{M}^{N}\left(R ; R^{\prime}\right) \frac{2 \sqrt{\nu}}{|\mathbf{V}|} \operatorname{erf}\left(\frac{|\mathbf{V}|}{\sqrt{2(2-\alpha)}}\right) \\
\mathcal{M}^{K}\left(R ; R^{\prime}\right)= & \mathcal{M}^{N}\left(R ; R^{\prime}\right)\left\{-(n-1)+2 \operatorname{Tr}\left(A+A^{\prime}\right)-\frac{1}{3}\left[{ }^{t} \widehat{R}\left(4 A^{2}-3 A\right) \widehat{R}\right.\right. \\
& \left.\left.+{ }^{t} \widehat{R}^{\prime}\left(4 A^{\prime 2}-3 A^{\prime}\right) \widehat{R}^{\prime}-{ }^{t} \widehat{R}\left(8 A Q A^{\prime}-2 C\right) \widehat{R}^{\prime}\right]\right\} \tag{5.15c}
\end{align*}
$$

[^19]
## §6. Gaussian Matrix Elements of RGM Kernels

For practical applications of the many-cluster RGM kernels derived in the preceding section, it is essential that we can easily carry out the angular-momentum projection to cope with many involved angular-momentum couplings of the relative wave functions due to cluster rearrangements. Although this procedure is well defined and contains no essential difficulties, it becomes quite tedious for the systems of more than three clusters. It is therefore very useful if we have some nice method to evaluate the RGM matrix elements with respect to basis states with some specific angular-momentum couplings for the relative motion. This is achieved by using Gaussian-type basis wave functions with arbitrary width parameters, in which the expression of the RGM matrix elements turns out to be given by only finite number of terms corresponding to the intermediate angular-momentum couplings. In fact, almost all the 3-cluster RGM calculations (and also multiconfiguration RGM calculations by Hackenbroich, Hofmann et al. [16], [20], [31]) up to the present have been performed in the variational method for scattering and bound-state problems with these Gaussian-type trial wave functions.

In this section, we combine the Bargmann-integration techniques for the kernel transformation with the theory of double Gel'fand polynomials developed for the representation theory of unitary groups [86], and derive a convenient formula for the Gaussian matrix elements of RGM kernels. The derivation is composed of three steps. First we introduce some kind of reduction rule from 3-dimensional complex vectors to 2-dimensional ones, which eliminates the $\mathrm{O}_{3}$-invariant polynomial terms of h.o. wave functions in the angular-momentum representation. This new technique is used to derive a transformation formula for Gaussian matrix elements directly from GCM kernels. Since the structure of this transformation is only slightly different from the one for GCM to RGM transformation, we can employ the full result in the preceding section in order to derive generating functions for Gaussian matrix elements. Finally, we expand these generating functions in terms of the double Gel'fand polynomials, and obtain the RGM matrix elements as the expansion coefficients.

### 6.1 Transformation Formula for Gaussian Matrix Elements

### 6.1.1 Two-Dimensional Reduction of Three-Dimensional Bargmann Variables

Suppose $\mathbf{R}=\left(R_{x}, R_{y}, R_{z}\right)$ and $\xi=\left(\xi_{1}, \xi_{2}\right)$ are 3-dimensional and 2-dimensional complex variables, respectively, connected by a simple relationship

$$
\begin{equation*}
R_{x}=\frac{1}{2}\left(-\xi_{1}^{2}+\xi_{2}^{2}\right), \quad R_{y}=i \frac{1}{2}\left(\xi_{1}^{2}+\xi_{2}^{2}\right), \quad R_{z}=\xi_{1} \xi_{2} \tag{6.1}
\end{equation*}
$$

If we use the standard spherical tensor notation of real 3-dimensional vectors even for the complex vector $\mathbf{R}$, the relationship (6.1) can be expressed as

$$
\begin{align*}
& R_{1}=-\frac{1}{\sqrt{2}}\left(R_{x}+i R_{y}\right)=\frac{1}{\sqrt{2}} \xi_{1}^{2}=v_{11}(\xi) \\
& R_{0}=R_{z}=\xi_{1} \xi_{2}=v_{10}(\xi) \\
& R_{1-1}=\frac{1}{\sqrt{2}}\left(R_{x}-i R_{y}\right)=\frac{1}{\sqrt{2}} \xi_{2}^{2}=v_{1-1}(\xi) . \tag{6.2}
\end{align*}
$$

Here, we have also used the Schwinger's spinor representation [112], [93] for angularmomentum states ;

$$
\begin{equation*}
v_{\ell m}(\xi)=\frac{\xi_{1}^{\ell+m} \xi_{2}^{\ell-m}}{\sqrt{(\ell+m)!(\ell-m)!}} . \tag{6.3}
\end{equation*}
$$

The essence of the transformation in Eq. (6.1) or (6.2) lies in the restriction of the six independent real variables of the complex $\mathbf{R}$ to the four independent ones of $\boldsymbol{\xi}$, due to the simple property, $\mathbf{R}^{2}=0$, directly proved from Eq. (6.1). We call this $\mathbf{R} \downarrow \boldsymbol{\xi}$ reduction in the following. If we consider another 3-dimensional complex vector $S$ and its reduction $\eta$ with $S \downarrow \boldsymbol{\eta}$, we can easily show

$$
\begin{gather*}
\left(\mathbf{R}^{*} \cdot \mathbf{S}\right)=\frac{1}{2}\left(\boldsymbol{\xi}^{*} \cdot \eta\right)^{2},  \tag{6.4a}\\
(\mathbf{R} \cdot \mathbf{S})=-\frac{1}{2}\left|\begin{array}{cc}
\xi_{1} & \eta_{1} \\
\xi_{2} & \eta_{2}
\end{array}\right|^{2}=-\frac{1}{2}|\operatorname{det}(\boldsymbol{\xi}, \eta)|^{2} . \tag{6.4b}
\end{gather*}
$$

Now let us consider the h.o. expansion of the generating function $A_{\gamma}(\mathbf{r}, \mathbf{z})$ in Eq. (3.13) in the angular-momentum representation;

$$
\begin{align*}
A_{\gamma}(\mathbf{r}, \mathbf{z}) & =\left(\frac{2 \gamma}{\pi}\right)^{\frac{3}{4}} \exp \left\{-\gamma r^{2}+2 \sqrt{\gamma}(\mathbf{r} \cdot \mathbf{z})-\frac{\mathbf{z}^{2}}{2}\right\} \\
& =\sum_{N \ell m} V_{N \ell m}(\mathbf{r}, \gamma)^{*} U_{(N 0) \ell m}(\mathbf{z}) \tag{6.5a}
\end{align*}
$$

where $\mathbf{r}$ is a real vector, $\mathbf{z}$ is complex, and

$$
\begin{gather*}
V_{N \ell m}(\mathbf{r}, \gamma)=R_{N \ell}(r, \gamma) Y_{\ell m}(\widehat{\mathbf{r}})  \tag{6.5b}\\
R_{N \ell m}(r, \gamma)=\sqrt{4 \pi}\left(\frac{2 \gamma}{\pi}\right)^{\frac{3}{4}}\left[\frac{(N-\ell)!!}{(N+\ell+1)!!}\right]^{\frac{1}{2}}(2 \sqrt{\gamma} r)^{\ell} L_{n}^{\ell+\frac{1}{2}}\left(2 \gamma r^{2}\right) e^{-\gamma r^{2}} \\
\text { with } N=2 n+\ell  \tag{6.5c}\\
U_{(N 0) \ell m}(\mathbf{z})=\left[\frac{(2 \ell+1)!!}{(N-\ell)!!(N+\ell+1)!!}\right]^{\frac{1}{2}}(-\mathbf{z} \cdot \mathbf{z})^{n} \mathcal{Y}_{\ell m}(\mathbf{z}) \tag{6.5d}
\end{gather*}
$$

The spherical harmonic polynomial of order $\ell, \mathcal{Y}_{\ell m}(\mathbf{z})$, is given in Eq. (3.63). We modify $\mathbf{z}$ in Eq. (6.5) into $\mathbf{R}$ and perform the reduction $\mathbf{R} \downarrow \boldsymbol{\xi}$. We can easily show that

$$
\begin{equation*}
U_{(N 0) \ell m}(\mathbf{R})=\delta_{n, 0} \mathcal{Y}_{\ell m}(\mathbf{R}), \quad \mathcal{Y}_{\ell m}(\mathbf{R})=\sqrt{(2 \ell-1)!!} v_{\ell m}(\boldsymbol{\xi}) \quad \text { for } \quad \mathbf{R} \downarrow \boldsymbol{\xi} \tag{6.6}
\end{equation*}
$$

The last equation in Eq. (6.6) is the extension of $R_{\mu}=v_{1 \mu}(\xi)$ in Eq. (6.2) and is shown as follows. We first use the angular-momentum $\mathrm{C}-\mathrm{G}$ series

$$
\begin{equation*}
\left[Y_{\ell_{1}}(\widehat{\mathbf{R}}) Y_{\ell_{2}}(\widehat{\mathbf{R}})\right]_{\ell m}=\frac{\widehat{\ell}_{1} \widehat{\ell}_{2}}{\sqrt{4 \pi} \widehat{\ell}}\left\langle\ell_{1} 0 \ell_{2} 0 \mid \ell 0\right\rangle Y_{\ell m}(\widehat{\mathbf{R}}) \tag{6.7}
\end{equation*}
$$

and show that the spherical harmonic polynomial is expressed as

$$
\begin{equation*}
\mathcal{Y}_{\ell m}(\mathbf{R})=\frac{1}{\sqrt{\ell!}}\left[\cdots\left[[R R]_{2} R\right]_{3} \cdots\right]_{\ell m} \tag{6.8}
\end{equation*}
$$

Then, by $\mathbf{R} \downarrow \boldsymbol{\xi}$ reduction, we move to $R_{\mu}=v_{1 \mu}(\xi)$ and use (see Eq. (5-3-11) of ref. [86])

$$
\begin{equation*}
\left[v_{\ell_{1}}(\xi) v_{\ell_{2}}(\xi)\right]_{\ell m}=\delta_{\ell, \ell_{1}+\ell_{2}}\binom{2\left(\ell_{1}+\ell_{2}\right)}{2 \ell_{1}}^{\frac{1}{2}} v_{\ell_{1}+\ell_{2}, m}(\xi) \tag{6.9}
\end{equation*}
$$

Now going back to Eq. (6.5), the transformation $\mathbf{z} \rightarrow \mathbf{R} \downarrow \boldsymbol{\xi}$ yields

$$
\begin{equation*}
\left.A_{\gamma}(\mathbf{r}, \mathbf{R})\right|_{\mathbf{R} \downarrow \xi}=\left.\left(\frac{2 \gamma}{\pi}\right)^{\frac{3}{4}} e^{-\gamma r^{2}} e^{2 \sqrt{\gamma}(\mathbf{r} \cdot \mathbf{R})}\right|_{\mathbf{R} \downarrow \xi}=\sum_{\ell m} \chi_{\ell m}(\mathbf{r}, \gamma)^{*} \sqrt{(2 \ell-1)!!} v_{\ell m}(\xi) \tag{6.10a}
\end{equation*}
$$

with

$$
\begin{align*}
& \chi_{\ell m}(\mathbf{r}, \gamma)=V_{\ell \ell m}(\mathbf{r}, \gamma)=\chi_{\ell}(r, \gamma) Y_{\ell m}(\widehat{\mathbf{r}}) \\
& \chi_{\ell}(r, \gamma)=\left(\frac{2 \gamma}{\pi}\right)^{\frac{3}{4}}\left[\frac{4 \pi}{(2 \ell+1)!!}\right]^{\frac{1}{2}}(2 \sqrt{\gamma} r)^{\ell} e^{-\gamma r^{2}} \tag{6.10b}
\end{align*}
$$

or

$$
\begin{equation*}
\chi_{\ell m}(\mathbf{r}, \gamma)=\left(\frac{2 \gamma}{\pi}\right)^{\frac{3}{4}} \mathcal{Y}_{\ell m}(2 \sqrt{\gamma} \mathbf{r}) e^{-\gamma r^{2}} \tag{6.10c}
\end{equation*}
$$

If we further express Eq. (6.10a) as

$$
\begin{equation*}
\left.e^{2 \sqrt{\gamma}(\mathbf{r} \cdot \mathbf{R})}\right|_{\mathbf{R} \downarrow \xi}=\sum_{\ell m} \mathcal{Y}_{\ell m}(2 \sqrt{\gamma} \mathbf{r})^{*} \sqrt{(2 \ell-1)!!} v_{\ell m}(\boldsymbol{\xi}) \tag{6.11}
\end{equation*}
$$

and modify $2 \sqrt{\gamma} \mathbf{r}$ into a complex variable S , we obtain

$$
\begin{equation*}
\left.e^{\left(\mathbf{R} \cdot \mathbf{S}^{*}\right)}\right|_{\mathbf{R} \downarrow \xi}=\sum_{\ell m} \sqrt{(2 \ell-1)!!} v_{\ell m}(\xi) \mathcal{\nu}_{\ell m}(\mathbf{S})^{*} \tag{6.12}
\end{equation*}
$$

This is nothing but the $\mathbf{R} \downarrow \boldsymbol{\xi}$ reduction of the reproducing kernel in the Bargmann space ;

$$
\begin{equation*}
e^{\left(\mathbf{R} \cdot \mathbf{S}^{*}\right)}=\sum_{N \ell m} U_{(N 0) \ell m}(\mathbf{R}) U_{(N 0) \ell m}(\mathbf{S})^{*} \tag{6.13}
\end{equation*}
$$

### 6.1.2 Transformation Formula for One Variable

The Gaussian function we are going to deal with from now on is $\chi_{\ell}(r ; \gamma)$ in Eq. (6.10b). In order to find the Bargmann image for this Gaussian function with an arbitrary width parameter $\gamma$, we first consider a simple Gaussian integral

$$
\begin{align*}
& \int d \mathbf{r} A_{\gamma}(\mathbf{r}, \mathbf{z})^{*} A_{\gamma^{\prime}}\left(\mathbf{r}, \mathbf{z}^{\prime}\right) \\
& =\left(\frac{2 \sqrt{\gamma \gamma^{\prime}}}{\gamma+\gamma^{\prime}}\right)^{\frac{3}{2}} \exp \left\{\frac{\gamma-\gamma^{\prime}}{\gamma+\gamma^{\prime}} \frac{1}{2}\left(\mathbf{z}^{* 2}-\mathbf{z}^{\prime 2}\right)+\frac{2 \sqrt{\gamma \gamma^{\prime}}}{\gamma+\gamma^{\prime}}\left(\mathbf{z}^{*} \cdot \mathbf{z}^{\prime}\right)\right\} \tag{6.14}
\end{align*}
$$

If we set $\gamma \rightarrow \eta \gamma, \gamma^{\prime} \rightarrow \gamma$ with $\eta>0$, this can be expressed as

$$
\begin{array}{r}
\int d \mathbf{r} A_{\eta \gamma}(\mathbf{r}, \mathbf{z})^{*} A_{\gamma}\left(\mathbf{r}, \mathbf{z}^{\prime}\right)=\left(1-\varepsilon^{2}\right)^{\frac{3}{4}} \exp \left\{-\frac{\varepsilon}{2}\left(\mathbf{z}^{* 2}-\mathbf{z}^{2}\right)+\sqrt{1-\varepsilon^{2}}\left(\mathbf{z}^{*} \cdot \mathbf{z}^{\prime}\right)\right\} \\
\text { with } \varepsilon=\frac{1-\eta}{1+\eta} \text { and }-1<\varepsilon<1 \tag{6.15}
\end{array}
$$

When $\eta=1$ or $\varepsilon=0$, Eq. (6.15) is reduced to the expression of the reproducing kernel. We set $\mathbf{z} \rightarrow \mathbf{R} \downarrow \xi$ in Eq. (6.15) and use Eq. (6.10a) and (6.12). Then, by noting that $\mathcal{Y}_{\ell m}(z)$ is a homogeneous polynomial of order $\ell$, we can easily find

$$
\begin{equation*}
\int d \mathbf{r} \chi_{\ell m}(\mathbf{r}, \eta \gamma) A_{\gamma}(\mathbf{r}, \mathbf{z})=\left(1-\varepsilon^{2}\right)^{\frac{1}{2}\left(\ell+\frac{3}{2}\right)} \mathcal{Y}_{\ell m}(\mathbf{z}) e^{\frac{\varepsilon}{2} \mathbf{z}^{2}} \equiv \omega_{\ell m}(\mathbf{z}, \varepsilon) \tag{6.16}
\end{equation*}
$$

Namely, $\omega_{\ell m}(\mathbf{z}, \varepsilon)$ is the Bargmann image of $\chi_{\ell m}(\mathbf{r}, \eta \gamma)$.
Let $I(z)$ be a term of GCM kernels, for which the corresponding RGM kernel is defined through

$$
\begin{equation*}
\mathcal{M}(\mathbf{r})=\int d \mu(\mathbf{z}) A_{\gamma}(\mathbf{r}, \mathbf{z})^{*} I(\mathbf{z}) \tag{6.17}
\end{equation*}
$$

In the following, we find a convenient formula for calculating the RGM matrix element

$$
\begin{equation*}
M_{\ell m}(\eta)=\int d \mathbf{r} \chi_{\ell m}(\mathbf{r}, \eta \gamma) \mathcal{M}(\mathbf{r}) \tag{6.18}
\end{equation*}
$$

First, the formula in Eq. (6.16) shows that $M_{\ell m}(\eta)$ is given by the Bargmann integral

$$
\begin{equation*}
M_{\ell m}(\eta)=\int d \mu(\mathbf{z}) \omega_{\ell m}\left(\mathbf{z}^{*}, \varepsilon\right) I(\mathbf{z}) \quad \text { with } \quad \varepsilon=\frac{1-\eta}{1+\eta} \tag{6.19}
\end{equation*}
$$

The essential point of the present approach is that we can replace this Bargmann integral with the original one in Eq. (6.17) with a small modification of coefficients. To show this, we extend $\mathbf{r}$ in $A_{\gamma}(\mathbf{r}, \mathbf{z})$ to a complex $\mathbf{R}$ and make a replacement

$$
\begin{equation*}
\mathbf{r} \rightarrow \frac{1}{2 \sqrt{\gamma}} \frac{1}{\sqrt{-\varepsilon}} \mathbf{R}, \quad \mathbf{z} \rightarrow \sqrt{-\varepsilon} \mathbf{z} \tag{6.20}
\end{equation*}
$$

where $\sqrt{-\varepsilon}$ for $\varepsilon>0$ should be understood as a principal value. Then, we perform $\mathbf{R} \downarrow \boldsymbol{\xi}$ reduction and use Eq. (6.12). From this procedure, we can easily show that

$$
\begin{align*}
& \left.A_{\gamma}\left(\frac{1}{\sqrt{-\varepsilon}} \frac{\mathbf{R}}{2 \sqrt{\gamma}}, \sqrt{-\varepsilon} \mathbf{z}\right)\right|_{\mathbf{R} \backslash \xi} \\
& =\left(\frac{2 \gamma}{\pi}\right)^{\frac{3}{4}} \sum_{\ell m} \sqrt{(2 \ell-1)!!}\left(1-\varepsilon^{2}\right)^{-\frac{1}{2}\left(\ell+\frac{3}{2}\right)} v_{\ell m}(\boldsymbol{\xi}) \omega_{\ell m}\left(\mathbf{z}^{*}, \varepsilon\right)^{*} \tag{6.21}
\end{align*}
$$

This expression yields

$$
\begin{align*}
\omega_{\ell m}\left(\mathbf{z}^{*}, \varepsilon\right)= & \left(1-\varepsilon^{2}\right)^{\frac{1}{2}\left(\ell+\frac{3}{2}\right)} \frac{1}{\sqrt{(2 \ell-1)!!}}\left(\frac{\pi}{2 \gamma}\right)^{\frac{3}{4}} \\
& \times\left.\int d \mu(\boldsymbol{\xi}) v_{\ell m}(\boldsymbol{\xi}) A_{\gamma}\left(\frac{1}{\sqrt{-\varepsilon}} \frac{\mathbf{R}}{2 \sqrt{\gamma}}, \sqrt{-\varepsilon} \mathbf{Z}\right)^{*}\right|_{\mathbf{R} \backslash \xi} \tag{6.22}
\end{align*}
$$

If we use this representation for $\omega_{\ell m}\left(\mathbf{z}^{*}, \varepsilon\right)$ in Eq. (6.19), we obtain

$$
\begin{equation*}
M_{\ell m}(\eta)=\left.\left(1-\varepsilon^{2}\right)^{\frac{1}{2}\left(\ell+\frac{3}{2}\right)} \frac{1}{\sqrt{(2 \ell-1)!!}} \int d \mu(\boldsymbol{\xi}) v_{\ell m}(\boldsymbol{\xi}) \widetilde{\mathcal{M}}(\mathbf{R})\right|_{\mathbf{R} \downarrow \xi} \tag{6.23}
\end{equation*}
$$

with

$$
\begin{equation*}
\widetilde{\mathcal{M}}(\mathbf{R}) \equiv\left(\frac{\pi}{2 \gamma}\right)^{\frac{3}{4}} \int d \mu(\mathbf{z}) A_{\gamma}\left(\frac{1}{\sqrt{-\varepsilon}} \frac{\mathbf{R}}{2 \sqrt{\gamma}}, \sqrt{-\varepsilon} \mathbf{z}\right)^{*} I(\mathbf{z}) \tag{6.24}
\end{equation*}
$$

Here we further use a property of Bargmann integrals

$$
\begin{equation*}
\langle f(c \mathbf{z}) \mid g(\mathbf{z})\rangle=\left\langle f(\mathbf{z}) \mid g\left(c^{*} \mathbf{z}\right)\right\rangle \quad \text { for } \quad{ }^{\forall} c \in \mathbf{C} \tag{6.25}
\end{equation*}
$$

which is valid for arbitrary $f(z)$ and $g(z)$ in the Bargmann space. Thus we find

$$
\begin{equation*}
\widetilde{\mathcal{M}}(\mathbf{R})=\left(\frac{\pi}{2 \gamma}\right)^{\frac{3}{4}} \int d \mu(\mathbf{z}) A_{\gamma}\left(\frac{1}{\sqrt{-\varepsilon}} \frac{\mathbf{R}}{2 \sqrt{\gamma}}, \mathbf{z}\right)^{*} I\left(\sqrt{-\varepsilon}^{*} \mathbf{z}\right) \tag{6.26}
\end{equation*}
$$

This implies that the RGM kernel $\overline{\mathcal{M}}(\mathbf{R})$ in Eq. (6.26) is easily obtained from the new GCM kernel $\widetilde{I}(\mathbf{z})=I\left(\sqrt{-\varepsilon}^{*} \mathbf{z}\right)$ by a simple replacement $\mathbf{R} \rightarrow(\mathbf{R} / 2 \sqrt{\gamma})^{*}(1 / \sqrt{-\varepsilon})^{*}$ in the corresponding RGM kernel, as long as the transformation formula in Eq. (6.17) is explicitly known. The extra Bargmann integral for $v_{\ell m}(\boldsymbol{\xi})$ in Eq. (6.23) is usually unnecessary, since the expansion of $\left.\widetilde{\mathcal{M}}(\mathbf{R})\right|_{\mathbf{R} \downarrow \xi}$ in the basis states $v_{\ell m}(\boldsymbol{\xi})$ yields much easier method to handle this process of angular-momentum projection.

### 6.1.3 Application to n-Cluster RGM Kernels

In $n$-cluster systems, we deal with angular-momentum coupled ( $n-1$ )-body Gaussian trial functions defined through

$$
\begin{align*}
\chi_{\ell}^{L M}(r ; \eta)= & {\left[\cdots\left[\left[\chi_{\ell_{1}}\left(\mathbf{r}_{1}, \eta_{1} \gamma_{1}\right) \chi_{\ell_{2}}\left(\mathbf{r}_{2}, \eta_{2} \gamma_{2}\right)\right]_{\ell_{12}} \chi_{\ell_{3}}\left(\mathbf{r}_{3}, \eta_{3} \gamma_{3}\right)\right]_{\ell_{123}}\right.} \\
& \left.\cdots \chi_{\ell_{n-1}}\left(\mathbf{r}_{n-1}, \eta_{n-1} \gamma_{n-1}\right)\right]_{L M} \tag{6.27}
\end{align*}
$$

and their RGM matrix elements ${ }^{25}$

$$
\begin{equation*}
M_{\ell(L S) ; \ell^{\prime}\left(L^{\prime} S^{\prime}\right)}^{\Omega}\left(\eta ; \eta^{\prime}\right)=\left\langle\left[\chi_{\ell}^{L}(r ; \eta) \xi_{S}\right]_{J M}\right| \mathcal{M}^{\Omega}\left(r ; r^{\prime}\right)\left|\left[\chi_{\ell^{\prime}}^{L^{\prime}}\left(r^{\prime} ; \eta^{\prime}\right) \xi_{S^{\prime}}^{\prime}\right]_{J M}\right\rangle \tag{6.28}
\end{equation*}
$$

Here, $\ell$ etc. denotes a set of angular-momentum couplings specified by the following Gel'fand pattern [86]

$$
\begin{align*}
& |\ell ; L\rangle \equiv\left|\left[\cdots\left[\left[\ell_{1} \ell_{2}\right] \ell_{12}, \ell_{3}\right] \ell_{123}, \cdots, \ell_{n-1}\right] L\right\rangle \\
& =\left|\begin{array}{ccccc}
\ell_{1}+\cdots+\ell_{n-1}+L & \ell_{1}+\cdots+\ell_{n-1}-L & 0 & \cdots \cdots \cdots \cdots & 0 \\
\ddots & \ddots & \ddots & . & \\
\ell_{1}+\ell_{2}+\ell_{3}+\ell_{123} & \ell_{1}+\ell_{2}+\ell_{3}-\ell_{123} & 0 & \\
\ell_{1}+\ell_{2}+\ell_{12} \ell_{1}+\ell_{2}-\ell_{12} \\
2 \ell_{1}
\end{array}\right| \tag{6.29}
\end{align*}
$$

We use the same notation for $2 \times(n-1)$ double Gel'fand (DG) polynomials [86] ;

$$
\begin{align*}
v_{\ell}^{L M}(\xi) & \equiv \varphi_{r, \ell}^{(2 n-1)(\lambda \mu)}(\xi) \\
& =\left[\cdots\left[\left[v_{\ell_{1}}\left(\xi_{1}\right) v_{\ell_{2}}\left(\xi_{2}\right)\right]_{\ell_{12}} v_{\ell_{3}}\left(\xi_{3}\right)\right]_{\ell_{123}} \cdots v_{\ell_{n-1}}\left(\xi_{n-1}\right)\right]_{L M} \tag{6.30}
\end{align*}
$$

where $\lambda+2 \mu=2\left(\ell_{1}+\ell_{2}+\cdots \ell_{n-1}\right), \lambda / 2=L$ and $\lambda / 2-r=M$. If we use a shorthand notation $|\ell|=\ell_{1}+\ell_{2}+\cdots+\ell_{n-1}$, the relationship between $(\lambda \mu) r$ and $L M$ is given by

$$
\begin{equation*}
\lambda=2 L, \quad \mu=|\ell|-L, \quad r=L-M \tag{6.31}
\end{equation*}
$$

We extend the formula in Eqs. $(6.23) \sim(6.26)$ to the $(n-1)$-dimensional angularmomentum coupled states, and apply it to the RGM matrix element in Eq. (6.28). Then, we find

$$
\begin{align*}
& M_{\ell(L S) ; \ell^{\prime}\left(L^{\prime} S^{\prime}\right)}^{\Omega J}\left(\eta ; \eta^{\prime}\right)=\left(1-\varepsilon^{2}\right)^{\frac{1}{2}\left(\ell+\frac{3}{2}\right)}\left(1-\varepsilon^{\prime 2}\right)^{\frac{1}{2}\left(\ell^{\prime}+\frac{3}{2}\right)}\left[\frac{1}{(2 \ell-1)!!\left(2 \ell^{\prime}-1\right)!!}\right]^{\frac{1}{2}} \\
& \times\left.\left\langle\left[v_{\ell}^{L}(\xi) \xi_{S}\right]_{J M}\right| \widetilde{\mathcal{M}}^{\Omega}\left(R ; R^{\prime}\right)\right|_{\mathbf{R} \downarrow \xi, \mathbf{R}^{\prime} \downarrow \xi^{\prime}}\left|\left[v_{\ell^{\prime}}^{L^{\prime}}\left(\xi^{\prime}\right) \xi_{S^{\prime}}^{\prime}\right]_{J M}\right\rangle \tag{6.32}
\end{align*}
$$

where the matrix element is taken for the Bargmann integrals over $d \mu(\xi) d \mu\left(\xi^{\prime}\right)$ and

$$
\begin{align*}
\widetilde{\mathcal{M}}^{\Omega}\left(R ; R^{\prime}\right)= & \left(\frac{\pi}{2 \gamma}\right)^{\frac{3}{4}}\left(\frac{\pi}{2 \gamma^{\prime}}\right)^{\frac{3}{4}} \int d \mu(\mathbf{z}) d \mu\left(\mathbf{z}^{\prime}\right) A\left(\frac{1}{\sqrt{-\varepsilon}} \frac{R}{2 \sqrt{\gamma}} ; z\right) \\
& \times A\left(\frac{1}{\sqrt{-\varepsilon^{\prime}}} \frac{R^{\prime}}{2 \sqrt{\gamma^{\prime}}} ; z^{\prime}\right)^{*} I^{\Omega}\left({\sqrt{-\varepsilon^{*}}}^{*} ; \sqrt{-\varepsilon^{\prime}} * z^{\prime}\right) \tag{6.33}
\end{align*}
$$

In Eqs. (6.32) and (6.33), we have used some shorthand notations through

[^20]\[

$$
\begin{align*}
& \left(1-\varepsilon^{2}\right)^{\frac{1}{2}\left(\ell+\frac{3}{2}\right)}=\prod_{i=1}^{n-1}\left(1-\varepsilon_{i}^{2}\right)^{\frac{1}{2}\left(\ell_{i}+\frac{3}{2}\right)} \quad \text { with } \varepsilon_{i}=\frac{1-\eta_{i}}{1+\eta_{i}}, \\
& (2 \ell-1)!!=\prod_{i=1}^{n-1}\left(2 \ell_{i}-1\right)!!, \quad\left(\frac{\pi}{2 \gamma}\right)^{\frac{3}{4}}=\prod_{i=1}^{n-1}\left(\frac{\pi}{2 \gamma_{i}}\right)^{\frac{3}{4}}, \tag{6.34}
\end{align*}
$$
\]

and $\sqrt{-\varepsilon}$ is supposed to be an $(n-1) \times(n-1)$ diagonal matrix; $\sqrt{-\varepsilon}=\left((\sqrt{-\varepsilon})_{i j}\right)=$ ( $\delta_{i, j} \sqrt{-\varepsilon_{i}}$ ) etc. The modification $z^{*} \rightarrow \sqrt{-\varepsilon} z^{*}$ and $z^{\prime} \rightarrow \sqrt{-\varepsilon^{\prime}} * z^{\prime}$ in Eq. (5.4) implies

$$
\begin{equation*}
Q \rightarrow \widetilde{Q}=\sqrt{-\varepsilon} Q \sqrt{-\varepsilon^{\prime}} * \quad, \quad P \rightarrow \widetilde{P}=\sqrt{-\varepsilon} P, \quad \widetilde{P}^{\prime}=\sqrt{-\varepsilon^{\prime}} * P^{\prime} \tag{6.35}
\end{equation*}
$$

We set the coefficients of the corresponding RGM kernel in Eqs. (5.10b) and (5.14c) as $\widetilde{D}, \widetilde{A}, \widetilde{A^{\prime}}, \widetilde{C}, \widetilde{f}, \widetilde{g}$ and $-\widetilde{\alpha}^{26}$ and further make a replacement $\widehat{R} \rightarrow R / \sqrt{-\varepsilon}, \widehat{R}^{\prime} \rightarrow$ $R^{\prime *} / \sqrt{-\varepsilon^{\prime}}$ and define

$$
\begin{align*}
& \widehat{A}=\frac{1}{\sqrt{-\varepsilon}}(1-\widetilde{A}) \frac{1}{\sqrt{-\varepsilon}}, \quad \widehat{A}^{\prime}=\frac{1}{\sqrt{-\varepsilon^{\prime}} *}\left(1-\widetilde{A}^{\prime}\right) \frac{1}{\sqrt{-\varepsilon^{\prime}} *} \\
& \widehat{C}=\frac{1}{\sqrt{-\varepsilon}} \widetilde{C} \frac{1}{\sqrt{-\varepsilon^{\prime}} *}, \quad \widehat{f}=\frac{1}{\sqrt{-\varepsilon}} \widetilde{f}, \quad \widehat{g}=\frac{1}{\sqrt{-\varepsilon^{\prime}}} \widetilde{g} \tag{6.36}
\end{align*}
$$

From this procedure, $\widetilde{\mathcal{M}}\left(R ; R^{\prime}\right)$ in Eq. (6.33) is derived as
$\widetilde{\mathcal{M}}^{N}\left(R ; R^{\prime}\right)=\widetilde{D}^{-\frac{3}{2}} \exp \left\{\frac{1}{2}{ }^{t} \mathbf{R}\left(\widehat{A}+\frac{1}{2 \varepsilon}\right) \mathbf{R}+\frac{1}{2}{ }^{t} \mathbf{R}^{\prime *}\left(\widehat{A}^{\prime}+\frac{1}{2 \varepsilon^{\prime}}\right) \mathbf{R}^{t *}+{ }^{t} \mathbf{R} \widehat{C} \mathbf{R}^{\prime *}\right\}$,
$\widetilde{\mathcal{M}}^{\text {exp }}\left(R ; R^{\prime}\right)=\widetilde{\mathcal{M}}^{N}\left(R ; R^{\prime}\right)\left(\frac{1}{1+\lambda \widetilde{\alpha}}\right)^{\frac{3}{2}} \exp \left\{-\frac{1}{2} \frac{\lambda}{1+\lambda \widetilde{\alpha}} \widetilde{\mathbf{V}}^{2}\right\}$,
$\widetilde{\mathcal{M}}^{\Omega}\left(R ; R^{\prime}\right)=\widetilde{\mathcal{M}^{e x p}}\left(R ; R^{\prime}\right) \widetilde{\mathcal{P}}^{\Omega}\left(R ; R^{\prime}\right)$,
with

$$
\widetilde{\mathcal{P}}^{\Omega}\left(R ; R^{\prime}\right)=\left\{\begin{array}{c}
1  \tag{6.37b}\\
\left(\frac{1}{1+\lambda \widetilde{\alpha}}\right) i\left[{ }^{t} \widehat{P} \mathbf{R}+{ }^{t} \widetilde{P} \mathbf{R}^{\prime *},{ }^{t} \widehat{P}^{\prime} \mathbf{R}^{\prime *}+{ }^{t} \widetilde{P}^{\prime} \mathbf{R}\right] \cdot \mathbf{S} \\
\left(\frac{1}{1+\lambda \widetilde{\alpha}}\right)^{2} 3 \sqrt{10}\left[\mathcal{Y}_{2}(\widetilde{\mathbf{V}}) S^{(2)}\right]^{(0)}
\end{array}\right.
$$

Here, we have explicitly shown the 3-dimensional vector character of $R$ by $R=\mathbf{R}=$ $\left(\mathbf{R}_{1}, \cdots, \mathbf{R}_{n-1}\right)$. In Eqs. (6.37a) and (6.37b), the coefficients for the normalization kernel is given by

$$
\begin{align*}
& \widetilde{D}=\operatorname{det}\left(1-\varepsilon^{\prime t} Q \varepsilon Q\right)=\operatorname{det}\left(1-Q \varepsilon^{\prime t} Q \varepsilon\right), \\
& \widehat{C}=Q\left(1-\varepsilon^{\prime t} Q \varepsilon Q\right)^{-1}=\left(1-Q \varepsilon^{\prime t} Q \varepsilon\right)^{-1} Q, \\
& \widehat{A}=\widehat{C} \varepsilon^{\prime t} Q=\left(1-Q \varepsilon^{\prime t} Q \varepsilon\right)^{-1} Q \varepsilon^{\prime t} Q, \\
& \widehat{A}^{\prime}={ }^{t} Q \varepsilon \widehat{C}={ }^{t} Q \varepsilon Q\left(1-\varepsilon^{\prime t} Q \varepsilon Q\right)^{-1}, \tag{6.37c}
\end{align*}
$$

[^21]and, for the interaction kernels,
\[

$$
\begin{align*}
& \widehat{P}=(1+\widehat{A} \varepsilon) P, \quad \widehat{P}^{\prime}=\left(1+\widehat{A}^{\prime} \varepsilon^{\prime}\right) P^{\prime}, \\
& \widetilde{P}={ }^{t} \widehat{C} \varepsilon P, \quad \widetilde{P}^{\prime}=\widehat{C} \varepsilon^{\prime} P^{\prime}, \\
& \widehat{f}=\widehat{P}+\widetilde{P}^{\prime}, \quad \widehat{g}=\widehat{P}^{\prime}+\widetilde{P}, \\
& \widetilde{\alpha}={ }^{t} P \varepsilon \widehat{f}+{ }^{t} P^{\prime} \varepsilon^{\prime} \widehat{g}, \quad \widetilde{\mathbf{V}}={ }^{t} \widehat{f} \mathbf{R}+{ }^{t} \widehat{g} \mathbf{R}^{\prime *} . \tag{6.37d}
\end{align*}
$$
\]

Note that $\widehat{A}$ and $\widehat{A}^{\prime}$ are the symmetric matrices; i.e., ${ }^{t} \widehat{A}=\widehat{A}$ and ${ }^{t} \widehat{A}^{\prime}=\widehat{A}^{\prime}$.
The first step to derive the matrix elements in Eq. (6.32) is to make $\mathbf{R} \downarrow \boldsymbol{\xi}$ and $\mathbf{R}^{\prime} \downarrow \xi^{\prime}$ reductions. In the central kernel $\widetilde{\mathcal{M}^{\text {exp }}}\left(R ; R^{\prime}\right)$ in Eq. (6.37a), we expand $\widetilde{\mathbf{V}}^{2}$ term and use the property

$$
\begin{align*}
& { }^{t} \mathbf{R} \frac{1}{2 \varepsilon} \mathbf{R}=\sum_{i=1}^{n-1} \frac{1}{2 \varepsilon_{i}} \mathbf{R}_{i}^{2}=0, \\
& \frac{1}{2}{ }^{t} \mathbf{R} A \mathbf{R}=\sum_{i<j}^{n-1} A_{i j}\left(\mathbf{R}_{i} \cdot \mathbf{R}_{j}\right)=-\frac{1}{2} \sum_{i<j}^{n-1} A_{i j}\left(\delta_{i j}\right)^{2}, \\
& \frac{1}{2}{ }^{t} \mathbf{R}^{\prime *} A^{\prime} \mathbf{R}^{\prime *}=\sum_{i<j}^{n-1} A_{i j}^{\prime}\left(\mathbf{R}_{i}^{\prime *} \cdot \mathbf{R}_{j}^{\prime *}\right)=-\frac{1}{2} \sum_{i<j}^{n-1} A_{i j}^{\prime}\left(\delta_{i j}^{\prime *}\right)^{2}, \\
& { }^{t} \mathbf{R} C \mathbf{R}^{\prime *}=\sum_{i, j=1}^{n-1} C_{i j}\left(\mathbf{R}_{i} \cdot \mathbf{R}_{j}^{\prime *}\right)=\frac{1}{2} \sum_{i, j=1}^{n-1} C_{i j}\left(\xi_{i} \cdot \xi_{j}^{\prime *}\right)^{2}, \tag{6.38}
\end{align*}
$$

with $\delta_{i j}=\operatorname{det}\left(\boldsymbol{\xi}_{i}, \boldsymbol{\xi}_{j}\right)$ and $\delta_{i j}^{\prime}=\operatorname{det}\left(\boldsymbol{\xi}_{i}^{\prime}, \boldsymbol{\xi}_{j}^{\prime}\right)$ from Eq. (6.4). Then, we find $\left.\widetilde{\mathcal{M}}^{e x p}\left(R ; R^{\prime}\right)\right|_{\mathbf{R}\left\lfloor\xi, \mathbf{R}^{\prime}\left\lfloor\xi^{\prime}\right.\right.}=D^{-\frac{3}{2}} I\left(\xi ; \xi^{\prime}\right)$,
$I\left(\xi ; \xi^{\prime}\right) \equiv \exp \left\{-\frac{1}{2} \sum_{i<j}^{n-1} A_{i j}\left(\delta_{i j}\right)^{2}-\frac{1}{2} \sum_{i<j}^{n-1} A_{i j}^{\prime}\left(\delta_{i j}^{\prime *}\right)^{2}+\frac{1}{2} \sum_{i, j=1}^{n-1} C_{i j}\left(\boldsymbol{\xi}_{i} \cdot \boldsymbol{\xi}_{j}^{\prime *}\right)^{2}\right\}$,
where the coefficients $D, A, A^{\prime}$ and $C$ are given by

$$
\begin{align*}
& D=\widetilde{D}(1+\lambda \widetilde{\alpha}), \quad C=\widehat{C}-\frac{\lambda}{1+\lambda \widetilde{\alpha}} \widehat{f}^{t} \widehat{g}, \\
& A=\widehat{A}-\frac{\lambda}{1+\lambda \widetilde{\alpha}} \widehat{f}^{t} \widehat{f}, \quad A^{\prime}=\widehat{A}^{\prime}-\frac{\lambda}{1+\lambda \widetilde{\alpha}} \widehat{g}^{t} \widehat{g} . \tag{6.39b}
\end{align*}
$$

On the other hand, for the $L S$ and tensor kernels, we use

$$
\begin{align*}
& {[a b]_{00}=-\frac{1}{\sqrt{3}}(\mathbf{a} \cdot \mathbf{b}), \quad[a b]_{1 \mu}=i \frac{1}{\sqrt{2}}[\mathbf{a} \times \mathbf{b}]_{\mu}} \\
& a_{\mu}=\sqrt{\frac{4 \pi}{3}} a Y_{1 \mu}(\widehat{\mathbf{a}})=\mathcal{Y}_{1 \mu}(\mathbf{a}) \tag{6.40}
\end{align*}
$$

and define their reduced matrix elements by separating the spin part; ${ }^{27}$

[^22]$M_{\ell(L S) ; \ell^{\prime}\left(L^{\prime} S^{\prime}\right)}^{\Omega J}\left(\eta ; \eta^{\prime}\right)=\left(1-\varepsilon^{2}\right)^{\frac{1}{2}\left(\ell+\frac{3}{2}\right)}\left(1-\varepsilon^{\prime 2}\right)^{\frac{1}{2}\left(\ell^{\prime}+\frac{3}{2}\right)} D^{-\frac{3}{2}}$

$\times\left\{\begin{array}{cc}\delta_{L, L^{\prime}} \delta_{S, S^{\prime}} \widetilde{M}_{\ell L ; \ell^{\prime} L}^{C}\left(\eta ; \eta^{\prime}\right) & \text { for central } \\ {\left[\begin{array}{ccc}L^{\prime} & S^{\prime} & J \\ 1 & 1 & 0 \\ L & S & J\end{array}\right]\left\langle S\|\mathbf{S}\| S^{\prime}\right\rangle(-\sqrt{6})\left(\frac{1}{1+\lambda \widetilde{\alpha}}\right) \widetilde{M}_{\ell L ; \ell^{\prime} L^{\prime}}^{L S}\left(\eta ; \eta^{\prime}\right)} & \text { for } L S \\ {\left[\begin{array}{ccc}L^{\prime} & S^{\prime} & J \\ 2 & 2 & 0 \\ L & S & J\end{array}\right]\left\langle S\left\|S^{(2)}\right\| S^{\prime}\right\rangle 3 \sqrt{10}\left(\frac{1}{1+\lambda \widetilde{\alpha}}\right)^{2} \widetilde{M}_{\ell L ; \ell^{\prime} L^{\prime}}^{T}\left(\eta ; \eta^{\prime}\right)} & \text { for tensor . }\end{array}\right.$

Here, $\widetilde{M}_{\ell L, \ell^{\prime} L^{\prime}}^{\Omega}\left(\eta ; \eta^{\prime}\right)$ are given by

$$
\begin{equation*}
\widetilde{M}_{\ell L ; \ell^{\prime} L^{\prime}}^{\Omega}\left(\eta ; \eta^{\prime}\right)=\left[\frac{1}{(2 \ell-1)!!\left(2 \ell^{\prime}-1\right)!!}\right]^{\frac{1}{2}}\left\langle v_{\ell}^{L}(\xi)\left\|I\left(\xi ; \xi^{\prime}\right) \widetilde{\mathcal{P}}^{\Omega}\left(\xi ; \xi^{\prime}\right)\right\| v_{\ell^{\prime}}^{L^{\prime}}\left(\xi^{\prime}\right)\right\rangle \tag{6.41b}
\end{equation*}
$$

with $\widetilde{\mathcal{P}}^{C}=1$ and

$$
\begin{align*}
& \widetilde{\mathcal{P}}^{L S}\left(\xi ; \xi^{\prime}\right)=\left.\left[\mathcal{Y}_{1}\left({ }^{t} \widehat{P} \mathbf{R}+{ }^{t} \widetilde{P} \mathbf{R}^{\prime *}\right) \mathcal{Y}_{1}\left({ }^{t} \widetilde{P}^{\prime} \mathbf{R}+{ }^{t} \widehat{P}^{\prime} \mathbf{R}^{\prime *}\right)\right]_{1 \mu}\right|_{\mathbf{R} \downarrow \xi, \mathbf{R}^{\prime} \downarrow \xi^{\prime}} \\
& \widetilde{\mathcal{P}}^{T}\left(\xi ; \xi^{\prime}\right)=\left.\mathcal{Y}_{2 \mu}\left({ }^{t} \widehat{f} \mathbf{R}+{ }^{t} \widehat{g} \mathbf{R}^{\prime *}\right)\right|_{\mathbf{R} \downarrow \xi, \mathbf{R}^{\prime} \downarrow \xi^{\prime}} \tag{6.41c}
\end{align*}
$$

The central factor $I\left(\xi ; \xi^{\prime}\right)$ in Eq. (6.41b) is given in Eq. (6.39a). The reduction of the polynomial terms in Eq. (6.41c) is given in §6.2.2.

### 6.2 Expansion by Double Gel'fand Polynomials

### 6.2.1 Central Matrix Elements

In order to derive the matrix elements $\widetilde{M}_{\ell L ; \ell^{\prime} L}^{C}\left(\eta ; \eta^{\prime}\right)$ in Eq. (6.41b), we expand $I\left(\xi ; \xi^{\prime}\right)$ in Eq. (6.39a) as

$$
\begin{equation*}
I\left(\xi ; \xi^{\prime}\right)=\sum_{L, \ell, \ell^{\prime}} \frac{1}{N_{H}(\lambda \mu) N_{H}\left(\lambda \mu^{\prime}\right)} I_{\ell, \ell^{\prime}}^{L}\left(C ; A, A^{\prime}\right) \sum_{r=0}^{\lambda} \varphi_{r, \ell}^{(2 n-1)(\lambda \mu)}(\xi) \varphi_{r, \ell^{\prime}}^{(2 n-1)\left(\lambda \mu^{\prime}\right)}\left(\xi^{\prime}\right)^{*}, \tag{6.42}
\end{equation*}
$$

 (6.42), $I_{\ell, \ell^{\prime}}^{L}\left(C ; A, A^{\prime}\right)$ is a function of $C_{i j}(i, j=1 \sim n-1), A_{i j}$ and $A_{i j}^{\prime}(1 \leq i<j \leq$ $n-1$ ), and $\lambda, \mu$ and $\mu^{\prime}$ are related to $L,|\ell|$ and $\left|\ell^{\prime}\right|$ through $\lambda=2 L, \mu=|\ell|-L$, $\mu^{\prime}=\left|\ell^{\prime}\right|-L$ (see Eq. (6.31)). Furthermore, $N_{H}(\lambda \mu)$ is the normalization constant of the highest-weight state for $2 \times 2 \mathrm{DG}$ polynomials, and is given by [86]

$$
\begin{equation*}
N_{H}(\lambda \mu)=\left[\frac{\lambda+1}{(\lambda+\mu+1)!\mu!}\right]^{\frac{1}{2}} \tag{6.43}
\end{equation*}
$$

Once the expansion Eq. (6.42) is obtained, the matrix elements are easily obtained through the orthogonality of the DG polynomials. They are given by

$$
\begin{equation*}
\widetilde{M}_{\ell L ; \ell^{\prime} L}^{C}\left(\eta ; \eta^{\prime}\right)=\left[\frac{1}{(2 \ell-1)!!\left(2 \ell^{\prime}-1\right)!!}\right]^{\frac{1}{2}} \frac{1}{N_{H}(\lambda \mu) N_{H}\left(\lambda \mu^{\prime}\right)} I_{\ell, \ell^{\prime}}^{L}\left(C ; A, A^{\prime}\right) \tag{6.44}
\end{equation*}
$$

Let us first consider the expansion of $S U_{2}$-scalar part in $I\left(\xi ; \xi^{\prime}\right)$. We set $V_{i j}=$ $\left(\xi_{i} \cdot \boldsymbol{\xi}_{j}^{\prime *}\right)$ or $V={ }^{t} \xi \xi^{\prime *}$ in $(n-1) \times(n-1)$ matrix form and expand it in powers of $V$;

$$
\begin{equation*}
\exp \left\{\frac{1}{2} \sum_{i, j=1}^{n-1} C_{i j}\left(\xi_{i} \cdot \xi_{j}^{\prime *}\right)^{2}\right\}=\prod_{i, j=1}^{n-1} \sum_{k_{i j}=0}^{\infty} \frac{1}{2^{k_{i j}} k_{i j}!} C_{i j}^{k_{i j}} V_{i j}^{2 k_{i j}} \equiv \sum_{k} \frac{1}{2^{k} k!} C^{k} V^{2 k} \tag{6.45}
\end{equation*}
$$

In the last equation in Eq. (6.45), we have used an abbreviated notation for the repeated indices $C^{k} \equiv \prod_{i, j=1}^{n-1} C_{i j}^{k_{i j}}$ etc. In order to expand $V^{2 k}$ in Eq. (6.45) further, we employ the polynomial expansion of $(n-1) \times(n-1)$ DG polynomials [81]

$$
\varphi_{a, b}^{(n-1 n-1)[f]}(V)=\sum_{k}\left[\begin{array}{cc}
{[f]} & b  \tag{6.46a}\\
a & k
\end{array}\right] \frac{V^{k}}{\sqrt{k!}},
$$

or its inverse expansion

$$
\frac{V^{k}}{\sqrt{k!}}=\sum_{[f], a, b}\left[\begin{array}{cc}
{[f]} & b  \tag{6.46b}\\
a & k
\end{array}\right] \varphi_{a, b}^{(n-1 n-1)[f]}(V)
$$

which can be derived by the orthogonality relationship

$$
\begin{equation*}
\left\langle\frac{V^{k}}{\sqrt{k!}} \left\lvert\, \frac{V^{k^{\prime}}}{\sqrt{k^{\prime}}}\right.\right\rangle=\delta_{k, k^{\prime}} . \tag{6.46c}
\end{equation*}
$$

We can also use the product formula [86] of the DG polynomials; i.e.,

$$
\begin{equation*}
\varphi_{a, b}^{(n-1 n-1)[f]}(V)=\varphi_{a, b}^{(n-1 n-1)[f]}\left({ }^{t} \xi \xi^{\prime *}\right)=\frac{1}{N_{H}[f]} \sum_{c} \varphi_{c, a}^{(2 n-1)[f]}(\xi) \varphi_{c, b}^{(2 n-1)[f]}\left(\xi^{\prime}\right)^{*} . \tag{6.47}
\end{equation*}
$$

We note that the irreducible representation label $[f]$ is actually a two-row partition $[f]=[\lambda+\mu, \mu, 0, \cdots, 0]=(\lambda \mu)$ for $2 \times(n-1)$ DG polynomials. We also use $r$, instead of $c$, for the $S U_{2}$ internal quantum-number label, and the parametrization by $\ell$ in Eq. (6.29) for $a$ etc. Following these procedures, we find

$$
\begin{align*}
& \exp \left\{\frac{1}{2} \sum_{i, j=1}^{n-1} C_{i j}\left(\xi_{i} \cdot \xi_{j}^{\prime *}\right)^{2}\right\} \\
& =\sum_{(\lambda \mu) \ell, \ell^{\prime}} \frac{1}{N_{H}(\lambda \mu)} F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C) \sum_{r=0}^{\lambda} \varphi_{r, \ell}^{(2 n-1)(\lambda \mu)}(\xi) \varphi_{r, \ell^{\prime}}^{(2 n-1)(\lambda \mu)}\left(\xi^{\prime}\right)^{*}, \tag{6.48}
\end{align*}
$$

where $F_{\ell, \ell^{\prime}}^{(\lambda)}(C)$ are homogeneous polynomials of $C_{i j}(i, j=1 \sim n-1)$ of order $\lambda / 2+\mu=|\ell|=\left|\ell^{\prime}\right|$ and are given by

$$
F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)=\sum_{k}\left[\frac{(2 k-1)!!}{(2 k)!!}\right]^{\frac{1}{2}}\left[\begin{array}{cc}
(\lambda \mu) & \ell^{\prime}  \tag{6.49a}\\
\ell & 2 k
\end{array}\right] C^{k}
$$

Note that the polynomial $F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)$ has a very similar structure to the DG polynomials in Eq. (6.46a). However, the factors $k=\left(k_{i j}\right)$ are doubled and satisfy the weight condition

$$
\begin{equation*}
\sum_{i=1}^{n-1} k_{i j}=\ell_{j}^{\prime}, \quad \sum_{j=1}^{n-1} k_{i j}=\ell_{i}, \quad k_{i j}=\text { non-negative integers } \tag{6.49b}
\end{equation*}
$$

and $\lambda=$ even only. The appearance of the factor of the type $[(2 k-1)!!/(2 k)!!]^{1 / 2}$, instead of $1 / \sqrt{k!}$, is a typical feature of this modification of the DG polynomials.

Now we proceed to the non-SU $U_{3}$-scalar part of $I\left(\xi ; \xi^{\prime}\right)$ in Eq. (6.39a), and consider expansion of $\left(\delta_{i j}\right)^{2}$ part :

$$
\begin{align*}
\exp \left\{-\frac{1}{2} \sum_{i<j}^{n-1} A_{i j}\left(\delta_{i j}\right)^{2}\right\} & =\prod_{i<j}^{n-1} \sum_{m_{i j}=0}^{\infty}\left(-\frac{1}{2}\right)^{m_{i j}} \frac{1}{m_{i j}!} A_{i j}^{m_{i j}}\left(\delta_{i j}\right)^{2 m_{i j}} \\
& =\sum_{m=0}^{\infty}\left(-\frac{1}{2}\right)^{m} \sum_{\sum_{i<j} m_{i j}=m} \frac{1}{m!} A^{m} \delta^{2 m} \tag{6.50}
\end{align*}
$$

where we have again used the abbreviated notation for the multi-dimensional index $m$. Since $\delta^{2 m}$ is an $S U_{2}$-scalar polynomial, we can expand it by $\varphi_{0, \ell^{\prime \prime}}^{(2 n-1)(02 m)}(\xi)$ with $\left|\ell^{\prime \prime}\right|=2 m$. Thus we expand Eq. (6.50) as

$$
\begin{align*}
& \exp \left\{-\frac{1}{2} \sum_{i<j}^{n-1} A_{i j}\left(\delta_{i j}\right)^{2}\right\} \\
& =\sum_{m=0}^{\infty}\left(-\frac{1}{2}\right)^{m} \frac{1}{N_{H}(02 m)} \sum_{\ell^{\prime \prime}} G_{\ell^{\prime \prime}}^{(02 m)}(A) \varphi_{0, \ell^{\prime \prime}}^{(2 n-1)(02 m)}(\xi) . \tag{6.51}
\end{align*}
$$

Note that, for a small value of $n$, the coefficient polynomial $G_{\ell^{\prime \prime}}^{(02 m)}(A)$ takes a very simple form due to the condition $1 \leq i<j \leq n-1$. For 2-cluster systems with $n=2$, this term does not exist. For 3 -cluster systems with $n=3$, the explicit expression of $2 \times 2$ DG polynomials [86] yields

$$
\begin{equation*}
G_{0}^{(02 m)}(A)=\frac{1}{m!} A_{12}^{m} \tag{6.52a}
\end{equation*}
$$

where we have used the $S U_{2}$ notation $r=0$ for the Gel'fand pattern $\ell^{\prime \prime}$ in Eq. (6.51) :

$$
\left|\ell^{\prime \prime}\right\rangle=\left|\begin{array}{cc}
\lambda+\mu & \mu  \tag{6.52b}\\
\lambda+\mu-r
\end{array}\right\rangle=\left|\begin{array}{cc}
2 m & 2 m \\
2 m
\end{array}\right\rangle=\left|\begin{array}{cc}
\ell_{1}+\ell_{2} & \ell_{1}+\ell_{2} \\
2 \ell_{1}
\end{array}\right\rangle
$$

with $\ell=2 L=0, \mu=\ell_{1}+\ell_{2}=2 m$, and $\ell_{1}=\ell_{2}=m$. Even in 4-cluster systems, we only need to deal with polynomials of $\delta_{12}, \delta_{13}$ and $\delta_{23}$ and the explicit expression of $2 \times 3 \mathrm{DG}$ polynomials [86] yields $G_{\ell^{\prime \prime}}^{(02 m)}(A)$ given by

$$
\begin{equation*}
G_{0 q r}^{(02 m)}(A)=\left[\frac{(2 m-q-1)!!(q-r-1)!!(r-1)!!}{(2 m-1)!!m!\left(m-\frac{q}{2}\right)!\left(\frac{q-r}{2}\right)!\left(\frac{r}{2}\right)!}\right]^{\frac{1}{2}} A_{12}^{m-\frac{q}{2}} A_{13}^{\frac{q-r}{2}} A_{23}^{\frac{r}{2}} \tag{6.53a}
\end{equation*}
$$

where the $S U_{3}$ quantum numbers $q=0 \sim 2 m, r=0 \sim q$ are even only and are related to $\ell^{\prime \prime}$ through

$$
\begin{align*}
\left|\ell^{\prime \prime}\right\rangle & =\left|\begin{array}{ccc}
\lambda+\mu & \mu & 0 \\
\lambda+\mu-p & \mu-q \\
\lambda+\mu-p-r
\end{array}\right|=\left\lvert\, \begin{array}{ccc}
2 m & 2 m & 0 \\
& 2 m & 2 m-q \\
& 2 m-r
\end{array}\right. \\
& =\left|\begin{array}{ccc}
\ell_{1}+\ell_{2}+\ell_{3} & \ell_{1}+\ell_{2}+\ell_{3} & 0 \\
\ell_{1}+\ell_{2}+\ell_{3} \ell_{1}+\ell_{2}-\ell_{3} & \\
2 \ell_{1}
\end{array}\right\rangle \tag{6.53b}
\end{align*}
$$

with $\lambda=2 L=0, \mu=\ell_{1}+\ell_{2}+\ell_{3}=2 m$ (even only) and $p=0$. Note that this coupling scheme is related to the $S U_{2}$-scalar state $\left[\left[v_{\ell_{1}}\left(\xi_{1}\right) v_{\ell_{2}}\left(\xi_{2}\right)\right]_{\ell_{3}} v_{\ell_{3}}\left(\xi_{3}\right)\right]_{0}$.

In order to derive a general expression for $G_{\ell^{\prime \prime}}^{(02 m)}(A)$ for an arbitrary $n$, we employ Eq. (6.48) by assuming $C=(-1 / 2) A$ and $\xi^{\prime *}=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right) \xi \equiv \epsilon \xi$. By this assignment, the relationship $\left(\boldsymbol{\xi}_{i} \cdot \boldsymbol{\xi}_{j}^{\prime *}\right)=\left({ }^{t} \xi \epsilon \xi\right)_{i j}=\operatorname{det}\left(\boldsymbol{\xi}_{i}, \boldsymbol{\xi}_{j}\right)=\delta_{i j}$ yields

$$
\begin{align*}
& \exp \left\{-\frac{1}{2} \sum_{i<j}^{n-1} A_{i j}\left(\delta_{i j}\right)^{2}\right\} \\
& =\sum_{(\lambda \mu) \ell, \ell^{\prime}} \frac{1}{N_{H}(\lambda \mu)} F_{\ell, \ell^{\prime}}^{(\lambda \mu)}\left(-\frac{1}{2} A\right) \sum_{r=0}^{\lambda} \varphi_{r, \ell}^{(2 n-1)(\lambda \mu)}(\xi) \varphi_{r, \ell^{\prime}}^{\left(2{ }^{n-1}\right)(\lambda \mu)}(\epsilon \xi) \tag{6.54}
\end{align*}
$$

where we have modified the (usually non-zero) diagonal matrix elements $A_{i i}$ into 0 ; i.e., $A_{i i}=0(i=1 \sim n-1)$. First we use the fact that $F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)$ in Eq. (6.49a) is a homogeneous polynomials of $C_{i j}$ with the order $\lambda / 2+\mu(\lambda=2 L=$ even $)$, and find

$$
\begin{equation*}
F_{\ell, \ell^{\prime}}^{(\lambda \mu)}\left(-\frac{1}{2} A\right)=\left(-\frac{1}{2}\right)^{\frac{\lambda}{2}+\mu} F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(A) \text {. } \tag{6.55}
\end{equation*}
$$

Further, we can use the product formula of DG polynomials and use $\varphi_{r, r^{\prime}}^{(22)}(\lambda) \mu(\epsilon)=$ $\delta_{r^{\prime}, \lambda-r}(-1)^{r} N_{H}(\lambda \mu)$ to derive


Then, by using the $S U_{2}$ C-G coefficients $\langle\lambda / 2(\lambda / 2-r) \lambda / 2-(\lambda / 2-r) \mid 00\rangle$ $=(-1)^{r}(1 / \sqrt{\lambda+1})$ and the C-G series for $2 \times(n-1)$ DG polynomials [86], we find

$$
\begin{align*}
& \sum_{r=0}^{\lambda} \varphi_{r, \ell}^{\left(2{ }^{n-1}\right)(\lambda \mu)}(\xi) \varphi_{r, \ell^{\prime}}^{(2 n-1)(\lambda \mu)}(\epsilon \xi)=\sqrt{\lambda+1}\left[\varphi_{*, \ell}^{(2 n-1)(\lambda \mu)}(\xi) \varphi_{*, \ell^{\prime}}^{(2 n-1)(\lambda \mu)}(\xi)\right]_{0}^{(0)} \\
& =\sqrt{\lambda+1} \frac{N_{H}(\lambda \mu)^{2}}{N_{H}(0 \lambda+2 \mu)} \sum_{\ell^{\prime \prime}}\left((\lambda \mu) \ell(\lambda \mu) \ell^{\prime}\left|(0 \lambda+2 \mu) \ell^{\prime \prime}\right\rangle_{n-1} \varphi_{0, \ell^{\prime \prime}}^{(2 n-1)(0 \lambda+2 \mu)}(\xi),\right. \tag{6.57}
\end{align*}
$$

where we have used the two-row $S U_{n-1}$ C-G coefficients $\left\langle(\lambda \mu) \ell(\lambda \mu) \ell^{\prime}\right|(0 \lambda+$ $\left.2 \mu) \ell^{\prime \prime}\right\rangle_{n-1}$. These two-row $S U_{n-1}$ C-G coefficients are discussed in $\S 6.2 .3$, together with the polynomial functions $F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)$. Finally, we combine Eqs. (6.54), (6.55) and (6.57) and compare it with Eq. (6.51). Then we find that $G_{\ell^{\prime \prime}}^{(02 m)}(A)$ is given by

$$
\begin{equation*}
G_{\ell^{\prime \prime}}^{(02 m)}(A)=\sum_{\substack{\left(\lambda \mu \mu \ell, \ell^{\prime} \\ \lambda+2 \mu=2 m\right.}} \sqrt{\lambda+1} N_{H}(\lambda \mu)\left\langle(\lambda \mu) \ell(\lambda \mu) \ell^{\prime} \mid(0 \lambda+2 \mu) \ell^{\prime \prime}\right\rangle_{n-1} F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(A), \tag{6.58}
\end{equation*}
$$

where ${ }^{t} A=A$ with $A_{11}=\cdots=A_{n-1, n-1}=0$.
We use the same procedure for another non-SU 2 -scalar part in $I\left(\xi ; \xi^{\prime}\right)$. By combining these, we find

$$
\begin{align*}
& I\left(\xi ; \xi^{\prime}\right)=\sum_{\substack {(\lambda \mu) \\
\begin{subarray}{c}{\ell^{\prime \prime}, \overparen{\ell}^{\prime \prime}{ ( \lambda \mu ) \\
\begin{subarray} { c } { \ell ^ { \prime \prime } , \overparen { \ell } ^ { \prime \prime } } }\end{subarray}} \sum_{m, m^{\prime}}\left(-\frac{1}{2}\right)^{m+m^{\prime}} \frac{1}{N_{H}(\lambda \mu) N_{H}(02 m) N_{H}\left(02 m^{\prime}\right)}  \tag{6.59}\\
& \times F_{\widetilde{\ell}, \widetilde{\ell}^{\prime}}^{(\lambda \mu)}(C) G_{\ell^{\prime \prime}}^{(02 m)}(A) G_{\widetilde{\ell^{\prime \prime}}}^{\left(02 m^{\prime}\right)}\left(A^{\prime}\right) \\
& \times \sum_{r}\left(\varphi_{r, \widetilde{\ell}}^{(2 n-1)(\lambda \mu)}(\xi) \varphi_{0, \ell^{\prime \prime}}^{(2 n-1)(02 m)}(\xi)\right)\left(\varphi_{r, \widetilde{\ell}^{\prime}}^{(2 n-1)(\lambda \mu)}\left(\xi^{\prime}\right) \varphi_{0, \widetilde{\ell^{\prime \prime}}}^{(2 n-1)\left(02 m^{\prime}\right)}\left(\xi^{\prime}\right)\right)^{*},
\end{align*}
$$

where we have changed the notation $\ell \rightarrow \widetilde{\ell}, \ell^{\prime} \rightarrow \tilde{\ell}^{\prime}$ etc., to reserve $\ell$ and $\ell^{\prime}$ for the later use. We again use the C-G series to combine two DG polynomials. After some alteration of notation to fix the polynomial powers, we finally obtain

$$
\begin{align*}
& I_{\ell, \ell^{\prime}}^{L}\left(C ; A, A^{\prime}\right) \\
& =\sum_{\substack{\left.\mu_{0}=0 \text { or } 1 \\
\bmod 2\right)}}^{\min \left\{\mu, \mu^{\prime}\right\}}\left(-\frac{1}{2}\right)^{\frac{\mu+\mu^{\prime}}{2}-\mu_{0}} N_{H}\left(\lambda \mu_{0}\right) \sum_{\widetilde{\ell,}, \widetilde{\ell^{\prime}}, \ell^{\prime \prime}, \widetilde{\ell^{\prime \prime}}}\left\langle\left(\lambda \mu_{0}\right) \widetilde{\ell}\left(0 \mu-\mu_{0}\right) \ell^{\prime \prime} \mid(\lambda \mu) \ell\right\rangle_{n-1} \\
& \times\left\langle\left(\lambda \mu_{0}\right) \widetilde{\ell^{\prime}}\left(0 \mu^{\prime}-\mu_{0}\right) \widetilde{\ell^{\prime \prime}} \mid\left(\lambda \mu^{\prime}\right) \ell^{\prime}\right\rangle_{n-1} F_{\widetilde{\ell}, \widetilde{\ell^{\prime}}}^{\left(\lambda \mu_{0}\right)}(C) G_{\ell^{\prime \prime}}^{\left(0 \mu-\mu_{0}\right)}(A) G_{\widetilde{\ell^{\prime \prime}}}^{\left(0 \mu^{\prime \prime}-\mu_{0}\right)}\left(A^{\prime}\right), \tag{6.60}
\end{align*}
$$

where $\lambda=2 L, \mu=|\ell|-L$ and $\mu^{\prime}=\left|\ell^{\prime}\right|-L$.

### 6.2.2 Noncentral Matrix Elements

In order to evaluate the noncentral matrix elements, we need some preparation to reduce the polynomial parts in Eq. (6.41c). The first formula is with respect to 3-dimensional vectors, $\mathbf{R}_{1}, \cdots, \mathbf{R}_{n-1}$, and reads

$$
\begin{align*}
\mathcal{Y}_{\ell m}\left(\sum_{i=1}^{n-1} \mathbf{R}_{i}\right)= & \sum_{\ell_{1}+\cdots+\ell_{n-1}=\ell}\left[\frac{\ell!}{\ell_{1}!\cdots \ell_{n-1}!}\right]^{\frac{1}{2}} \\
& \times\left[\cdots\left[\mathcal{Y}_{\ell_{1}}\left(\mathbf{R}_{1}\right) \mathcal{Y}_{\ell_{2}}\left(\mathbf{R}_{2}\right)\right]_{\ell_{1}+\ell_{2}} \cdots \mathcal{Y}_{\ell_{n-1}}\left(\mathbf{R}_{n-1}\right)\right]_{\ell m} \tag{6.61}
\end{align*}
$$

where all the intermediate couplings are stretched ones ; i.e., $\ell_{12 \ldots s}=\ell_{1}+\ell_{2}+\cdots+\ell_{s}$ ( $s=1 \sim n-2$ ) and $L=\ell_{1}+\cdots \ell_{n-1}=\ell$ in the Gel'fand pattern (6.29). This wellknown formula is easily proved by using the generating function of $\mathcal{Y}_{\ell m}(\mathbf{R})$ in Eq. (6.12) and the reduction formula in Eq. (6.9). By using this formula, one can prove

$$
\begin{equation*}
\left.\mathcal{Y}_{\ell m}\left({ }^{t} f \mathbf{R}\right)\right|_{\mathbf{R}\rfloor \xi}=\left.\mathcal{Y}_{\ell m}\left(\sum_{i=1}^{n-1} f_{i} \mathbf{R}_{i}\right)\right|_{\mathbf{R} \downarrow \xi}=\sqrt{(2 \ell)!!} \sum_{\left|\ell_{s}\right|=\ell} F_{0, \ell_{s}}^{(2 \ell 0)}(f) v_{\ell_{s}}^{\ell m}(\xi) \tag{6.62a}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{0, \ell_{s}}^{(2 \ell 0)}(f)=\left[\frac{\left(2 \ell_{s}-1\right)!!}{\left(2 \ell_{s}\right)!!}\right]^{\frac{1}{2}} f^{\ell_{s}} \tag{6.62b}
\end{equation*}
$$

and $\ell_{s}$ denotes the stretched Gelfand pattern $\ell$. For example, if we write Eq. (6.62a) explicitly, it means that

$$
\begin{align*}
&\left.\mathcal{Y}_{\ell m}\left(\sum_{i=1}^{n-1} f_{i} \mathbf{R}_{i}\right)\right|_{\mathbf{R} \downarrow \xi}=\sqrt{(2 \ell)!!} \sum_{\ell_{1}+\cdots+\ell_{n-1}=\ell} {\left[\frac{\left(2 \ell_{1}-1\right)!!\cdots\left(2 \ell_{n-1}-1\right)!!}{\left(2 \ell_{1}\right)!!\cdots\left(2 \ell_{n-1}\right)!!}\right]^{\frac{1}{2}} } \\
& \times f_{1}^{\ell_{1}} \cdots f_{n-1}^{\ell_{n-1}}\left[\cdots\left[v_{\ell_{1}}\left(\xi_{1}\right) v_{\ell_{2}}\left(\xi_{2}\right)\right]_{\ell_{1}+\ell_{2}} \cdots v_{\ell_{n-1}}\left(\xi_{n-1}\right)\right]_{\ell m} \tag{6.62c}
\end{align*}
$$

The third formula we need for $L S$ factors is

$$
\begin{equation*}
\left[\mathcal{Y}_{1}\left({ }^{t} f \mathbf{R}\right) \mathcal{Y}_{1}\left(^{t} g \mathbf{R}\right)\right]_{1 m} \mid \mathbf{R} \downarrow \xi=2 \sqrt{2} \sum_{\ell} F_{1, \ell}^{(21)}(f, g) v_{\ell}^{1 m}(\xi) \tag{6.63a}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{1, \ell}^{(21)}(f, g)=\frac{1}{2} \sum_{\left|\ell_{s}\right|=\left|\ell_{s}^{\prime}\right|=1}\left\langle(20) \ell_{s}(20) \ell_{s}^{\prime} \mid(21) \ell\right\rangle_{n-1} f^{\ell_{s}} g^{\ell_{s}^{\prime}} . \tag{6.63b}
\end{equation*}
$$

We note that the coupling by the two-row $S U_{n-1}$ C-G coefficients in Eq. (6.63b) corresponds to the outer product of two $(n-1)$-dimensional vectors $f_{i}$ and $g_{i}$. In fact, these C-G coefficients show up in the C-G series of the DG polynomials in

$$
\begin{equation*}
\left[v_{\ell_{s}}^{1}(\xi) v_{\ell_{s}^{\prime}}^{1}(\xi)\right]_{1 m}=\sqrt{2} \sum_{\ell}\left\langle(20) \ell_{s}(20) \ell_{s}^{\prime} \mid(21) \ell\right\rangle_{n-1} v_{\ell}^{1 m}(\xi) . \tag{6.64}
\end{equation*}
$$

Since $\left|\ell_{s}\right|=\left|\ell_{s}^{\prime}\right|=1$ means that $\ell_{s}$ and $\ell_{s}^{\prime}$ just specify the vector components $\xi_{\ell_{s}}$ and $\xi_{\ell_{s}^{\prime}}$, for example, we can rather use the ordered combination $\left\{\ell_{s} \ell_{s}^{\prime}\right\}$, in order to specify the Gel'fand pattern $\ell$ for $(\lambda \mu)=(21)$. Namely, we define, for $\left|\ell_{s}\right|=\left|\ell_{s}^{\prime}\right|=1$,

$$
\begin{equation*}
v_{\left\{\ell_{s} \ell_{s}^{\prime}\right\}}^{1 m}(\xi) \equiv\left[v_{\ell_{s}}^{1}(\xi) v_{\ell_{s}^{\prime}}^{1}(\xi)\right]_{1 m}=\left[v_{1}\left(\boldsymbol{\xi}_{\ell_{s}}\right) v_{1}\left(\boldsymbol{\xi}_{\ell_{s}^{\prime}}\right)\right]_{1 m} \tag{6.65a}
\end{equation*}
$$

from which we can show

$$
\begin{equation*}
v_{\left\{\ell_{s} \ell_{s}^{\prime}\right\}}^{1 m}(\xi)=-v_{\left\{\ell_{s}^{\prime} \ell_{s}\right\}}^{1 m}(\xi), \quad v_{\left\{\ell_{s} \ell_{s}\right\}}^{1 m}(\xi)=0 \tag{6.65b}
\end{equation*}
$$

By using this identification $\ell \equiv\left\{\ell_{s} \ell_{s}^{\prime}\right\}$, the formula in Eq. (6.63a) is expressed as

$$
\begin{equation*}
\left[\mathcal{Y}_{1}\left({ }^{t} f \mathbf{R}\right) \mathcal{Y}_{1}\left({ }^{t} g \mathbf{R}\right)\right]_{1 m}|\mathbf{R}| \xi=\sum_{\left|\ell_{s}\right|=\left|\ell_{s}^{\prime}\right|=1} f^{\ell_{s}} g^{\ell_{s}^{\prime}} v_{\left\{\ell_{s} \ell_{s}^{\prime}\right\}}^{1 m}(\xi) \tag{6.66}
\end{equation*}
$$

Now, we can use the formulae in Eqs. (6.61), (6.62) and (6.66), in order to reduce the polynomial factors in Eq. (6.41c). We find

$$
\begin{align*}
\widetilde{\mathcal{P}}_{1 \mu}^{L S}\left(\xi ; \xi^{\prime}\right)= & \sum_{\left|\ell_{s}\right|=\left|\ell_{s}^{\prime}\right|=1}\left\{\widehat{P}^{\ell_{s}} \widetilde{P}^{\ell_{s}^{\prime}} v_{\left\{\ell_{s} \ell_{s}^{\prime}\right\}}^{1 \mu}(\xi)+\widetilde{P}^{\ell_{s}} \widehat{P}^{\ell_{s}^{\prime}} w_{\left\{\ell_{s} \ell_{s}^{\prime}\right\}}^{1 \mu}\left(\xi^{\prime *}\right)\right. \\
& \left.-\left(\widehat{P}^{\ell_{s}} \widehat{P}^{\prime \ell_{s}^{\prime}}-\widetilde{P}^{\prime \ell_{s}} \widetilde{P}^{\ell_{s}^{\prime}}\right)\left[v_{\ell_{s}}^{1}(\xi) w_{\ell_{s}^{\prime}}^{1}\left(\xi^{\prime *}\right)\right]_{1 \mu}\right\}  \tag{6.67a}\\
\widetilde{\mathcal{P}}_{2 \mu}^{T}\left(\xi ; \xi^{\prime}\right)= & 2 \sqrt{2} \sum_{\left|\ell_{s}\right|=2}\left[\frac{\left(2 \ell_{s}-1\right)!!}{\left(2 \ell_{s}\right)!!}\right]^{\frac{1}{2}}\left\{\widehat{f}^{\ell_{s}} v_{\ell_{s}}^{2 \mu}(\xi)+\widehat{g}^{\ell_{s}} w_{\ell_{s}}^{2 \mu}\left(\xi^{\prime *}\right)\right\} \\
& -\sqrt{2} \sum_{\left|\ell_{s}\right|=\left|\ell_{s}^{\prime}\right|=1} \widehat{f}^{\ell_{s}} \widehat{g}^{\ell_{s}^{\prime}}\left[v_{\ell_{s}}^{1}(\xi) w_{\ell_{s}^{\prime}}^{1}\left(\xi^{\prime *}\right)\right]_{2 \mu} \tag{6.67b}
\end{align*}
$$

where we have used the conjugate spinor functions

$$
\begin{equation*}
w_{\ell m}\left(\xi^{*}\right)=(-1)^{\ell+m} v_{\ell,-m}(\xi)^{*} \tag{6.68}
\end{equation*}
$$

and their extension to $2 \times(n-1)$ DG polynomials $w_{\ell}^{L M}\left(\xi^{*}\right)$ like $v_{\ell}^{L M}(\xi)$ in Eq. (6.30). Through these procedures, we only need to calculate the reduced matrix elements of $I\left(\xi ; \xi^{\prime}\right) \mathcal{P}^{(\kappa)}\left(\xi ; \xi^{\prime}\right)$ with respect to the tensor factors

$$
\begin{equation*}
\mathcal{P}_{\mu}^{(\kappa)}\left(\xi ; \xi^{\prime}\right)=\left[v_{\ell}^{\ell_{0}}(\xi) w_{\ell^{\prime}}^{\ell_{0}^{\prime}}\left(\xi^{\prime *}\right)\right]_{\kappa \mu} \tag{6.69}
\end{equation*}
$$

with $\kappa=1$ and 2. The full expression is obtained through a simple superposition of different types. The final result is given by

$$
\begin{aligned}
& M_{\ell(L S) ; \ell^{\prime}\left(L^{\prime} S^{\prime}\right)}^{\Omega,}\left(\eta ; \eta^{\prime}\right)=\left[\frac{(|\ell|+L+1)!(|\ell|-L)!\left(\left|\ell^{\prime}\right|+L^{\prime}+1\right)!\left(\left|\ell^{\prime}\right|-L^{\prime}\right)!}{(2 L+1)(2 \ell-1)!!\left(2 L^{\prime}+1\right)\left(2 \ell^{\prime}-1\right)!!}\right]^{\frac{1}{2}} \\
& \times\left(1-\varepsilon^{2}\right)^{\frac{1}{2}\left(\ell+\frac{3}{2}\right)}\left(1-\varepsilon^{\prime 2}\right)^{\frac{1}{2}\left(\ell^{\prime}+\frac{3}{2}\right)}\left(\frac{1}{D}\right)^{\frac{3}{2}}
\end{aligned}
$$

$$
\times\left\{\begin{array}{cc}
\delta_{L, L^{\prime}} \delta_{S, S^{\prime}} I_{\ell, \ell^{\prime}}^{L}\left(C ; A, A^{\prime}\right) & \text { for } \quad \text { central }  \tag{6.70a}\\
\langle\mathbf{L} \cdot \mathbf{S}\rangle_{L S, L^{\prime} S^{\prime}}^{J}\left(\frac{1}{1+\lambda \widetilde{\alpha}}\right) I_{\ell L ; \ell^{\prime} L^{\prime}}^{(L S)}\left(C ; A, A^{\prime} ; \widehat{P}, \widetilde{P}, \widehat{P}^{\prime}, \widetilde{P}^{\prime}\right) & \text { for } \quad L S \\
\left\langle S_{12}\right\rangle_{L S, L^{\prime} S^{\prime}}^{J}\left(\frac{1}{1+\lambda \widetilde{\alpha}}\right)^{2} I_{\ell L ; \ell^{\prime} L^{\prime}}^{(T)}\left(C ; A, A^{\prime} ; \widehat{f}, \widehat{g}\right) & \text { for } \text { Tensor } .
\end{array}\right.
$$

with

$$
\begin{align*}
\langle\mathbf{L} \cdot \mathbf{S}\rangle_{L S, L^{\prime} S^{\prime}}^{J} & =\left[\begin{array}{ccc}
L^{\prime} & S^{\prime} & J \\
1 & 1 & 0 \\
L & S & J
\end{array}\right]\left\langle S\|\mathbf{S}\| S^{\prime}\right\rangle \sqrt{6}(-1)^{L^{\prime}} \frac{1}{\sqrt{2 L+1}}  \tag{6.70b}\\
\left\langle S_{12}\right\rangle_{L S, L^{\prime} S^{\prime}}^{J}= & {\left[\begin{array}{ccc}
L^{\prime} & S^{\prime} & J \\
2 & 2 & 0 \\
L & S & J
\end{array}\right]\left\langle S\left\|S^{(2)}\right\| S^{\prime}\right\rangle \sqrt{30}(-1)^{L^{\prime}} \frac{1}{\sqrt{2 L+1}} } \tag{6.70c}
\end{align*}
$$

The $L S$ and tensor factors in Eqs. (6.70b) and (6.70c) are symmetric with respect to the interchange of $L S$ and $L^{\prime} S^{\prime}$. In Eq. (6.70a), the central factor $I_{\ell, \ell^{\prime}}^{L}\left(C ; A, A^{\prime}\right)$ is given in Eq. (6.60). The $L S$ and tensor factors are expressed in terms of these central factors as follows :

$$
\begin{align*}
& I_{\ell L ; \ell^{\prime} L^{\prime}}^{(L S)}\left(C ; A, A^{\prime} ; \widehat{P}, \widetilde{P}, \widehat{P}^{\prime}, \widetilde{P}^{\prime}\right) \\
& =(-1)^{L^{\prime}+1} \frac{\widehat{L}}{2 \sqrt{2}} \sum_{\widetilde{\ell}} I_{\widetilde{\ell}, \ell^{\prime}}^{L^{\prime}}\left(C ; A, A^{\prime}\right) \sum_{\left|\ell_{s}\right|=\left|\ell_{s}^{\prime}\right|=1} \widehat{P}^{\ell_{s}} \widetilde{P}^{\prime \ell_{s}^{\prime}}\left\langle\left(\lambda^{\prime} \widetilde{\mu}\right) \widetilde{\ell}(21)\left\{\ell_{s} \ell_{s}^{\prime}\right\} \mid(\lambda \mu) \ell\right\rangle_{n-1} \\
& +(-1)^{L} \frac{\widehat{L}^{\prime}}{2 \sqrt{2}} \sum_{\widetilde{\widetilde{\ell}^{\prime}}} I_{\ell, \widetilde{\ell}^{\prime}}^{L}\left(C ; A, A^{\prime}\right) \sum_{\left|\ell_{s}\right|=\left|\ell_{s}^{\prime}\right|=1} \widetilde{P}^{\ell_{s}} \widehat{P}^{\ell_{s}^{\prime}}\left\langle\left(\lambda \widetilde{\mu}^{\prime}\right) \widetilde{\ell^{\prime}}(21)\left\{\ell_{s} \ell_{s}^{\prime}\right\} \mid\left(\lambda^{\prime} \mu^{\prime}\right) \ell^{\prime}\right\rangle_{n-1} \\
& +\sum_{\widetilde{L}}(-1)^{\widetilde{L}} \frac{\widetilde{L} \widehat{L}^{\prime}}{2 \widetilde{\widetilde{L}}} U\left(L^{\prime} 1 L 1 ; \widetilde{L} 1\right) \sum_{\widetilde{\ell_{\ell}} \widetilde{\ell}^{\prime}} I_{\widetilde{\ell}, \widetilde{\ell}^{\prime}}\left(C ; A, A^{\prime}\right) \sum_{\left|\ell_{s}\right|=\left|\ell_{s}^{\prime}\right|=1}\left(\widehat{P}^{\ell_{s}} \widehat{P}^{\prime \ell_{s}^{\prime}}-\widetilde{P}^{\ell_{s}} \widetilde{P}^{\ell_{s}^{\prime}}\right) \\
& \times\left\langle(\widetilde{\lambda} \widetilde{\mu}) \widetilde{\ell}(20) \ell_{s} \mid(\lambda \mu) \ell\right\rangle_{n-1}\left\langle\left(\widetilde{\lambda} \widetilde{\mu}^{\prime}\right) \widetilde{\ell^{\prime}}(20) \ell_{s}^{\prime} \mid\left(\lambda^{\prime} \mu^{\prime}\right) \ell^{\prime}\right\rangle_{n-1},  \tag{6.70d}\\
& I_{\ell L ; \ell^{\prime} L^{\prime}}^{(T)}\left(C ; A, A^{\prime} ; \widehat{f}, \widetilde{g}\right) \\
& =(-1)^{L^{\prime}} \widehat{L} \sum_{\widetilde{\ell}} I_{\widetilde{\ell}, \ell^{\prime}}^{L^{\prime}}\left(C ; A, A^{\prime}\right) \sum_{\left|\ell_{s}\right|=2}\left[\frac{\left(2 \ell_{s}-1\right)!!}{\left(2 \ell_{s}\right)!!}\right]^{\frac{1}{2}} \widetilde{f}^{\ell_{s}}\left\langle\left(\lambda^{\prime} \widetilde{\mu}\right) \widetilde{\ell}(40) \ell_{s} \mid(\lambda \mu) \ell\right\rangle_{n-1} \\
& +(-1)^{L} \widehat{L}^{\prime} \sum_{\widetilde{\ell^{\prime}}} I_{\ell, \widetilde{\ell^{\prime}}}^{L}\left(C ; A, A^{\prime}\right) \sum_{\left|\ell_{s}^{\prime}\right|=2}\left[\frac{\left(2 \ell_{s}^{\prime}-1\right)!!}{\left(2 \ell_{s}^{\prime}\right)!!}\right]^{\frac{1}{2}} \widetilde{g}^{\ell_{s}^{\prime}}\left\langle\left(\lambda \widetilde{\mu}^{\prime}\right) \widetilde{\ell^{\prime}}(40) \ell_{s}^{\prime} \mid\left(\lambda^{\prime} \mu^{\prime}\right) \ell^{\prime}\right\rangle_{n-1}
\end{align*}
$$

$$
\begin{align*}
& +\sum_{\widetilde{L}}(-1)^{\widetilde{L}} \sqrt{\frac{3}{2}}\left(\frac{\widehat{L} \widehat{L}^{\prime}}{\widehat{\widetilde{L}}}\right) U\left(L^{\prime} 1 L 1 ; \widetilde{L} 2\right) \sum_{\widetilde{\widetilde{\ell}, \widetilde{\ell}^{\prime}}} I_{\widetilde{\ell}, \widetilde{\ell}^{\prime}}^{\widetilde{L}}\left(C ; A, A^{\prime}\right) \\
& \times \sum_{\left|\ell_{s}\right|=\left|\ell_{s}^{\prime}\right|=1} \widetilde{f}^{\ell_{s}} \widehat{g}_{s}^{\ell_{s}^{\prime}}\left\langle(\widetilde{\lambda} \widetilde{\mu}) \widetilde{\ell}(20) \ell_{s} \mid(\lambda \mu) \ell\right\rangle_{n-1}\left\langle\left(\widetilde{\lambda} \widetilde{\mu}^{\prime}\right) \widetilde{\ell}^{\prime}(20) \ell_{s}^{\prime} \mid\left(\lambda^{\prime} \mu^{\prime}\right) \ell^{\prime}\right\rangle_{n-1} \tag{6.70e}
\end{align*}
$$

where $\lambda=2 L, \mu=|\ell|-L, \lambda^{\prime}=2 L^{\prime}, \mu^{\prime}=\left|\ell^{\prime}\right|-L^{\prime}$, and $\widetilde{\lambda}=2 \widetilde{L}$. In the first and second terms of Eqs. ( 6.70 d ) and (6.70e), the non-negative values $\widetilde{\mu}$ and $\widetilde{\mu}^{\prime}$ are given by $\widetilde{\mu}=|\ell|-L^{\prime}-2$ and $\widetilde{\mu}^{\prime}=\left|\ell^{\prime}\right|-L-2$, while in the third terms these are $\widetilde{\mu}=|\ell|-\widetilde{L}-1$ and $\widetilde{\mu}^{\prime}=\left|\ell^{\prime}\right|-\widetilde{L}-1$. Furthermore, $U\left(L^{\prime} 1 L 1 ; \widetilde{L} 1\right)$ etc. denote the unitary form of the angular-momentum Racah coefficients.

### 6.2.3 Two-Row $S U_{n-1}$ C-G Coefficients and the Expansion Coefficients of $F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)$

The expressions of the central, $L S$ and tensor matrix elements in Eqs. (6.60) and (6.70) would be useless, if it were not possible to evaluate the $S U_{n-1}$ C-G coefficients and the coefficients of polynomial functions $F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)$. Fortunately, these are all of the two-row type, and can be obtained from the standard angular-momentum Wigner coefficients. ${ }^{28}$

Let us first consider the two-row $S U_{n-1}$ C-G coefficients. We start from the C-G series of $2 \times(n-1)$ DG polynomials [86]

$$
\begin{align*}
& {\left[\varphi_{*, \ell}^{(2 n-1)(\lambda \mu)}(\xi) \varphi_{*, \ell^{\prime}}^{(2 n-1)\left(\lambda^{\prime} \mu^{\prime}\right)}(\xi)\right]_{L^{\prime \prime}, L^{\prime \prime}-r^{\prime \prime}}} \\
& =\frac{N_{H}(\lambda \mu) N_{H}\left(\lambda^{\prime} \mu^{\prime}\right)}{N_{H}\left(\lambda^{\prime \prime} \mu^{\prime \prime}\right)} \sum_{\ell^{\prime \prime}}\left\langle(\lambda \mu) \ell\left(\lambda^{\prime} \mu^{\prime}\right) \ell^{\prime} \mid\left(\lambda^{\prime \prime} \mu^{\prime \prime}\right) \ell^{\prime \prime}\right\rangle_{n-1} \varphi_{r^{\prime \prime}, \ell^{\prime \prime}}^{(2 n-1)\left(\lambda^{\prime \prime} \mu^{\prime \prime}\right)}(\xi), \tag{6.71}
\end{align*}
$$

where the two-row condition is $\lambda+2 \mu+\lambda^{\prime}+2 \mu^{\prime}=\lambda^{\prime \prime}+2 \mu^{\prime \prime}$. We use the vectorcoupling expression in Eq. (6.30), and reduce the left-hand side of Eq. (6.71) by the aid of the angular-momentum recouplings and the reduction formula in Eq. (6.9). From this procedure, we find

$$
\begin{align*}
& \left\langle(\lambda \mu) \ell\left(\lambda^{\prime} \mu^{\prime}\right) \ell^{\prime} \mid\left(\lambda^{\prime \prime} \mu^{\prime \prime}\right) \ell^{\prime \prime}\right\rangle_{n-1} \\
= & \frac{N_{H}\left(\lambda^{\prime \prime} \mu^{\prime \prime}\right)}{N_{H}(\lambda \mu) N_{H}\left(\lambda^{\prime} \mu^{\prime}\right)}\left[\binom{2 \ell_{1}^{\prime \prime}}{2 \ell_{1}}\binom{2 \ell_{2}^{\prime \prime}}{2 \ell_{2}} \cdots\binom{2 \ell_{n-1}^{\prime \prime}}{2 \ell_{n-1}}\right]^{\frac{1}{2}} \\
& \times\left[\begin{array}{lll}
\ell_{1} & \ell_{2} & \ell_{12} \\
\ell_{1}^{\prime} & \ell_{2}^{\prime} & \ell_{12}^{\prime} \\
\ell_{1}^{\prime \prime} & \ell_{2}^{\prime \prime} & \ell_{12}^{\prime \prime}
\end{array}\right]\left[\begin{array}{lll}
\ell_{12} & \ell_{3} & \ell_{123} \\
\ell_{12}^{\prime} & \ell_{3}^{\prime} & \ell_{123}^{\prime} \\
\ell_{12}^{\prime \prime} & \ell_{3}^{\prime \prime} & \ell_{123}^{\prime \prime}
\end{array}\right] \cdots\left[\begin{array}{lll}
\ell_{12 \cdots n-2} & \ell_{n-1} & L \\
\ell_{12 \cdots n-2}^{\prime} & \ell_{n-1}^{\prime} & L^{\prime} \\
\ell_{12 \cdots n-2}^{\prime \prime} & \ell_{n-1}^{\prime \prime} & L^{\prime \prime}
\end{array}\right], \tag{6.72}
\end{align*}
$$

where $\lambda=2 L, \mu=|\ell|-L, \lambda^{\prime}=2 L^{\prime}, \mu^{\prime}=\left|\ell^{\prime}\right|-L^{\prime}, \lambda^{\prime \prime}=2 L^{\prime \prime}, \mu^{\prime \prime}=\left|\ell^{\prime \prime}\right|-L^{\prime \prime}$, and $\ell_{i}+\ell_{i}^{\prime}=\ell_{i}^{\prime \prime}(i=1 \sim n-1)$ (stretched). Here, the square bracket means the unitary

[^23]form of the 9-j coefficients. Furthermore, $N_{H}(\lambda \mu)$ is given in Eq. (6.43). The first 9-j coefficient in Eq. (6.72) is stretched for 2 columns, so that it is expressed by a single C-G coefficient (see Eq. (5-3-13) of [86]). Namely, we can show
\[

$$
\begin{gather*}
{\left[\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell_{12} \\
\ell_{1}^{\prime} & \ell_{2}^{\prime} & \ell_{12}^{\prime} \\
\ell_{1}^{\prime \prime} & \ell_{2}^{\prime \prime} & \ell_{12}^{\prime \prime}
\end{array}\right]=} \\
= \\
 \tag{6.73}\\
\end{gather*}
$$
\]

If $(\lambda \mu) \ell$ and $\left(\lambda^{\prime} \mu^{\prime}\right) \ell^{\prime}$ are both stretched angular-momentum couplings with $\lambda=2 L=$ $2\left(\ell_{1}+\cdots+\ell_{n-1}\right), \mu=0, \ell_{12 \cdots s}=\ell_{1}+\ell_{2}+\cdots+\ell_{s}(s=1 \sim n-1)$ and $\lambda^{\prime}=2 L^{\prime}=$ $2\left(\ell_{1}^{\prime}+\cdots+\ell_{n-1}^{\prime}\right), \mu^{\prime}=0, \ell_{12 \cdots s}^{\prime}=\ell_{1}^{\prime}+\ell_{2}^{\prime}+\cdots+\ell_{\underline{\prime}}^{\prime}$, respectively, all the $9-j$ coefficients are of this type. For the C-G coefficients $\left\langle\left(\lambda^{\prime} \widetilde{\mu}\right) \widetilde{\ell}(21)\left\{\ell_{s} \ell_{s}^{\prime}\right\} \mid(\lambda \mu) \ell\right\rangle_{n-1}$ etc. with $\left|\ell_{s}\right|=\left|\ell_{s}^{\prime}\right|=1$ in Eq. (6.70d), we can use

$$
\begin{align*}
& \left\langle\left(\lambda^{\prime} \widetilde{\mu}\right) \widetilde{\ell}(21)\left\{\ell_{s} \ell_{s}^{\prime}\right\} \mid(\lambda \mu) \ell\right\rangle_{n-1} \\
& =\sqrt{2} \sum_{\ell^{\prime}}\left\langle\left(\lambda^{\prime} \widetilde{\mu}\right) \widetilde{\ell}(21) \ell^{\prime} \mid(\lambda \mu) \ell\right\rangle_{n-1}\left\langle(20) \ell_{s}(20) \ell_{s}^{\prime} \mid(21) \ell^{\prime}\right\rangle_{n-1} \tag{6.74}
\end{align*}
$$

from Eqs. (6.64) and (6.65a).
Next, let us consider the polynomial functions $F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)$ in Eq. (6.49a). We only need to consider the expansion coefficients $\left[\begin{array}{cc}(\lambda \mu) & \ell^{\prime} \\ \ell & 2 k\end{array}\right]$. These are easily obtained from the vector coupling expression of the $(n-1) \times(n-1)$ DG polynomials given in Eq. (2-2-15a) of ref. [86]. We find

$$
\begin{align*}
{\left[\begin{array}{cc}
(\lambda \mu) & \ell^{\prime} \\
\ell & 2 k
\end{array}\right]=} & \sum_{\widetilde{\ell}_{12}, \cdots, \widetilde{\ell}_{12 \cdots n-2}}\left\langle\left(2 \ell_{1} 0\right) k_{1 *}\left(2 \ell_{2} 0\right) k_{2 *} \mid\left(2 \ell_{12} \mu_{12}\right) \tilde{\ell}_{12}\right\rangle_{n-1} \\
& \times\left\langle\left(2 \ell_{12} \mu_{12}\right) \tilde{\ell}_{12}\left(2 \ell_{3} 0\right) k_{3 *} \mid\left(2 \ell_{123} \mu_{123}\right) \tilde{\ell}_{123}\right\rangle_{n-1} \\
& \times \cdots \cdots \cdots \\
& \times\left\langle\left(2 \ell_{12 \cdots n-2} \mu_{12 \cdots n-2}\right) \tilde{\ell}_{12 \cdots n-2}\left(2 \ell_{n-1} 0\right) k_{n-1 *} \mid(\lambda \mu) \ell^{\prime}\right\rangle_{n-1} \tag{6.75}
\end{align*}
$$

where $k_{i *}=\left(k_{i 1}, \cdots, k_{i, n-1}\right)(i=1 \sim n-1)$ specifies internal quantum numbers of the one-row $S U_{n-1}$ state with $\left(2 \ell_{i} 0\right)$ through

$$
\begin{equation*}
\left|k_{i *} ; \ell_{i}\right\rangle=\left|\right\rangle \tag{6.76}
\end{equation*}
$$

Note that $k_{i j}$ are non-negative integers which satisfy the weight condition (6.49b). Furthermore, $\mu_{12}=\ell_{1}+\ell_{2}-\ell_{12}, \mu_{123}=\ell_{1}+\ell_{2}+\ell_{3}-\ell_{123}, \cdots, \mu_{12 \cdots n-2}=\ell_{1}+\cdots+\ell_{n-2}-$ $\ell_{12 \cdots n-2}$ from the two-row conditions, and $\lambda=2 L$ and $\mu=\ell_{1}+\ell_{2}+\cdots+\ell_{n-1}-L$. The expression of $F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)$ is also obtained from the original expression of Eq. (6.48) directly by using Eqs. (6.12), (6.9), (6.62a) and the C-G series in Eq. (6.71).

### 6.3 Examples for 2- and 3-Cluster Systems

### 6.3.1 2-Cluster Systems

For 2-cluster systems, the $S U_{n-1}$ C-G coefficients in Eqs. (6.60) and (6.70) become simply Kronecker delta's for the conservation of weights and no $\mathrm{C}-\mathrm{G}$ coefficient appears for the central matrix elements. The expansion coefficient of $F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)$ in Eq. (6.75) is unity and the polynomial $G_{\ell^{\prime \prime}}^{(02 m)}(A)$ in Eq. (6.58) is not necessary. In this particular case, it is convenient to introduce the standard angular-spin wave functions

$$
\begin{equation*}
\mathcal{Y}_{L S}^{J M}(\widehat{\mathbf{r}} ; s p i n) \equiv\left[Y_{L}(\widehat{\mathbf{r}}) \xi_{S}\right]_{J M} \tag{6.77}
\end{equation*}
$$

and define the $L S$ and tensor factors in Eqs. (6.70b) and (6.70c) in a little different way. Namely, we define

$$
\begin{align*}
(\mathbf{L} \cdot \mathbf{S})_{L S, L^{\prime} S^{\prime}}^{J} & \left.\equiv\left\langle\mathcal{Y}_{L S}^{J M}(\widehat{\mathbf{r}} ; \text { spin })\right|(\mathbf{L} \cdot \mathbf{S}) \mid \mathcal{Y}_{L^{\prime} S^{\prime}}^{J M}(\widehat{\mathbf{r}} ; \text { spin })\right\rangle \\
& =\delta_{L, L^{\prime}}\left[\begin{array}{ccc}
L & S^{\prime} & J \\
1 & 1 & 0 \\
L & S & J
\end{array}\right](-\sqrt{3}) \sqrt{L(L+1)}\left\langle S\|\mathbf{S}\| S^{\prime}\right\rangle  \tag{6.78a}\\
\left(S_{12}\right)_{L S, L^{\prime} S^{\prime}}^{J} & \left.\equiv\left\langle\mathcal{Y}_{L S}^{J M}(\widehat{\mathbf{r}} ; \text { spin })\right| S_{12} \mid \mathcal{Y}_{L^{\prime} S^{\prime}}^{J M}(\widehat{\mathbf{r}} ; \text { spin })\right\rangle \\
& =\left[\begin{array}{ccc}
L^{\prime} & S^{\prime} & J \\
2 & 2 & 0 \\
L & S & J
\end{array}\right] \sqrt{30}\left\langle L 020 \mid L^{\prime} 0\right\rangle\left\langle S\left\|S^{(2)}\right\| S^{\prime}\right\rangle \tag{6.78b}
\end{align*}
$$

where the $L S$ factor is non-zero only for $L=L^{\prime}$ due to the parity conservation, and the tensor factor $S_{12}$ is defined through $S_{12}=\sqrt{24 \pi}\left[Y_{2}(\hat{\mathbf{r}}) S^{(2)}\right]^{(0)}$ ( see Eq. (3.62)). When both clusters have spin $1 / 2$ and are identical, these definitions reduce to the ordinary spin and tensor factors, usually adopted in the study of $N N$ interaction through $\mathrm{S}=$ $\left(\sigma_{1}+\sigma_{2}\right) / 2, S_{\mu}^{(2)}=2[S S]_{\mu}^{(2)}=\left[\sigma_{1} \sigma_{2}\right]_{\mu}^{(2)}$ (see Eqs. (4.18) and (4.19)) :

$$
\begin{equation*}
(\mathbf{L} \cdot \mathbf{S})_{L S, L^{\prime} S^{\prime}}^{J}=\delta_{L, L^{\prime}} \delta_{S, S^{\prime}} \delta_{S, 1} \frac{1}{2}[J(J+1)-L(L+1)-S(S+1)] \tag{6.79a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(S_{12}\right)_{L S, L^{\prime} S^{\prime}}^{J}=\delta_{S, S^{\prime}} \delta_{S, 1}\left(S_{12}\right)_{L, L^{\prime}}^{J} \tag{6.79b}
\end{equation*}
$$

with

$$
\begin{align*}
& \left(S_{12}\right)_{J, J}^{J}=2, \quad\left(S_{12}\right)_{J-1, J+1}^{J}=\left(S_{12}\right)_{J+1, J-1}^{J}=\frac{6 \sqrt{J(J+1)}}{2 J+1}, \\
& \left(S_{12}\right)_{J-1, J-1}^{J}=\frac{2(1-J)}{2 J+1}, \quad\left(S_{12}\right)_{J+1, J+1}^{J}=-\frac{2(J+2)}{2 J+1} . \tag{6.79c}
\end{align*}
$$

In this case, we should carefully divide the spin-isospin factors in Eq. (4.27) with the reduced matrix elements $\langle 1\|S\| 1\rangle=\sqrt{2}$ and $\left\langle 1\left\|S^{(2)}\right\| 1\right\rangle=2 \sqrt{5 / 3}$ (see Eq. (4.21)). By using these notations, the matrix elements in Eq. (6.70) are expressed as

$$
\begin{align*}
& M_{(L S) ;\left(L^{\prime} S^{\prime}\right)}^{\Omega J}\left(\eta ; \eta^{\prime}\right)=\left(1-\varepsilon^{2}\right)^{\frac{1}{2}\left(L+\frac{3}{2}\right)}\left(1-\varepsilon^{\prime 2}\right)^{\frac{1}{2}\left(L^{\prime}+\frac{3}{2}\right)}\left(\frac{1}{D}\right)^{\frac{3}{2}} \\
& \times\left\{\begin{array}{ccc}
\delta_{L, L^{\prime}} \delta_{S, S^{\prime}} C^{L} & \text { for } & \text { central } \\
-\delta_{L, L^{\prime}}(\mathbf{L} \cdot \mathbf{S})_{L S, L S^{\prime}}^{J} C^{L-1} h & \text { for } & L S \\
& \\
\left(S_{12}\right)_{L S, L^{\prime} S^{\prime}}^{J}\left\{\delta_{L, L^{\prime}+2} \sqrt{(2 L-1)(2 L+1)} C^{L^{\prime}} f^{2}+\delta_{L+2, L^{\prime}} \sqrt{\left(2 L^{\prime}-1\right)\left(2 L^{\prime}+1\right)}\right. \\
\left.\times C^{L} g^{2}+\delta_{L, L^{\prime}}(2 L+3) C^{L-1} f g\right\} & \text { for } & \text { tensor },
\end{array}\right. \tag{6.80}
\end{align*}
$$

where the coefficients, $D, C, f, g$ and $h$, are given by

$$
\begin{align*}
& D=\widetilde{D}(1+\lambda \widetilde{\alpha}), \quad \widetilde{D}=1-\varepsilon \varepsilon^{\prime} Q^{2}, \\
& \widetilde{\alpha}=\frac{1}{\widetilde{D}}\left(\varepsilon P^{2}+\varepsilon / P^{\prime 2}+2 \varepsilon \varepsilon^{\prime} Q P P^{\prime}\right), \\
& C=\frac{Q-\lambda P P^{\prime}}{D}, \quad h=\frac{P P^{\prime}}{D}, \quad f=\frac{P+\varepsilon^{\prime} Q P^{\prime}}{D}, \quad g=\frac{P^{\prime}+\varepsilon Q P}{D} . \tag{6.81}
\end{align*}
$$

Note that $Q, P$ and $P^{\prime}$ are the coefficients of the GCM kernels defined through Eq. (5.4), and are explicitly given by $Q=1-x / \mu, P=p / \sqrt{\mu}$ and $P^{\prime}=q / \sqrt{\mu}$ with $\mu=A_{1} A_{2} /\left(A_{1}+A_{2}\right), x=0 \sim \min \left\{A_{1}, A_{2}\right\}$ and $p, q=0$ or $\pm 1$. Furthermore, $\varepsilon$ and $\varepsilon^{\prime}$ are defined through $\varepsilon=(1-\eta) /(1+\eta)$ and $\varepsilon^{\prime}=\left(1-\eta^{\prime}\right) /\left(1+\eta^{\prime}\right)$. The Coulomb and kinetic-energy matrix elements which correspond to the GCM kernels in Eq. (5.4c) are obtained from the central matrix elements in Eq. (6.80) by a slight modification with $D \rightarrow \widetilde{D}$ and

$$
\begin{align*}
C^{L} & \rightarrow 2 \sqrt{\frac{\nu}{\pi}} \sqrt{\frac{2}{2+\widetilde{\alpha}}} \sum_{r=0}^{L} \frac{(-1)^{r}}{2 r+1}\binom{L}{r}(\widehat{C})^{L-r}\left(\frac{\widehat{f} \hat{g}}{2+\widetilde{\alpha}}\right)^{r} \text { for Coulomb }  \tag{6.82a}\\
& \rightarrow(\widehat{C})^{L} \frac{2}{3}\left(L+\frac{3}{2}\right) \frac{1-\varepsilon-\varepsilon^{\prime}+\varepsilon \varepsilon^{\prime} Q^{2}}{\widetilde{D}} \quad \text { for kinetic-energy } \tag{6.82b}
\end{align*}
$$

where $\widehat{C}, \widehat{f}, \widehat{g}$ and $\widetilde{D}$ and the coefficients $C, f, g$ and $D$ for $\lambda=0$, respectively ; i.e.,

$$
\begin{equation*}
\widehat{C}=\frac{Q}{\widetilde{D}}, \quad \widehat{f}=\frac{P+\varepsilon^{\prime} Q P^{\prime}}{\widetilde{D}}, \quad \widehat{g}=\frac{P^{\prime}+\varepsilon Q P}{\widetilde{D}} \tag{6.82c}
\end{equation*}
$$

For the derivation of the Coulomb matrix elements, a simple integration formula

$$
\begin{equation*}
\int_{0}^{1} d x\left(1+\beta x^{2}\right)^{-\left(r+\frac{3}{2}\right)} x^{2 r}=\frac{1}{2 r+1}(1+\beta)^{-\left(r+\frac{1}{2}\right)} \tag{6.83}
\end{equation*}
$$

is employed.

### 6.3.2 3-Cluster Systems

In 3-cluster systems with $n=3$, the $S U_{n-1}$ C-G coefficients in Eq. (6.72) are nothing but the angular-momentum C-G coefficients. The explicit correspondence is given by

$$
\begin{equation*}
\left\langle(\lambda \mu) \ell\left(\lambda^{\prime} \mu^{\prime}\right) \ell^{\prime} \mid\left(\lambda^{\prime \prime} \mu^{\prime \prime}\right) \ell^{\prime \prime}\right\rangle_{2}=\left\langle L \ell_{1}-\ell_{2} L^{\prime} \ell_{1}^{\prime}-\ell_{2}^{\prime} \mid L^{\prime \prime} \ell_{1}-\ell_{2}+\ell_{1}^{\prime}-\ell_{2}^{\prime}\right\rangle \tag{6.84a}
\end{equation*}
$$

with

$$
\begin{array}{lc}
\lambda=2 L, & \mu=\ell_{1}+\ell_{2}-L, \quad \ell_{1}+\ell_{1}^{\prime}=\ell_{1}^{\prime \prime} \\
\lambda^{\prime}=2 L^{\prime}, & \mu^{\prime}=\ell_{1}^{\prime}+\ell_{2}^{\prime}-L^{\prime}, \quad \ell_{2}+\ell_{2}^{\prime}=\ell_{2}^{\prime \prime} \\
\lambda^{\prime \prime}=2 L^{\prime \prime}, & \mu^{\prime \prime}=\ell_{1}^{\prime \prime}+\ell_{2}^{\prime \prime}-L^{\prime \prime}=\ell_{1}+\ell_{2}+\ell_{1}^{\prime}+\ell_{2}^{\prime}-L^{\prime \prime} \tag{6.84b}
\end{array}
$$

The function $F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)$ in Eq. (6.49a) is therefore very simple. It is given by

$$
\begin{align*}
& F_{\ell, \ell^{\prime}}^{(\lambda \mu)}(C)=\sum_{[k]}\left[\frac{(2 k-1)!!}{(2 k)!!}\right]^{\frac{1}{2}} \\
& \times\left\langle k_{11}+k_{12} k_{11}-k_{12} k_{21}+k_{22} k_{21}-k_{22} \mid L k_{11}-k_{12}+k_{21}-k_{22}\right\rangle C^{k} \tag{6.85}
\end{align*}
$$

where the summation over $k_{i j}(i, j=1,2)$ is only for the non-negative integers which satisfy the weight condition (6.49b). By using this expression and $G_{0}^{(02 m)}(A)$ in Eq. (6.52a), we can explicitly write down the factors for the central matrix elements in Eq. (6.60) as follows :

$$
\begin{align*}
& I_{\ell_{1} \ell_{2}, \ell_{1}^{\prime} \ell_{2}^{\prime}}^{L}\left(C ; A, A^{\prime}\right)=\sum_{[k], m, m^{\prime}}\left(-\frac{1}{2}\right)^{m+m^{\prime}} \frac{1}{m!m^{\prime}!}\left[\frac{(2 L+1)(2 k-1)!!}{(|k|+L+1)!(|k|-L)!(2 k)!!}\right]^{\frac{1}{2}} \\
& \times\left\langle k_{11}+k_{12} k_{11}-k_{12} k_{21}+k_{22} k_{21}-k_{22} \mid L k_{11}-k_{12}+k_{21}-k_{22}\right\rangle \\
& \times C^{k}\left(A_{12}\right)^{m}\left(A_{12}^{\prime}\right)^{m^{\prime}} \tag{6.86a}
\end{align*}
$$

where we have again used the shorthand notation $|k|=k_{11}+\cdots+k_{22},(2 k)!!=\left(2 k_{11}\right)!!$ $\cdots\left(2 k_{22}\right)!!, C^{k}=C_{11}^{k_{11}} \cdots C_{22}^{k_{22}}$ etc. The weight condition in Eq. (6.86a) is

$$
\begin{array}{ll}
k_{11}+k_{12}+m=\ell_{1}, & k_{11}+k_{21}+m^{\prime}=\ell_{1}^{\prime} \\
k_{21}+k_{22}+m=\ell_{2}, & k_{12}+k_{22}+m^{\prime}=\ell_{2}^{\prime} \tag{6.86b}
\end{array}
$$

The coefficients, $C, A$ and $A^{\prime}$, are given in Eq. (6.39b) with $\widehat{C}, \widehat{A}$ and $\widehat{A}^{\prime}$ being those for the normalization kernel. The expressions in Eq. (6.37c) are further simplified for 3 -cluster systems by using the cofactor matrix $\delta_{O}=|O|^{t} O^{-1}$. From here on, we use
the notation $|O|$ to denote the determinant of $O ;|O|=(\operatorname{det} O)$. For arbitrary $2 \times 2$ matrices, $O, A, B$ etc., we can show a number of simple relationships such as

$$
\begin{align*}
& O+{ }^{t} \delta_{O}=(\operatorname{Tr} O) e, \quad O^{t} \delta_{O}={ }^{t} \delta_{O} O=|O| e \\
& |e-O|=1-(\operatorname{Tr} O)+|O| \\
& { }^{t} A B+{ }^{t} \delta_{B} \delta_{A}=\left(\operatorname{Tr} r^{t} A B\right) e=\left(\operatorname{Tr}^{t} \delta_{B} \delta_{A}\right) e \\
& \delta_{e-t} A B=e-{ }^{t} \delta_{A} \delta_{B}, \quad \delta_{A B}=\delta_{A} \delta_{B} \tag{6.87}
\end{align*}
$$

where $e$ is the $2 \times 2$ unit matrix. By using these, we can easily show

$$
\begin{align*}
& \widetilde{D}=1-\operatorname{Tr}\left(\varepsilon^{\prime t} Q \varepsilon Q\right)+|\varepsilon|\left|\varepsilon^{\prime}\right||Q|^{2}=1-\sum_{i, j=1}^{2} \varepsilon_{i} \varepsilon_{j}^{\prime} Q_{i j}^{2}+\varepsilon_{1} \varepsilon_{2} \varepsilon_{1}^{\prime} \varepsilon_{2}^{\prime}|Q|^{2}, \\
& \widehat{C}=\frac{\widetilde{C}}{\widetilde{D}}, \quad \widehat{A}=\frac{\widetilde{A}}{\widetilde{D}}, \quad \widehat{A}^{\prime}=\frac{\widetilde{A}^{\prime}}{\widetilde{D}}, \\
& \widetilde{C}=Q-\delta_{\varepsilon} \delta_{Q} \delta_{\varepsilon^{\prime}}|Q|=\left(\begin{array}{ll}
Q_{11}-\varepsilon_{2} \varepsilon_{2}^{\prime} Q_{22}|Q| & Q_{12}+\varepsilon_{2} \varepsilon_{1}^{\prime} Q_{21}|Q| \\
Q_{21}+\varepsilon_{1} \varepsilon_{2}^{\prime} Q_{12}|Q| & Q_{22}-\varepsilon_{1} \varepsilon_{1}^{\prime} Q_{11}|Q|
\end{array}\right) \text {, } \\
& \widetilde{A}=Q \varepsilon^{\prime t} Q-\delta_{\varepsilon}\left|\varepsilon^{\prime}\right||Q|^{2}, \quad \tilde{A}_{12}=\varepsilon_{1}^{\prime} Q_{11} Q_{21}+\varepsilon_{2}^{\prime} Q_{12} Q_{22} \text {, } \\
& \widetilde{A}^{\prime}={ }^{t} Q \varepsilon Q-\delta_{\varepsilon^{\prime}}|\varepsilon||Q|^{2}, \quad \widetilde{A}_{12}^{\prime}=\varepsilon_{1} Q_{11} Q_{12}+\varepsilon_{2} Q_{21} Q_{22} . \tag{6.88}
\end{align*}
$$

Here, we have newly defined the polynomial factors $\widetilde{C}, \widetilde{A}$ and $\widetilde{A}^{\prime}$, which are useful for numerical calculations. The $2 \times 2$ matrix $Q$ for particular nucleon exchange is given in Eq. (3.43) or Eq. (3.107) through an appropriate transformation for the selected Jacobi coordinates. On the other hand, the factors $\widehat{P}, \widetilde{P}, \widehat{P}^{\prime}$ and $\widetilde{P}^{\prime}$ for the interaction kernels are obtained through Eq. ( 6.37 d ) by assigning $P_{1}, P_{2}, P_{1}^{\prime}$ and $P_{2}^{\prime}$ to those in Table IV for each interaction type. (See Eq. (3.116).)

In order to derive the Coulomb matrix elements, we again employ the integral representation of the error function and the integration formula in Eq. (6.83). They are given by a simple modification of the norm-kernel matrix elements through Eqs. (6.70a) and (6.86a). Namely, in $I_{\ell_{1} \ell_{2}, \ell_{1}^{\prime} \ell_{2}^{\prime}}^{L}\left(\widehat{C} ; \widehat{A}, \widehat{A}^{\prime}\right)$, we should modify

$$
\begin{align*}
& \widehat{C}^{k}\left(\widehat{A}_{12}\right)^{m}\left(\widehat{A}_{12}^{\prime}\right)^{m^{\prime}} \rightarrow 2 \sqrt{\frac{\nu}{\pi}} \sqrt{\frac{2}{2+\widetilde{\alpha}}} \sum_{r_{11}=0}^{k_{11}} \cdots \sum_{r_{22}=0}^{k_{22}} \sum_{s=0}^{m} \sum_{s^{\prime}=0}^{m^{\prime}} \frac{(-1)^{|r|+s+s^{\prime}}}{2\left(|r|+s+s^{\prime}\right)+1} \\
& \times\binom{ k_{11}}{r_{11}} \cdots\binom{k_{22}}{r_{22}}\binom{m}{s}\binom{m^{\prime}}{s^{\prime}}\left(\widehat{C}_{11}\right)^{k_{11}-r_{11}} \cdots\left(\widehat{C}_{22}\right)^{k_{22}-r_{22}}\left(\widehat{A}_{12}\right)^{m-s}\left(\widehat{A}_{12}^{\prime}\right)^{m^{\prime}-s^{\prime}} \\
& \times\left(\frac{\widehat{f}_{1}}{\sqrt{2+\widetilde{\alpha}}}\right)^{r_{11}+r_{12}+s}\left(\frac{\widehat{f}_{2}}{\sqrt{2+\widetilde{\alpha}}}\right)^{r_{21}+r_{22}+s}\left(\frac{\widehat{g}_{1}}{\sqrt{2+\widetilde{\alpha}}}\right)^{r_{11}+r_{21}+s^{\prime}}\left(\frac{\widehat{g}_{2}}{\sqrt{2+\widetilde{\alpha}}}\right)^{r_{12}+r_{22}+s^{\prime}} \tag{6.89}
\end{align*}
$$

where $|r|=r_{11}+\cdots+r_{22}$. For the derivation of the kinetic-energy matrix elements, we need some algebra of transforming the coefficient matrices with the aid of the formulae in Eq. (6.87). The final result is given by modifying Eq. (6.86a) as

$$
\begin{align*}
& \widehat{C}^{k}\left(\widehat{A}_{12}\right)^{m}\left(\widehat{A}_{12}^{\prime}\right)^{m^{\prime}} \rightarrow \widehat{C}^{k}\left(\widehat{A}_{12}\right)^{m}\left(\widehat{A}_{12}^{\prime}\right)^{m^{\prime}} \\
& \times \frac{2}{3}\left\{\frac{3+|\ell|+\left|\ell^{\prime}\right|}{2} \frac{\widetilde{X}}{\widetilde{D}}+\sum_{i, j=1}^{2} k_{i j}\left(1-\frac{\widetilde{Z}_{i j}}{\widetilde{C}_{i j}}\right)-m \frac{\widetilde{Y}_{12}}{\widetilde{A}_{12}}-m^{\prime} \frac{\widetilde{Y}_{12}^{\prime}}{\widetilde{A}_{12}^{\prime}}\right\}, \tag{6.90a}
\end{align*}
$$

where $|\ell|=\ell_{1}+\ell_{2}$ etc. and the new coefficients, $\widetilde{X}, \widetilde{Z}, \widetilde{Y}$ and $\widetilde{Y}^{\prime}$, are given through ${ }^{29}$

$$
\begin{align*}
\widetilde{X}= & 2-\operatorname{Tr}\left(\varepsilon+\varepsilon^{\prime}\right)+\left|\varepsilon^{\prime}\right| \operatorname{Tr}\left({ }^{t} Q \varepsilon Q\right)+|\varepsilon| \operatorname{Tr}\left(Q \varepsilon^{\prime t} Q\right)-2|\varepsilon|\left|\varepsilon^{\prime}\right||Q|^{2} \\
= & 2-\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{1}^{\prime}-\varepsilon_{2}^{\prime}+\left(\varepsilon_{2}+\varepsilon_{2}^{\prime}\right) \varepsilon_{1} \varepsilon_{1}^{\prime} Q_{11}^{2}+\left(\varepsilon_{2}+\varepsilon_{1}^{\prime}\right) \varepsilon_{1} \varepsilon_{2}^{\prime} Q_{12}^{2} \\
& +\left(\varepsilon_{1}+\varepsilon_{2}^{\prime}\right) \varepsilon_{2} \varepsilon_{1}^{\prime} Q_{21}^{2}+\left(\varepsilon_{1}+\varepsilon_{1}^{\prime}\right) \varepsilon_{2} \varepsilon_{2}^{\prime} Q_{22}^{2}-2 \varepsilon_{1} \varepsilon_{2} \varepsilon_{1}^{\prime} \varepsilon_{2}^{\prime}|Q|^{2}, \\
\widetilde{Z}= & 2 Q-\delta_{\varepsilon} Q-Q \delta_{\varepsilon^{\prime}}=\binom{\left(2-\varepsilon_{2}-\varepsilon_{2}^{\prime}\right) Q_{11}\left(2-\varepsilon_{2}-\varepsilon_{1}^{\prime}\right) Q_{12}}{\left(2-\varepsilon_{1}-\varepsilon_{2}^{\prime}\right) Q_{21}\left(2-\varepsilon_{1}-\varepsilon_{1}^{\prime}\right) Q_{22}}, \\
\widetilde{Y}= & e-\delta_{\varepsilon} \operatorname{Tr}\left(Q \varepsilon^{\prime t} Q\right)+2 \delta_{\varepsilon}\left|\varepsilon^{\prime}\right||Q|^{2}-\left|\varepsilon^{\prime}\right| Q^{t} Q, \\
& \widetilde{Y}_{12}=-\varepsilon_{1}^{\prime} \varepsilon_{2}^{\prime}\left(Q_{11} Q_{21}+Q_{12} Q_{22}\right), \\
\widetilde{Y}^{\prime}= & e-\delta_{\varepsilon^{\prime}} \operatorname{Tr}\left({ }^{t} Q \varepsilon Q\right)+2 \delta_{\varepsilon^{\prime}}|\varepsilon||Q|^{2}-|\varepsilon|^{t} Q Q, \\
& \widetilde{Y}_{12}^{\prime}=-\varepsilon_{1} \varepsilon_{2}\left(Q_{11} Q_{12}+Q_{21} Q_{22}\right) . \tag{6.90b}
\end{align*}
$$

Finally, we show the factors for $L S$ and tensor matrix elements in Eqs. (6.70d) and (6.70e) with respect to the 3 -cluster systems. These are given by

$$
\begin{aligned}
& I_{\ell_{1} \ell_{2} L ; \ell_{1}^{\prime} \ell_{2}^{\prime} L^{\prime}}^{(L S)}\left(C ; A, A^{\prime} ; \widehat{P}, \widetilde{P}, \widehat{P}^{\prime}, \widetilde{P}^{\prime}\right) \\
& =(-1)^{L^{\prime}+1} \frac{1}{2 \sqrt{2}} \widehat{L} I_{\ell_{1}-1, \ell_{2}-1 ; \ell_{1}^{\prime}, \ell_{2}^{\prime}}^{L^{\prime}}\left(C ; A, A^{\prime}\right)\left\langle L^{\prime} \ell_{1}-\ell_{2} 10 \mid L \ell_{1}-\ell_{2}\right\rangle\left(\widehat{P}_{1} \widetilde{P}_{2}^{\prime}-\widehat{P}_{2} \widetilde{P}_{1}^{\prime}\right) \\
& +(-1)^{L} \frac{1}{2 \sqrt{2}} \widehat{L}^{\prime} I_{\ell_{1}, \ell_{2} ; \ell_{1}^{\prime}-1, \ell_{2}^{\prime}-1}^{L}\left(C ; A, A^{\prime}\right)\left\langle L \ell_{1}^{\prime}-\ell_{2}^{\prime} 10 \mid L^{\prime} \ell_{1}^{\prime}-\ell_{2}^{\prime}\right\rangle\left(\widetilde{P}_{1} \widehat{P}_{2}^{\prime}-\widetilde{P}_{2} \widehat{P}_{1}^{\prime}\right) \\
& +\sum_{\widetilde{L}}(-1)^{\widetilde{L}} \frac{\widehat{L} \widehat{L}^{\prime}}{2} U\left(L^{\prime} 1 L 1 ; \widetilde{\widetilde{L}} 1\right) \sum_{\ell_{s}=0}^{1} \sum_{0}^{1}{\ell_{s}^{\prime}=0} I_{\ell_{1}-\ell_{s}, \ell_{2}+\ell_{s}-1 ; \ell_{1}^{\prime}-\ell_{s}^{\prime}, \ell_{2}^{\prime}+\ell_{s}^{\prime}-1}\left(C ; A, A^{\prime}\right) \\
& \quad \times\left\langle\widetilde{L} \ell_{1}-\ell_{2}-2 \ell_{s}+112 \ell_{s}-1 \mid L \ell_{1}-\ell_{2}\right\rangle\left\langle\widetilde{L} \ell_{1}^{\prime}-\ell_{2}^{\prime}-2 \ell_{s}^{\prime}+112 \ell_{s}^{\prime}-1 \mid L^{\prime} \ell_{1}^{\prime}-\ell_{2}^{\prime}\right\rangle \\
& \quad \times\left(\widehat{P}_{2-\ell_{s}} \widehat{P}_{2-\ell_{s}^{\prime}}^{\prime}-\widetilde{P}_{2-\ell_{s}}^{\prime} \widetilde{P}_{2-\ell_{s}^{\prime}}\right), \\
& \\
& I_{\ell_{1} \ell_{2} L ; \ell_{1}^{\prime} \ell_{2}^{\prime} L^{\prime}}^{(T)}\left(C ; A, A^{\prime} ; \widehat{f}, \widehat{g}\right) \\
& =(-1)^{L^{\prime}} \widehat{L} \sum_{\ell_{s}=0}^{2} I_{\ell_{1}-\ell_{s}, \ell_{2}+\ell_{s}-2 ; \ell_{1}^{\prime}, \ell_{2}^{\prime}}^{L_{2}^{\prime}}\left(C ; A, A^{\prime}\right)
\end{aligned}
$$

[^24]\[

$$
\begin{align*}
& \times \frac{1}{2}\left(\frac{3}{2}\right)^{\frac{1}{2}\left|\ell_{s}-1\right|}\left\langle L^{\prime} \ell_{1}-\ell_{2}-2\left(\ell_{s}-1\right) 22\left(\ell_{s}-1\right) \mid L \ell_{1}-\ell_{2}\right\rangle\left(\widehat{f}_{1}\right)^{\ell_{s}}\left(\widehat{f}_{2}\right)^{2-\ell_{s}} \\
+ & (-1)^{L} \widehat{L}^{\prime} \sum_{\ell_{s}^{\prime}=0}^{2} I_{\ell_{1}, \ell_{2} ; \ell_{1}^{\prime}-\ell_{s}^{\prime}, \ell_{2}^{\prime}+\ell_{s}^{\prime}-2}^{L}\left(C ; A, A^{\prime}\right) \\
& \times \frac{1}{2}\left(\frac{3}{2}\right)^{\frac{1}{2}\left|\ell_{s}^{\prime}-1\right|}\left\langle L \ell_{1}^{\prime}-\ell_{2}^{\prime}-2\left(\ell_{s}^{\prime}-1\right) 22\left(\ell_{s}^{\prime}-1\right) \mid L^{\prime} \ell_{1}^{\prime}-\ell_{2}^{\prime}\right\rangle\left(\widehat{g}_{1}\right)^{\ell_{s}^{\prime}}\left(\widehat{g}_{2}\right)^{2-\ell_{s}^{\prime}} \\
+ & \sum_{\widetilde{L}}(-1)^{\widetilde{L}} \sqrt{\frac{3}{2}}\left(\frac{\widehat{L} \widehat{L}^{\prime}}{\widehat{\widetilde{L}}}\right) U\left(L^{\prime} 1 L 1 ; \widetilde{L} 2\right) \sum_{\ell_{s}=0}^{1} \sum_{\ell_{s}^{\prime}=0}^{1} I_{\ell_{1}-\ell_{s}, \ell_{2}+\ell_{s}-1 ; \ell_{1}^{\prime}-\ell_{s}^{\prime}, \ell_{2}^{\prime}+\ell_{s}^{\prime}-1}\left(C ; A, A^{\prime}\right) \\
& \times\left\langle\widetilde{L} \ell_{1}-\ell_{2}-2 \ell_{s}+112 \ell_{s}-1 \mid L \ell_{1}-\ell_{2}\right\rangle\left\langle\widetilde{L} \ell_{1}^{\prime}-\ell_{2}^{\prime}-2 \ell_{s}^{\prime}+112 \ell_{s}^{\prime}-1 \mid L^{\prime} \ell_{1}^{\prime}-\ell_{2}^{\prime}\right\rangle \\
& \times \widehat{f}_{2-\ell} \widehat{\ell}_{s} \widehat{g}_{2-\ell_{s}^{\prime}} . \tag{6.91b}
\end{align*}
$$
\]

## Acknowledgments

One of the authors (Y.F.) would like to thank Professor H. Horiuchi and Professor R. Tamagaki for constant encouragement throughout this work. He is also indebted to Professor K.T. Hecht, University of Michigan, for many valuable suggestions on the approach adopted in this paper.

## References

[1] J. A. Wheeler, Phys. Rev. 52, 1083; 1107 (1937).
[2] K. Wildermuth and W. McClure, Cluster Representation of Nuclei, Springer Tracts in Nuclear Physits, No. 41 (Springer-Verlag, Berlin, 1966).
[3] K. Wildermuth and Y. C. Tang, A Unified Theory of the Nucleus, Clustering Phenomena in Nuclei, Vol. 1, eds. K. Wildermuth and P. Kramer (Vieweg, Braunschweig, Germany, 1977).
[4] A. Arima, H. Horiuchi, K. Kubodera and N. Takigawa, Advances in Nuclear Physics, Vol. 5, eds. M. Baranger and E. Vogt (Plenum, New York, 1972), p. 345.
[5] K. Ikeda, T. Marumori, R. Tamagaki, H. Tanaka, J. Hiura, H. Horiuchi, Y. Suzuki, F. Nemoto, H. Bando, Y. Abe, N. Takigawa, M. Kamimura, K. Takada, Y. Akaishi and S. Nagata, Prog. Theor. Phys. Suppl. No. 52 (1972).
[6] K. Ikeda, R. Tamagaki, S. Saito, H. Horiuchi, A. Tohsaki-Suzuki and M. Kamimura, Prog. Theor. Phys. Suppl. No. 62 (1977).
[7] Y. C. Tang, M. LeMere and D. R. Thompson, Phys. Rep. 47, 167 (1978).
[8] K. Wildermuth and E. J. Kanellopoulos, Rep. Prog. Phys. 42, 1719 (1979).
[9] K. Ikeda, H. Horiuchi, S. Saito, Y. Fujiwara, M. Kamimura, K. Kato, Y. Suzuki, E. Uegaki, H. Furutani, H. Kanada, T. Kaneko, S. Nagata, H. Nishioka, S. Okabe, T. Sakuda, M. Seya, Y. Abe, Y. Kondo, T. Matsuse and A. Tohsaki-Suzuki, Prog. Theor. Phys. Suppl. No. 68 (1980).
[10] Y. C. Tang, Microscopic Description of the Nuclear Cluster Thoery, Lecture Notes in Physics, Vol. 145 (SpringerVerlag, Berlin, 1981), p. 571.
[11] H. Friedrich, Phys. Rep. 74, 209 (1981).
[12] H. Horiuchi and K. Ikeda, International Review of Nuclear Physics, Vol. 4, eds. T.T.S. Kuo and E. Osnes (World Scientific, Singapore, 1985), p. 1.
[13] K. Langanke and H. Friedrich, Advances in Nuclear Physics, Vol. 17, eds. J. W. Negele and E. Vogt (Plenum, New York, 1986), p. 223.
[14] H. Horiuchi, Microscopic Study of Nucleus-Nucleus Interaction, in Trends in Theoretical Physics, Vol. 2, eds. P. J. Ellis and Y. C. Tang (Addison-Wesley, Redwood City, California, 1991), p. 277.
[15] H. H. Hackenbroich, Z. Phys. 231, 216 (1970).
[16] H. H. Hackenbroich and P. Heiss, Z. Phys. 231, 225 (1970).
[17] P. Heiss and H. H. Hackenbroich, Z. Phys. 231, 230 (1970); 235, 422 (1970).
[18] H. Hutzelmeyer and H. H. Hackenbroich, Z. Phys. 232, 356 (1970).
[19] Le-Chi-Niem, P. Heiss and H. H. Hackenbroich, Z. Phys. 244, 346 (1971).
[20] H. H. Hackenbroich, Reactions Involving Light Nuclei, in Symp. on Present Status and Novel Developments in the Nuclear Many-Body Problem, eds. F. Calogero and C. C. Degli Atti (Editrice Compositori, Bologna 1973).
[21] H. H. Hackenbroich, P. Heiss and Le-Chi-Niem, Nucl. Phys. A221, 461 (1974).
[22] W. Schütte, H. H. Hackenbroich, H. Stöwe, P. Heiss and H. Aulenkamp, Phys. Lett. 65B, 214 (1976).
[23] H. H. Hackenbroich, T. H. Seligman and W. Zahn, Nucl. Phys. A259, 445 (1976).
[24] T. H. Seligman and W. Zahn, J. Phys. G2, 79 (1976).
[25] W. Zahn, Nucl. Phys. A269, 138 (1976).
[26] H. Stöwe and W. Zahn, Nucl. Phys. A286, 89 (1977); J. Phys. G4, 1423 (1978); Nucl. Phys. A289, 317 (1977); Z. Phys. A286, 173 (1978).
[27] P. Heiss, B. Bauer, H. Aulenkamp and H. Stöwe, Nucl. Phys. A286, 42 (1977).
[28] H. M. Hofmann, W. Zahn and H. Stöwe, Nucl. Phys. A357, 139 (1981).
[29] H. M. Hofmann and W. Zahn, Nucl. Phys. A368, 29 (1981).
[30] H. M. Hofmann, T. Mertelmeier and W. Zahn, Nucl. Phys. A410, 208 (1983).
[31] H. M. Hofmann, Resonating Group Calculations in Nuclear Few Cluster Systems, in Proc. 10th Int. IUPAP Conf. on Fere Body Problems in Physics, Vol. 1, ed. B. Zeitnitz (North-Holland, Amsterdam, 1984), p.363c.
[32] T. Mertelmeier and H. M. Hofmann, Nucl. Phys. A456, 387 (1986).
[33] B. Wachter, T. Mertelmeier and H. M. Hofmann, Phys. Lett. 200B, 246 (1988); Phys. Rev. C38, 1139 (1988).
[34] D. R. Thompson and Y. C. Tang, Phys. Rev. C8, 1649 (1973).
[35] F. S. Chwieroth, R. E. Brown, Y. C. Tang and D. R. Thompson, Phys. Rev. C8, 938 (1973).
[36] F. S. Chwieroth, Y. C. Tang and D. R. Thompson, Phys. Rev. C9, 56 (1974).
[37] D. R. Thompson, M. LeMere and Y.C. Tang, Nucl. Phys. A286, 53 (1977).
[38] D. J. Stubeda, Y. Fujiwara and Y. C. Tang, Phys. Rev. C26, 2410 (1982).
[39] H. Kanada, T. Kaneko and Y. C. Tang, Nucl. Phys. A380, 87 (1982); A389, 285 (1982); Phys. Rev. C38, 2013 (1988).
[40] H. Kanada, T. Kaneko, P. N. Shen and Y. C. Tang, Nucl. Phys. A457, 93 (1986).
[41] H. Kanada, T. Kaneko and Y. C. Tang, Phys. Rev. C34, 22 (1986); C43, 371 (1991); Nucl. Phys. A504, 529 (1989); Few Body Systems 11, 121 (1991).
[42] Y. Fujiwara and Y. C. Tang, Phys. Rev. C27, 2457 (1983).
[43] Y. Fujiwara and Y. C. Tang, Phys. Rev. C28, 1869 (1983); C29, 2025 (1984).
[44] Y. Fujiwara and Y. C. Tang, Phys. Lett. 131B, 261 (1983).
[45] Y. Fujiwara and Y. C. Tang, Phys. Rev. C31, 342 (1985); Nucl. Phys. A522, 459 (1991).
[46] Y. Fujiwara, Q. K. K. Liu and Y. C. Tang, Phys. Rev. C38, 1531 (1988).
[47] Y. Fujiwara and Y. C. Tang, Phys. Rev. C41, 28 (1990).
[48] Y. Fujiwara and Y. C. Tang, Phys. Rev. C43, 96 (1991); Few Body Systems 12, 21 (1992).
[49] Y. Fujiwara and Y. C. Tang, Few Body Systems 16, No. 2 (1994).
[50] Y. Fujiwara and Y. C. Tang, Prog. Theor. Phys. 91, 631 (1994).
[51] Y. Fujiwara and Y. C. Tang, Three-Cluster Resonating-Group Method of Alpha Plus Two s-ShellCluster Systems in the Coupled-Channel Formalism, University of Minnesota Report UM-RGM2 (1984).
[52] Y. Fukushima and M. Kamimura, in Proc. Int. Conf. on Nuclear Structure, ed. T. Marumori [Supplement to J. Phys. Soc. Japan, Vol. 44, 1978], p. 225.
[53] M. Kamimura, Nucl. Phys. A351, 456 (1981).
[54] E. Uegaki, S. Okabe, Y.Abe and H. Tanaka, Prog. Theor. Phys. 57, 1262 (1977).
[55] E. Uegaki, Y. Abe, S. Okabe and H. Tanaka, Prog. Theor. Phys. 59, 1031 (1978); 62, 1621 (1979).
[56] D. Baye, P. -H. Heenen and M. Libert-Heinemann, Nucl. Phys. A291, 230 (1977); A308, 229 (1978).
[57] M. Libert-Heinemann, D. Baye and P. -H. Heenen, Nucl. Phys. A339, 429 (1980).
[58] D. Baye and P. -H. Heenen, Nucl. Phys. A403, 433 (1983).
[59] D. Baye and P. Descouvemont, Nucl. Phys. A407, 77 (1983); Nucl. Phys. A481, 445 (1988).
[60] P. Descouvemont and D. Baye, Phys. Lett. 169B, 143 (1986); Nucl. Phys. A463, 629 (1987).
[61] P. Descouvemont and D. Baye, Phys. Rev. C36, 54, 1249 (1987); Nucl. Phys. A475, 219 (1987).
[62] D. Baye and P. Descouvemont, in Proc. of the 5th Int. Conf. on Clustering Aspects in Nuclear and Subnuclear Systems, eds. K. Ikeda, K. Katori and Y. Suzuki [Supplement to J. Phys. Soc. Japan, Vol. 58, 1989], p. 103.
[63] P. Descouvemont, Phys. Rev. C38, 2397 (1988).
[64] P. Descouvemont and D. Baye, Nucl. Phys. A487, 420 (1988); Phys. Lett. 292B, 235 (1992).
[65] P. Descouvemont, Astrophys. J. 405, 518 (1993).
[66] E. Kolbe, K. Langanke and H. J. Assenbaum, Phys. Lett. 214B, 169 (1988).
[67] C. Funck and K. Langanke, Nucl. Phys. A480, 188 (1988).
[68] G. Blüge and K. Langanke, Phys. Rev. C41, 1191 (1990).
[69] G. Blüge, K. Langanke, M. Plagge, K. R. Nyga and H. Paetz gen. Schieck, Phys. Lett. 238B, 137(1990).
[70] M. V. Mihailović and M. Poljsăk, Nucl. Phys. A311, 377 (1978).
[71] R. Beck, M. V. Mihailović and M. Poljsăk, Nucl. Phys. A351, 295 (1981).
[72] R. Beck, R. Krivec and M. V. Mihailović, Nucl. Phys. A363, 365 (1981).
[73] R. G. Lovas, A. T. Kruppa and J. B. J. M. Lanen, Nucl. Phys. A516, 325 (1990).
[74] A. Csótó and R. G. Lovas, Phys. Rev. C46, 576 (1992).
[75] G. F. Filippov, V. S. Vasilevsky and A. V. Nesterov, Nucl. Phys. A426, 327 (1984).
[76] H. R. Fiebig and W. Timm, Ann. Phys. 134, 141 (1981); Phys. Rev. C26, 2367, 2496 (1982).
[77] D. M. Brink, Proceedings of the Intemational School of Physics "Enrico Fermi", Course 36 (Academic Press, New York, 1966), p. 247.
[78] A. Tohsaki, Prog. Theor. Phys. 88, 1119 (1992); 90, 871 (1993).
[79] P. Kramer and T. H. Seligman, Nucl. Phys. A136, 545 (1969); A186, 49 (1972).
[80] T. H. Seligman, Double Coset Decompositions of Finite Groups and the Many Body Problem, Burg Monographs in Science, ed. D. Clement (Burg Verlag AG Basel, Basel, 1975).
[81] P. Kramer, Finite Representation of the Unitary Group and their Applications in Many-Body Physics, in Proc. Fifth Int. Colloquium on Group Theoretical Methods in Physics, eds. R. T. Sharp and B. Kolman (Academic, New York, 1977), p. 173.
[82] P. Kramer, G. John and D. Schenzle, Group Theory and the Interaction of Composite Nucleon Systems, Clustering Phenomena in Nuclei, Vol. 2, eds. K. Wildermuth and P. Kramer (Vieweg, Braunschweig, 1981).
[83] H. Horiuchi, Prog. Theor. Phys. 50, 529 (1973).
[84] Z. C. Kuruoglu and F. S. Levin, Phys. Rev. Lett. 48, 899 (1982).
[85] M. Kamimura, Prog, Theor. Phys. Suppl. No.62, 236 (1977).
[86] Y. Fujiwara and H. Horiuchi, Properties of Double Gel'fand Polynomials and Their Applications to Multiplicity-Free Problems, Memoirs of the Faculty of Science, Kyoto University, Series A of Physics, Astrophysics, Geophysics and Chemistry, Vol. XXXVI, No. 2, Article 1, 197 (1983).
[87] E. W. Schmid, Phys. Rev. C21, 691 (1980); Z. Phys. A297, 105 (1980); A302, 311 (1981).
[88] E. W. Schmid, M. Orlowski and Bao Cheng-guang, Z. Phys. A308, 237 (1982).
[89] E. W. Schmid, Theoretical Description of Few-Cluster Systems, in Proc. 10th Int. IUPAP Conf. on Few Body

Problems in Physics, Vol. 1, ed. B. Zeitnitz (North-Holland, Amsterdam, 1984), p. 347c.
[90] S. Oryu and H. Kamada, Nucl. Phys. A493, 91 (1989).
[91] K. Fukatsu and K. Kato, Prog. Theor. Phys. 87, 151 (1992).
[92] H. Horiuchi, Prog. Theor. Phys. 55, 1448 (1976).
[93] V. Bargmann, Rev. Mod. Phys. 34, 829 (1962).
[94] Y. Fujiwara and H. Horiuchi, Prog. Theor. Phys. 65, 1901 (1981).
[95] Y. Fujiwara, Y. C. Tang and H. Horiuchi, Prog. Theor. Phys. 70, 809 (1983).
[96] Y. Fujiwara, Y. C. Tang and H. Horiuchi, J. Math. Phys. 25, 2826 (1984).
[97] J. P. Elliott, Proc. Roy. Soc. A245, 128, 562 (1958); J.P. Elliott and M. Harvey, Proc. Roy. Soc. A272, 557 (1963).
[98] H. Furutani, H. Horiuchi and R. Tamagaki, Prog. Theor. Phys. 62, 981 (1979).
[99] H. Furutani, Prog. Theor. Phys. 65, 586 (1981).
[100] M. LeMere, D. J. Stubeda, H. Horiuchi and Y. C. Tang, Nucl. Phys. A320, 449 (1979).
[101] M. LeMere, Y. G. Tang, E. J. Kanellopoulos and W. Sünkel, Nucl. Phys. A348, 321 (1980).
[102] H. Horiuchi, Prog. Theor. Phys. 64, 184 (1980).
[103] K. Aoki and H. Horiuchi, Prog. Theor. Phys. 68, 1658, 2028 (1982).
[104] M. LeMere, Y. Fujiwara, Y. C. Tang and Q. K. K. Liu, Phys. Rev. C26, 1847 (1982).
[105] Y. C. Tang and R. E. Brown, Phys. Rev. C4, 1979 (1971).
[106] M. LeMere and Y. C. Tang, Phys. Rev. C19, 391 (1979).
[107] K. T. Hecht and S. C. Pang, J. Math. Phys. 10, 1571 (1969).
[108] H. Horiuchi, Prog. Theor. Phys. Suppl. 62, 90 (1977).
[109] C. Itzykson and J. B. Zuber, Quantum field Theory (McGraw-Hill, New York, 1980).
[110] Y. Fujiwara and K. T. Hecht, Nucl. Phys. A456, 669 (1986); A462, 621 (1987).
[111] Y. Suzuki and K. T. Hecht, Nucl. Phys. A420, 525 (1984); A446, 749 (1985).
[112] J. Schwinger, On Angular Momentum, in Quantum Theory of Angular Momentum, eds. L. C. Biedenharn and C. Van Dam (Academic Press, New York and London, 1965), p.229.


[^0]:    ${ }^{1}$ In Eq. (3.16a), the correct notation is not $P_{\alpha} z$ but $z P_{\alpha}$, if we use the matrix notation $P=\left(P_{i \alpha}\right)$ with $P_{i \alpha}=\left(P_{\alpha}\right)_{i}$. (See Eq. (3.97).) We avoid this clumsy notation, unless it is inevitable.

[^1]:    ${ }^{2}$ Of course, it is also possible to deal with a one-body operator $\mathcal{O}^{\Omega}=\sum_{s=1}^{A} \mathcal{O}_{s}^{(\Omega)}$.
    ${ }^{3}$ We move $\mathcal{A}^{\prime}$ to the bra side by using the totally symmetric nature of $\mathcal{O}^{\Omega}$, which turns out to be convenient for later discussions.

[^2]:    ${ }^{4}$ It is also possible to use two different subgroups $H=S_{A_{1}} \otimes S_{A_{2}} \otimes \cdots \otimes S_{A_{n}}$ and $K=$ $S_{A_{1}^{\prime}} \otimes S_{A_{2}^{\prime}} \otimes \cdots \otimes S_{A_{n}^{\prime}}\left(A_{1}+\cdots+A_{n}=A_{1}^{\prime}+\cdots+A_{n}^{\prime}=A\right)$ to achieve a double-coset expansion $S_{A}=U_{k} H z_{k} K$. Through this procedure, we can extend the present formalism to the case when two different cluster-decompositions are assumed for the bra and the ket states. (See, for example, Eq.(3.20) of ref. [95].) We will not dare to complicate equations by this rather trivial generalization.

[^3]:    ${ }^{5}$ This formula is easily proved by combining several multi-nomial expansions.
    ${ }^{6}$ It is stated at a footnote of ref. [79] that these symbols have been introduced by H. H. Hackenbroich.

[^4]:    ${ }^{7}$ The simple result that $I^{N}\left(z ; z^{\prime}\right)$ is a function of only $\left(\mathbf{z}_{i}^{*} \cdot \mathbf{z}_{j}^{\prime}\right)(i, j=1 \sim n-1)$ is due to the $S U_{3}$-scalar property of the antisymmetrization operator $\mathcal{A}^{\prime}$ with respect to the Elliott $S U_{3}$ algebra of h.o. wave functions [92], [97].

[^5]:    ${ }^{8}$ The assumption $u_{s}=u\left(\mathbf{x}_{s}\right)$ does not mean that the translational invariance is not kept in the present formalism. It is already incorporated into the whole GCM kernel at the time of supplementing an appropriate c.m. integral. See the next example for the charge form factors.

[^6]:    ${ }^{9}$ Note that we can set $P_{\sigma}=1$ for $\Omega=L S$ and tensor, since these are non-zero only for pairs with the spin-value $S=1$.
    ${ }^{10}$ We omit the type index $C$ for the central Gaussian potential for simplicity, as long as no confusion takes place.

[^7]:    ${ }^{11}$ The same is applied to the spin-isospin factors in Eq. (3.59b), which is nothing but the exchange symmetry $w_{s t}^{(\Omega)}=w_{t s}^{(\Omega)}$.

[^8]:    ${ }^{12}$ The origin of these names is almost obvious from Table II. These are related to the structure of the GCM interaction factors; namely, $E$ for a unit factor, $S$ and $S^{\prime}$ for a single vector $\mathbf{z}^{*}$ or $\mathbf{z}^{\prime}$ involved in $\mathcal{T}$, and $D_{ \pm}$for double vectors or for the direct term to which $D_{+}$type contributes.

[^9]:    ${ }^{13}$ The origin of the name $V$ for the members of this group is clear from $V_{+}(3)=\mathcal{T}_{\{12 ; 33\}}$ in Eq. (3.89a). Namely, the quadratic form in Eq. (3.84) is expressed as $\nu\left(\mathbf{T}_{1}^{*}+\mathbf{T}_{2}^{\prime}\right)^{2}$ in terms of the V-type coordinates $\mathbf{T}_{\alpha}=\mathbf{S}_{\alpha}-\mathrm{S}_{3}(\alpha=1,2)$, which resembles the $D_{+}$type in the 2-cluster classification scheme.
    ${ }^{14}$ It seems to be natural to introduce the ordering $(\alpha \gamma)<(\beta \delta)$ in Eq. (3.75) by $\varepsilon<\lambda$ for $\varepsilon=(\alpha \gamma)$ and $\lambda=(\beta \delta)$, and to identify $V_{+}^{(\alpha \gamma)(\beta \delta)}=V_{+}^{e \lambda}$ with $V_{+}^{\nu}$ by $\nu=(\varepsilon \lambda)$. However,
     the cyclic permutation phase. The correct correspondence between $V_{+}(\nu)$ and $V_{+}^{\varepsilon \lambda}$ is given by $V_{+}(\nu)=V_{+}^{\prime \lambda \varepsilon}$ for $\nu=1,3$ and $V_{-}^{\varepsilon \lambda}$ for $\nu=2$, when ( $\lambda \varepsilon \nu$ ) is an even permutation of (123).

[^10]:    ${ }^{15}$ For systems of three non-alpha clusters or more, we also need to make spin-isospin recouplings to achieve this rearrangement. We assume here that such a procedure is implicitly carried out in the spin-isospin factors discussed in $\S 4$.

[^11]:    ${ }^{16}$ In four-cluster systems or more, we also have such types of relative coordinate systems as can not be realized by the permutations of clusters from the standard set of Jacobi coordinates. For example, we need H-type coordinates to describe a system of two ${ }^{8}$ Be-clusters for ${ }^{16} \mathrm{O}$. In this case, we simply use Eqs. (3.95) and (3.96) to find the necessary coefficients for the GCM kernels.

[^12]:    ${ }^{17}$ As is discussed in the $\S 3.3 .1$, the $L S$ and tensor spin-isospin factors can be conveniently defined through the reduced matrix elements. If we set the $L S$ and tensor matrix elements in Eq. (3.59b) equal to $X_{k T}^{L S} \mathrm{~S}$ and $X_{k T}^{T} S_{\mu}^{(2)}$ in terms of formal operators S and $S_{\mu}^{(2)}$ for the total system, these reduced matrix elements should be divided by those of $S$ and $S^{(2)}$, respectively. The choice of $\left\langle S\|\mathrm{~S}\| S^{\prime}\right\rangle$ and $\left\langle S\left\|S^{(2)}\right\| S^{\prime}\right\rangle$ is arbitrary (as long as they are non-zero) and they are assumed to be unity in the following discussions. For the Coulomb factors, this procedure is not taken in Eq. (3.69), since $T_{z}$ is a conserved quantity related to the total charge.

[^13]:    ${ }^{18}$ This notation should not be confused with the formal spin $S$ and the second-rank spin tensor $S_{\mu}^{(2)}$ in Eq. (3.69). These are not a sum of the total $A$-nucleon system and need not be represented as $S_{\mu}^{(2)}=2[S S]_{\mu}^{(2)}$ either. In fact, they have in general off-diagonal matrix elements $\left\langle S\|S\| S^{\prime}\right\rangle \neq 0$ etc., unlike the single particle operators of the $N$-nucleon system defined here.

[^14]:    ${ }^{19}$ The reduced matrix elements in this paper are defined by : (full matrix element) $=$ (reduced matrix element) $\times$ (Wigner coefficient), without dimensional factors such as $\widehat{J}^{-1}=1 / \sqrt{2 J+1}$. Also, 9-j symbols with square brackets are used for denoting their unitary form with $\widehat{J}_{12} \widehat{J}_{34} \widehat{J}_{13} \widehat{J}_{24}$ factors.

[^15]:    ${ }^{20}$ The results in Eqs. (4.7) and (4.8) are also obtained from this procedure.

[^16]:    ${ }^{21}$ Note that the relationship in Eq. (4.25) is not directly applicable to $X_{k T}^{\sigma(1)}$ and $X_{k T}^{\tau(1)}$ in Eq. (4.27). For example, we need to use $\mathcal{W}^{L S}=(N-1) \mathrm{S}$, instead of S itself.

[^17]:    ${ }^{22}$ The interaction-type indices $S_{\alpha}^{\prime}$ and $S_{\beta}$ should not be confused with the spin values of clusters. They always come up with the nucleon exchange number $x$.

[^18]:    ${ }^{23}$ The formula Eq. (5.7) is well known, for example, in the Bargmann-Fock space approach to path integrals in the quantum field theory. See Eq. (9.56) in [109].

[^19]:    ${ }^{24}$ This simple result of factorization in Eq. (5.15) was first obtained for 2-cluster systems in the RGM study of noncentral $N N$ potentials in terms of a quark model. [110], [111]

[^20]:    ${ }^{25}$ In Eq. (6.28). $\xi_{S}$ and $\xi_{S^{\prime}}^{\prime}$ are the "formal" spin-isospin wave functions and should not be confused with the $2 \times(n-1)$ Bargmann variables $\xi=\left(\xi_{1}, \cdots \xi_{n-1}\right)$.

[^21]:    ${ }^{26}$ Note that the notation $\widetilde{A}, \widetilde{A}^{\prime}$ and $\widetilde{C}$ in Eq. (5.14d) is differently used from that here.

[^22]:    ${ }^{27}$ In this paper, we have assumed the reduced matrix elements of $S$ and $S^{(2)}$ for the total system unity; $\left\langle S\|\mathbf{S}\| S^{\prime}\right\rangle=\left\langle S\left\|S^{(2)}\right\| S^{\prime}\right\rangle=1$. However, they are explicitly shown here for the later convenience.

[^23]:    ${ }^{28}$ This is natural, since we are essentially dealing with the algebra of angular-momentum projections.

[^24]:    ${ }^{29}$ Note that $\widetilde{A}_{12}, \widetilde{A}_{12}^{\prime}, \widetilde{Y}_{12}$ and $\widetilde{Y}_{12}^{\prime}$ in [51] are defined with an opposite sign to the one adopted here. Furthermore, the difference of $\tilde{X}$ is due to the trivial factor $(n-1)$ in Eq. (5.4c), which means that we have included all the relative kinetic-energy contributions between clusters in the present formula.

