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Extended abstract 

The increase in global energy demand arising from the rapid expansion of world population 

and the heavy industrialization has drastically changed the global energy landscape in 

recent decades and has critically threatened the energy security. Since energy is 

fundamental to human well-being and sustainable development, improvement of energy 

security is of paramount importance, and numerous researchers have attempted to analyze 

energy security in a quantitative way. 

 

This study pays attention to the vulnerability-based approach, under which the vulnerability 

potentially contained in a vital energy system is analyzed with a focus on a combination of 

its exposure to risks and resilience. Although the concept of vulnerability-based approach is 

recognized as one of the methodological approaches, quantitative evaluation of energy 

security by using such approach has hardly been conducted hitherto.  

 

As a starting point of addressing the vulnerability-based approach in the energy security 

narrative, therefore, this study particularly focuses on the vulnerability potentially 

contained in a vital electricity system based on the relationship between an interruption of 

an electricity supply source as a feature of risks and diversity in power mix as a feature of 

resilience. Diversity in power mix is a fundamental aspect of electricity security, which is a 

major energy policy measure. 
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In the quantitative evaluation of diversity in power mix, it has been conventionally derived 

on the basis of static vulnerability under the long-term and steady state, by accounting for 

the share of energy generation by power supply source. Diversity in power mix has been 

considered as a factor in the long-term energy security, whilst it is essential that dynamic 

sudden supply interruptions under the short-term and unsteady state are theoretically and 

qualitatively relevant to diversity in power mix as well. However, the dynamic vulnerability 

has yet to be quantitatively evaluated in the context of diversity in power mix as a factor of 

the short-term energy security. In addition, the number of existing indicators for assessing 

short-term energy security are limited, and such indicators do not sufficiently cover the 

concept of dynamic vulnerability in the context of diversity in power mix. 

 

In summary, there are mainly three research gaps in the context of diversity in power mix, 

including 1) few quantitative studies on vulnerability-based approach in the energy security 

narrative, 2) no quantitative evaluation of diversity in power mix considering both static 

and dynamic vulnerability, and 3) limited number of indicators for evaluating short-term 

energy security. 

 

While aspects of diversity in power mix have been widely studied in detail by a wide range 

of scholars accounting for energy generation by power sources from the perspective of 

static vulnerability, this study aims to fill the research gaps in the studies regarding the 

dynamic vulnerability of an electricity system against the disruption of continuous 



iii 
 

electricity supply caused by sudden disturbances on an electricity supply. As such, the 

objective of this thesis is  

1. To conceptualize the dynamic vulnerability 

2. To develop the methodology for its quantification 

3. To analyze the static and dynamic vulnerability of vital electricity system in the 

context of diversity in power mix. 

 

The central research question for this study is: what is the difference of trend between 

static and dynamic vulnerability in the context of diversity in power mix in energy 

security? This question would be further broken down into the related sub-questions as 

follows: 

Sub-Q.1: What is the concept of dynamic vulnerability proposed in this study? 

Sub-Q.2: How can the dynamic vulnerability be quantified in the context of diversity in 

power mix? 

Sub-Q.3: What index dedicated for the dynamic vulnerability should be developed? 

Sub-Q.4: How can the developed index dedicated for dynamic vulnerability be applied? 

 

To answer these research questions and to accomplish the objective of the thesis, the 

analytical portion of this thesis is divided into four main sections.  

 

The first section conceptualizes the static and dynamic vulnerability in the context of 

diversity in power mix. As the boundary of diversity in power mix, the static vulnerability 

is relevant to the stage of primary energy resource procurement, whereas the dynamic 
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vulnerability corresponds to the stage of power generation at facilities. Considering that the 

concept of static vulnerability is based on sufficiency of power generation to meet demand,  

the dynamic vulnerability is interpreted in this study as a degree in which the system 

maintains supply capability to generate sufficient power for meeting demand even after an 

occurrence of sudden interruption of electricity supply source. The system which maintains 

the minimum supply capability can remain self-sufficient. This is relevant to sub-Q.1. 

 

The second section develops the methodology for evaluating short-term vulnerability in the 

context of diversity in power mix. Such methodology covered the several characteristics to 

be assessed, including sufficiency, a focus on the generation stage under HL-1, 

vulnerability potentially contained in the system, a focus on each power source, and 

consideration of time-series notion. The three major components of sudden disturbances 

were introduced, that is: magnitude, duration and instant of failure. The methodological 

process was established to identify a threshold of magnitude and duration of sudden 

disturbances at a given instant of time under which the power system can maintain the 

supply capability in a self-sufficient manner. The greater threshold corresponds to the lower 

dynamic vulnerability of power system to supply disruptions due to sudden disturbances. 

This is relevant to sub-Q.2. 

 

The third section conducts the assessment of dynamic vulnerability by using the developed 

methodology as case studies. Based on the obtained threshold of supply capability, the 

three types of curves were depicted. Then, the area under the depicted curve was computed 
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to develop an index dedicated for the dynamic vulnerability. This is relevant to sub-Q.3. 

The developed index dedicated for the dynamic vulnerability was applied into the fictitious 

standalone centralized network and distribution network as case studies. Referring to a 

certain electricity system to some extent in Japan, the combination between demand and 

supply capacity was changed under the condition where sufficiency is secured in a static 

state. The time range assessed in this study focused on a one-day snapshot. In particular, the 

sudden disturbances on nuclear energy use in centralized power network and on renewables 

and storage technology in distributed network were addressed as case studies. This study 

demonstrated its applicability through cost-effectiveness analysis. This is relevant to sub-

Q.4.  

 

By extending and synthesizing the aforementioned sections, the fourth section compares the 

static and dynamic vulnerability in the fictitious standalone distributed and centralized 

power network. In both fictitious distributed network and centralized network adopted in 

this study, the comparison between static and dynamic vulnerability exhibited a 

significantly different trend. This is relevant to the central question. 

 

Notably, this study would contribute to a) highlighting a new concern on nuclear power use, 

b) quantitative presentation of significant role of storage technology in securing short-term 

power supply, c) Establishment of a new index dedicated for short-term energy security, d) 

direct adoption of developed methodology and index to any other power system networks, 

and e) identifying new insights on diversity in power mix. 
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The different trend between static and dynamic vulnerability would raise a necessity to 

reconsider the design policy of the electricity supply system in terms of evaluating diversity 

in power mix from the perspective of not only static vulnerability but also dynamic 

vulnerability. Relying only on energy generation and capacity, which is the conventional 

approach for long-term diversity evaluation, may potentially bear significant risk 

overlooking the hidden factors associated with the dynamic vulnerability. The major results 

and findings of this study shall add a new view to energy security assessment and 

sustainable energy resource supply strategy, which is becoming more important in energy 

policy design. 
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CHAPTER 1 : Introduction 

 

1.1 Energy security and diversity in power mix 

The increase in global energy demand arising from the rapid expansion of world population and the 

heavy industrialization has drastically changed the global energy landscape in recent decades and 

has critically threatened the energy security. Since energy is fundamental to human well-being and 

sustainable development, improvement of energy security is of paramount importance. In particular, 

energy security is a driving force of energy policy [1]. 

 

The definition of energy security differs from international institute, national government, and 

academic researcher. For instance of international institutes, International Energy Agency (IEA) 

and United Nations define energy security as “the uninterrupted availability of energy sources at an 

affordable price” [2], and “The continuous availability of energy in varied forms, in sufficient 

quantities and at affordable prices” [3], respectively. Under the scale of national government, for 

example, it is considered in Japan as “to secure adequate energy at reasonable prices necessary for 

the people’s lives, and economic and industrial activities of the country” [4]. Winzer complied 

various definitions of energy security proposed by many scholars [5]. It must be mentioned that 

there is no concrete consensus on the definition of energy security [6, 7]. One difficulty in defining 

energy security is due to the fact that energy security has become increasingly complicated [8]. 

Energy security is dynamic in its nature and thus its definition and concept evolve with the change 

of the global energy landscape [1].  

 

Numerous researchers have attempted to analyze energy security in a quantitative way. Since the 

concept of energy security is an abstract idea, the quantitative analysis of energy security would be 

considered as a conceptual-based study. The concept of energy security is a basis of other relevant 

disciplines such as, for example, power system engineering, in which focuses on technical practices 
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under downstream individual situation, whilst this study addresses the quantification of energy 

security under the conceptual notion. 

 

There are mainly two methodological approaches in the quantitative study of energy security, that is: 

dimension-based approach and vulnerability-based approach.  

 

Dimension-based approach has been widely utilized so far, considering multiple “dimensions” 

which comprise the energy security in the system associated with overall energy-related issues, and 

then attribute representative indicators to each dimension. The selected dimensions and indicators 

are often expressed from the statistical data in past experiences of the real world. As an example of 

this approach, Vivoda proposed 11 dimensions with 44 attributes [9], while Sovacool suggested a 

more encompassing framework comprising of 20 dimensions with 200 indicators [10], and the 

performance of energy security under the national and regional level is the main subject of research. 

Such approach, especially the choice of dimensions and indicators, is often criticized to be 

somewhat arbitrary, and the choice of specific energy security indicators for any given scenario are 

often the subject of debate [11]. 

 

Vulnerability-based approach was developed by Cherp and Jewell [12] on the basis of a common 

understanding that energy security is closely associated with risk [13]. In this approach, the 

improvement of energy security could be described as to protect the energy system against any 

potential risk [14]. In this context, they have defined energy security as “a low vulnerability of vital 

energy systems” [8, 15]. Vulnerability potentially contained in an energy system is a combination of 

its exposure to risks and resilience. Although the concept of vulnerability-based approach originates 

from security studies having a long history [16], quantitative evaluation of energy security by using 

such approach has yet to be fully conducted. Therefore, this study attempts to quantify the 

vulnerability contained in a vital energy system by employing the vulnerability-based approach for 

well-understanding of energy security. 
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In the vulnerability-based approach, this study particularly focuses on diversity in the various 

features performing as resilience. Diversity, or the degree of variation in a system, is considered as 

one of the most widely accepted risk-related factors in energy security [14, 5]. The fundamental 

notion of diversity could be described as to prevent “putting all eggs in one basket” [17]. The over-

reliance on a single resource or sub-system would alarmingly raise the risks of energy supply 

disruptions [18]. The increased diversity induces more options in the system [19], leading to 

mitigation of risks and improvement of energy security [20, 21]. Historically, the Winston Churchill 

administration addressed at the UK parliament that “safety and certainty of oil lies in variety and 

variety alone”, when United Kingdom could not meet the requirement of rapid growth of energy 

demand with the indigenous coal [22]. The essential importance of diversity in securing energy 

security was also recognized through the experience of oil crisis in the nearly 70s. In practice, 

variety of characteristics of diversity has been reported so far. One of the most fundamental 

frameworks was developed on a basis of three components, e.g. variety, balance, and disparity [17, 

23, 24]. Sovacool has proposed to use 8 components of diversity [10] and, for the quantitative 

analysis, Sovacool and Mukherjee have proposed to use 17 simple indicators of diversity [25]. 

Besides the energy narrative, diversity is a vital notion in multiple disciplines, originally developed 

in the field of ecology as a necessary element for a long-term survival approach [26, 27]. Since 

diversity is a fundamental aspect of energy security, a focus on the vulnerability potentially 

contained in a vital energy system based on the combination between of its exposure to risks and 

diversity should be a starting point of quantitative study of energy security by using the 

vulnerability-based approach.  

 

In addition, among various forms of vital energy systems proposed in the vulnerability-based 

approach, this study focuses on electricity system. In last three decades, the electricity consumption 

has increased by 150% and the share of electricity in total final energy consumption has increased 

by 50% [28]. Electricity security, or energy security dedicated for electricity, is vital to well-
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functioning modern societies. It is expected that it will become more importance throughout the 

increase in the share of electric vehicles and the improvement of electrification rate in developing 

countries.  

 

Among several aspects associated with diversity in the vital electricity system, diversity in power 

mix has been widely used as an important indicator in the global energy policies [21, 29]. For 

example, the World Energy Council (WEC) issues diversity in power mix based on Shanon-Wiener 

index (SWI) [30] and the World Economic Forum (WEF) issues diversity of total primary energy 

supply based on Herfindahl-Hirshman index (HHI) [31]. Diversity in power mix acts to moderate 

the vulnerability of an electricity system against the disruption of continuous energy supply caused 

by an interruption of a single electricity supply source [32, 33]. Notably, an interruption of 

electricity supply source corresponds to risk to which the electricity system is exposed in this study. 

Especially in the electricity sector, improvement of diversity in power mix through use of various 

generation sources and technologies can largely contribute to enhancement of energy security, 

technological competitiveness, and sustainability [34, 35]. Considering the lack of quantitative 

study of energy security under the vulnerability-based approach, the quantitative approach for 

diversity in power mix will be further explained from the perspective of risk. 

 

According to Cherp and Jewell, risk to which the electricity system has two natures: shocks and 

stresses. These natures originate from the concept of “change” defined by Stirling. He called what 

threatens the energy system as “change”, which is categorized into two types; e.g. episodic shocks 

and secular stresses [36]. Stresses are long-term and static change under the steady state, while 

shocks are short-term and dynamic change under the non-steady state. Notably, the span considered 

in the energy security narrative of long-term secular stresses would be decades under the lifecycle 

notion. The diversity in the long-term energy security (stress) has been conventionally evaluated by 

accounting for energy generation of each power component in a certain time-scale range (e.g., one 

year at most). The term of “sudden” in sudden external interruptions causing a dynamic change of 
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electricity system, which is discussed in the short-term energy security narratives, corresponds to a 

given instant of time series when short-term episodic shocks happen, lasting for minutes to weeks 

[37]. Such changes potentially cause the risk that an electricity supply source is interrupted. 

Therefore, the vulnerability of electricity system dedicated for each power source in terms of supply 

interruption needs to be addressed in the quantitative assessment based on the nature of risk 

including both stresses and shocks. 

 

It must be noted that diversity in power mix has been conventionally considered as a factor in the 

long-term energy security for securing continuous energy supply in the future [8, 21, 38]. Thus, 

based on long-term secular stresses, diversity in power mix has been expressed in terms of the 

degree of reliance on each energy source for the continuous energy supply [39] and this reliance 

links to static vulnerability in this study. Such reliance has been derived from the share of energy 

source in total primary energy supply and power generation [40, 41, 42, 43, 44]. This stresses-based 

approach for evaluating diversity in power mix in the quantitative manner has been widely used in 

the national policy measures and energy security study under the dimension-based approach. 

 

On the other hand, although shocks are theoretically and qualitatively relevant to diversity in power 

mix, dynamic vulnerability [12, 15, 29, 45], a combination of exposure to shocks and diversity, has 

hardly been evaluated in a quantitative manner. Stressed-based approach of accounting energy 

generation only through a long-term scope could potentially result in a short-sighted understanding 

on diversity in power mix in energy security. Although diversity is considered as a factor in the 

long-term energy security as mentioned above, it is essential that short-term sudden supply 

interruptions are addressed in diversity as well [22]. Since each of energy sources in the energy 

system is associated with different characteristics and risks of energy disruption in different time 

scale, energy generation alone does not simply correspond to the vulnerability of power system to 

interruption of power source [46]. In this context, Kisel et al. highlighted that the long-term energy 

security issues can potentially lead to short-term operations of energy security, and vice versa [29]. 



6 
 

Considering the significant interaction between long-term and short-term energy security, this study 

aims to take more comprehensive approach for in-depth understanding of diversity in power mix 

through investigating the vulnerability of electricity system to interruption of electricity supply 

source from the perspective of both stresses and shocks. 

 

1.2 Research objective and questions 

While aspects of diversity in power mix have been widely studied in detail by a wide range of 

scholars accounting for energy generation by power sources as static vulnerability based on stresses, 

this study aims to fill the gap in the studies regarding the dynamic vulnerability of an electricity 

system against the disruption of continuous electricity supply caused by sudden disturbances on an 

electricity supply under the notion of shocks. 

 

Objective of this research 

 

The objective of this study is 

1. To conceptualize the dynamic vulnerability 

2. To develop the methodology for its quantification 

3. To analyze the static and dynamic vulnerability of vital electricity system in the context of 

diversity in power mix. 

 

Research questions 

 

The central research question for this study is: what is the difference of trend between static and 

dynamic vulnerability in the context of diversity in power mix in energy security? This 

question would be further broken down into the related sub-questions to accomplish the objective of 

the thesis as follow: 
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There are multiple threats to the security of energy and electricity supply [17]. Among the various 

attributes in threats, the impact of each threat on the energy system could be categorized into two 

types; e.g. short-term episodic shocks and long-term secular stresses [36]. Although diversity in 

power mix has been considered as a factor in the long-term energy security, the relationship 

between short-term episodic shocks and diversity in fuels has been theoretically highlighted on a 

conceptual basis [47]. In most of the policy making and design, attentions were focused to short-

term energy security, in which sudden disturbances on power system under emergency conditions 

are of major concerns [48]. To compare the trend between static and dynamic vulnerability in the 

context of diversity in fuels, this study needs to identify the boundary of electricity system in the 

assessment of static and dynamic vulnerability and the fundamental concept behind the dynamic 

vulnerability. 

 

Based on this background, I may say that the questions one should ask for the well-understanding of 

diversity would be: 

 

Sub-Q1: “What is the concept of dynamic vulnerability proposed in this study?” 

 

The number of existing indicators which can be used for the assessment of short-term energy 

security are limited, compared with long-term energy security. Among a limited number of 

indicators for short-term energy security, WEC monitors the ratio of energy production to 

consumption and WEF measures the quality of electricity supply by using specific indicators [29]. 

Although each indicator focuses on a specific feature in short-term energy security, they do not 

sufficiently cover the concept of dynamic vulnerability assessed in this study. For example, these 

existing indicators present the outcomes based on past experience, barely taking into consideration 

the vulnerability potentially contained in the electricity system corresponding to each power source 

under the time-series notion. Therefore, the quantified method and index dedicated for the dynamic 
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vulnerability in the context of diversity in power mix is newly required to be finally applied to 

short-term energy security study. 

 

Based on this background, I may say that the questions one should ask would be: 

 

Sub-Q2: “How can the dynamic vulnerability be quantified in the context of diversity in 

power mix?” 

And then, 

Sub-Q3: “What index dedicated for the dynamic vulnerability should be developed?” 

 

Diversity in power mix has contributed to design of the electricity system and determination of the 

capacity sizing. In the dimensioned-based approach for the analysis of national energy security, 

energy generation by power source as static vulnerability in a national scale of electricity system 

was accounted for to be applied into determination of capacity size. Additionally, in the process of 

determining capacity size in the distributed system, several authors predeclared that “This research 

likewise only deal with static vulnerability” in their studies (e.g., [49, 50, 51, 52]). Meanwhile, most 

of research studies have not even mentioned any limit of reliability concepts, and dynamic 

vulnerability is simply dimmed out from their assessments for determining capacity size. Therefore, 

the applicability of developed index into a given electricity system needs to be demonstrated for the 

comparison of static and dynamic vulnerability. 

 

Based on this background, I may say that the questions one should ask would be: 

 

Sub-Q4: “How can the developed index dedicated for dynamic vulnerability be applied?” 

 

These sub-questions dedicated for dynamic vulnerability will be answered by conceptualizing the 

dynamic vulnerability in the context of diversity in power mix, and developing the methodology of 
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assessing the dynamic vulnerability of the electricity system to the disruption of continuous power 

supply arising from a sudden disturbance on a single energy source. Finally, the difference between 

the static vulnerability conventionally developed and the dynamic vulnerability newly addressed in 

this thesis (corresponding to 4 sub-questions) will be analyzed to address the central question. 

 

 The overview of research questions is presented in Figure 1.1. 

 

 

Figure 1.1 Overview of research questions 

 

 

1.3 Structure of the thesis 

This thesis is structured as follows:  

 

In Chapter 2, a comprehensive literature review on existing energy security studies is conducted. 

Given that the diversity in power mix from the short-term perspective has scarcely been addressed, 

the literature review on short-term energy security is first presented. Subsequently, the existing 
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studies working on the reliability assessment is reviewed, particularly in the hybrid renewable 

energy system. Finally, the research gap and potentials in applications of dynamic vulnerability 

assessment are discussed. 

 

In Chapter 3, study on conceptualization of the static and dynamic vulnerability in the context of 

diversity in power mix is conducted. Based on the developed concept, a particular method for 

analyzing the dynamic vulnerability of the electricity system considering the occurrence of sudden 

disturbances on a power source is developed. The three major components are introduced, that is: 

magnitude, duration and instant of failure. 

 

In Chapter 4, the assessment of dynamic vulnerability in the fictious centralized power network is 

conducted on the basis of the developed methodology by specifically taking into account the sudden 

disturbances on nuclear energy use. A new index dedicated for the dynamic vulnerability of 

electricity system considering the interruption of nuclear power utilization, named System 

Interruption Nuclear Vulnerability Index (SINVI) is developed. Finally, the relationship between 

the SINVI based on dynamic vulnerability, the diversity in power mix based on static vulnerability, 

and the redundancy based on the short-term energy security is analyzed to design the more secured 

power system taking into account the risk of nuclear energy utilization. 

 

In Chapter 5, the assessment of dynamic vulnerability in the fictious distributed power network is 

conducted on the basis of the developed methodology by taking into account the sudden 

disturbances on both the renewable energy and storage technology. Then, a new index to 

quantitatively measure dynamic vulnerability is developed. Based on the developed index and cost, 

the process of determining capacity sizing is demonstrated by employing additive aggregation 

approach and data envelopment approach. 
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In Chapter 6, the static and dynamic vulnerability in the fictitious centralized and distributed power 

network is compared and discussed. The different degree of vulnerability by each of power sources 

in the context of diversity in power mix is identified by extending and integrating Chapter 4 and 

Chapter 5. Then, the implication from the obtained results is extracted and the limitation of this 

study is discussed by interpreting the concept of diversity. 

 

Chapter 7 concludes the thesis. 

 

Table 1.1 relates the research questions to the relevant chapters in this study. The structure of the 

argument used to address the research questions posed in the study is depicted in Figure 1.2. 

 

Table 1.1 Research questions and organization of the thesis 

Research question Primarily addressed in: 

Sub-research questions 
 

Q1 What is the concept of dynamic vulnerability proposed 

in this study? 
Chapter 3.1 

Q2 How can the dynamic vulnerability be quantified in the 

context of diversity in power mix? 
Chapter 3.2 

Q3 What index dedicated for the dynamic vulnerability 

should be developed? 
Chapter 4, Chapter 5 

Q4 How can the developed index dedicated for dynamic 

vulnerability be applied? 
Chapter 4, Chapter 5 

Central research question:  

what is the difference of trend between static and dynamic 

vulnerability in the context of diversity in power mix in 

energy security? 

Chapter 6, Chapter 7 
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Figure 1.2 Logic diagram of the structure of the study 
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CHAPTER 2 : LITERATURE REVIEW 

 

2.1 Short-term energy security 

Given that the diversity in power mix from the short-term perspective has scarcely been addressed, 

this Section primarily aim to outline the literature review on short-term energy security. 

 

There are multiple threats to the security of energy and electricity supply [17]. Among the various 

attributes in threats, the impact of each threat on the energy system could be described in the time-

scale form [5]. Stirling called what threatens the energy system as “change”, which is categorized 

into two types; e.g. short-term episodic shocks and long-term secular stresses [36]. This notion 

could be also found in the work of Stern [53], where shocks and stresses are described as “short-

term” and “long-term” impacts. Batlle et al. presented a two time-scale characteristics in the 

electricity security: e.g. the long-term electricity security which is an ability of installed capacity to 

meet demand, and the short-term electricity security which is an ability of electricity system to 

withstand a sudden disturbance [45]. In other words, diversity in power mix addresses the secular 

stresses under the long-term and steady condition based on static vulnerability and the episodic 

shock under the short-term and non-steady condition based on dynamic vulnerability. 

 

In most of the policy making and design process, attentions were mostly focused to short-term 

energy security in which sudden disturbances on energy system under emergency situation are the 

major concerns [48]. Particularly in the power system, the challenge is to ensure a rapid and 

adequate response of the system after sudden disturbances to avoid critical vulnerabilities of supply 

security without fundamental change under an intelligent control and high flexibility of existing 

capacities [37, 54]. In this context, Kisel et al. summarized the short-term energy security as 
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operational and technical resilience in the electricity sector and identified its importance for energy 

policy design [29].  

 

Although diversity in power mix is considered as a factor in the long-term energy security, the 

relationship between short-term sudden disturbances and diversity in power mix has been 

theoretically highlighted on a conceptual basis [47]. Yergin stated that diversity contributes to 

improving the ability of energy system to respond short-term shocks [22]. In terms of fuel type, 

Chuang and Ma highlighted that diversity in power source reduces the vulnerability of energy 

supply disruption caused by a sudden loss of a single power source [39]. Even in ecology, more 

diversified system is advantageous for recovering from sudden disturbances and returning to its 

stable state in a faster manner [55]. Sovacool also introduced a potential effect of diversity on 

minimizing the damage of malicious attacks and natural disasters [10], which are also considered as 

sudden disturbances as previously mentioned. 

 

Based on the review of these previous works, we may argue that the major questions to further 

understand the concept of diversity in power mix would be “how can the dynamic vulnerability be 

quantified in the context of diversity in power mix? (sub-Q.2)” and “What index dedicated for the 

dynamic vulnerability should be developed? (sub-Q.3)”. 

 

The number of existing indicators which can be used for the assessment of short-term energy 

security are limited, compared with long-term energy security. Among a limited number of 

indicators for short-term energy security, the WEC monitors the ratio of energy production to 

consumption and the WEF measures the quality of electricity supply by using specific indicators 

[29]. Although each indicator focuses on a specific feature in short-term energy security, they do 

not sufficiently cover the concept of dynamic vulnerability assessed in this study. For example, 

these existing indicators present the outcomes based on past experience, barely taking into 
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consideration the vulnerability potentially contained in the electricity system corresponding to each 

power source under the time-series notion.  

 

2.2 Reliability analysis 

The vulnerability of an electricity system against the disruption of continuous energy supply caused 

by an interruption of a single electricity supply source from the short- and long-term perspective in 

the context of diversity in power mix would be highly associated with the concept of “reliability” in 

the power system [56].  

 

Conventionally, the wide range and multiple layer structure of hierarchical levels (HL) including 

the generators, transmission and distribution lines, transformers and power load are the major 

constituent of power system and these constituents are linked in series, parallel and meshed [57]. 

Recently, owning to the community-based nature of renewable energy, the concept of local 

production for local consumption has been highlighted. The incremental diffusion of renewable 

energy requires the transition of grid style from centralization to decentralization. Moreover, market 

liberalization and two-way informational communication would significantly entangle the modern 

power system and alter its dynamic behavior [49]. Given the complicated modern power system 

network, the improvement of system reliability is of paramount importance to ensure the continuous 

power supply. 

 

In the power system narratives, Allan defined reliability as the measurement of power system 

ability to meet the electricity demand of end-users [58]. Power system reliability is expressed in the 

form of various indices [59]. The widely accepted reliability indices include Loss of power supply 

probability (LPSP) [60, 61, 62, 63, 64, 65, 66, 67, 68, 69], defined as the ratio of summation of 

energy deficit over the total energy demand during the considered period, Loss of load expectation 

(LOLE) [70, 71], defined as the ratio of summation of energy deficit duration over the considered 
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period, Loss of load probability (LOLP) [72, 73, 74, 75, 76, 77, 78], defined as the probability of 

supplied power not meeting the demand for the considered period, and Expected energy not 

supplied (EENS) [79], defined as expected energy deficiency when the demand is greater over the 

supply. The different indices for reliability evaluation have been also proposed in various studies, 

including deficiency of power supply probability [80], system autonomy [76], percentage of risk 

and healthy state probability [81], max energy not supplied [82], and loss of load hours [67]. 

 

Evaluation of reliability is useful for the planning and operation of power system and designing the 

capacity size in the power system by integrating reliability with the different multiple indicators 

such as economic and environmental [57]. Various economic indicators have been proposed 

including total annualized cost of system [83], levelized cost of energy [60], system to total cost 

[84], net present value [85], while carbon dioxide emissions are often computed to represent the 

environmental indicator [86, 87, 88]. These multiple indicators are aggregated by employing 

various optimization techniques to determine the best system capacity including non-linear 

programming techniques [89, 90], genetic algorithm [83], particle swarm optimization [91], 

evolutionary algorithm [92] and others. Detail descriptions of optimization techniques in the power 

system are presented in the review studies [93, 94, 95]. 

 

Notwithstanding the significant contribution of reliability application to the planning and designing, 

reliability has yet to be fully evaluated in the existing studies. Power system reliability is 

fundamentally developed on a basis of two concepts: adequacy and security [96, 97, 98]. System 

adequacy is considered as a static reliability, which estimates the power system ability to provide 

electricity to customers within a determined specific standard for a long term, while system security 

is considered as a dynamic reliability, which correlates with the power system ability to overcome 

the sudden disruptions of constituents for a short term [99, 100]. It must be mentioned that almost 

all reliability research works have only focused on the system adequacy under the static, long-term 

and steady state. Several authors predeclared that “This research likewise only deal with power 
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adequacy aspect” in their studies (e.g., [49, 50, 51, 52]). Meanwhile, most of research studies have 

not even mentioned any limit of reliability concepts, and system security is simply dimmed out 

from their reliability assessments. However, it is obvious that the exclusion of system security 

results in the overlook of essential dimension in the comprehensive notion of reliability assessments 

since power system is potentially affected by unpredictable and unavoidable sudden transient 

failures and disturbances [101]. Multiple types of technical contingencies occur due to the 

vulnerabilities of natural disasters and human errors [102]. In addition, difficulties of power flow 

control at the interconnection between transmission lines and microgrids have raised the risk of 

sudden power outages [103]. The detailed review of reliability assessment is presented in Appendix. 

 

2.3 Discussion 

Reliability assessment for its application to determining capacity size in the electricity system 

highlighted in Chapter 2.3 is highly relevant to diversity in power mix in the energy security 

narrative. Particularly, considering the concept of each technical term, system adequacy and system 

security in the reliability narrative corresponds to static vulnerability and dynamic vulnerability in 

the context of diversity in power mix. System adequacy of power supply in the reliability narrative 

is highly associated with static vulnerability in the context of diversity in power mix as a factor of 

long-term energy security. This is because both concepts accounts for energy generation under the 

long-term and static condition, and the same methodological concept (Accounting the share of 

energy generation amount by each power source) is applied. The intermittent electricity generated 

by renewable energy is considered in this static condition. The system security of power supply in 

the reliability narrative focuses on the system adapting ability to meet the power demand even after 

the sudden occurrence of external disturbances under the short-term and dynamic condition, and 

this concept matches the notion in the dynamic vulnerability in the context of diversity in power 

mix based on short-term operations of energy security. Although the system security in the 

reliability narrative is based upon the short-term energy security, there is no specific index 

dedicated for measuring its ability to withstand the sudden disturbances on energy sources. As 
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dynamic vulnerability has hardly been evaluated in the context of diversity in power mix, the 

system security has scarcely been incorporated in the reliability assessment for determining capacity 

size. 

 

Although there are various common indices for static and dynamic reliability assessment, the 

quantification method of system security has the complexities and high cost of computational model 

and simulation [104], the difficulties of developing theoretical concepts and criterions [51], and 

insufficient available data [105]. These shortcomings might be because of the wide range of 

hierarchical levels of power system category inevitably assessed in the system security. 

 

Here, the main purpose of this study is to quantify the short-term diversity in the context of 

diversity in power mix. Since diversity in power mix needs to focus on the dynamic vulnerability 

dedicated for each of power source, the stage of transmission and distribution in the hierarchical 

levels can be out of scope. In other words, the assessment of system security can limit the scope of 

categories into the balance between the generation facilities and load, as the adequacy assessment 

does. The reduction of target scopes would contribute to overcoming the aforementioned difficulties 

in application of system security to determination of capacity size.  
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CHAPTER 3 : Conceptualization and methodology 

 

3.1 Boundary of diversity in power mix 

Fuel use for electricity is divided into four stages, e.g. procurement of primary energy resources, 

power generation at facilities, transmission and distribution. In the context of overall electricity 

security, the whole stages need to be considered [106], whilst analysis on diversity in fuel is 

conducted in the stage of primary energy resource procurements and power generation at facilities, 

where distinction of fuel type for electricity is clearly recognized.  

 

Procurement of primary energy resource has been conventionally considered as a factor of long-

term energy security, where stresses, such as environmental impacts, depletion of energy resource, 

political instability and rapid growth of energy demand, are involved to cause the static 

vulnerability of energy system [5]. On the other hand, the risk in the stage of power generation at 

facilities could be closely related to short-term energy security. Various types of sudden 

disturbances could potentially occur at facility bases under HL-1, and those disturbances include 

technical and human failures (e.g., insufficient maintenance) [101], natural disasters (e.g., 

earthquake) [102], societal issues (e.g., stoppage of nuclear facility due to lawsuits) and malicious 

events (e.g., cyber-attack and terrorism) [107]. In practice, Sovacool also considered facility-related 

issues as indicators of diversification [10], which means that the generation facilities are highly 

relevant to the concept of diversity in power system. Such disturbances at power generation 

facilities under HL-1 consequently cause sudden loss of generation capacity.  

 

The importance of diversity in power mix under HL-1 for moderating the dynamic vulnerability has 

been highlighted from some past experiences. For examples, Hokkaido in Japan experienced a 

massive blackout due to the earthquake in 2018. After the earthquake occurred, coal power plants, 
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which had contributed to more than half of electricity demand in Hokkaido shut down, leading to a 

significant loss of power generation capacity. Such a loss caused damage to the technical control of 

transmission and distribution under HL-2 and HL-3, and then the hydro power plant of 43MW and 

the wind power plant of 17MW were interrupted. The cascading power outages cause a disastrous 

variety of indirect and direct losses in the human economy and society [108]. High reliance on coal 

power capacity triggered off a disruption of power supply. In addition, the governmental strategy 

and social pressures on decision of power energy sources would apparently trigger the compelling 

sudden shutdown of power plants and extensive national outages. In the aftermath of Fukushima 

nuclear accident in 2011, Japanese government stopped the operation of all nuclear power plants, 

which had previously contributed approximately 30 % of the electricity supply, due to safety re-

inspection and conducted the planned power cut, which caused the significant drop of supply 

capability and deteriorated the dynamic vulnerability in the electricity system [109, 110]. The issues 

of lawsuits for demanding injunction of nuclear power reoperation from anti-nuclear power public 

movements [111] and the prior notice of nuclear terrorism [112] would consequently beget power 

outages [113]. Besides the case where end-users experience the loss of accessibility to electricity 

supply, there are many incidents of sudden loss of power generation which do not affect the demand 

pattern of end-users. For example, 19 unpredicted disturbances under HL-1 were recorded in Japan 

in May, 2020 [114]. 

 

There are notable risks of sudden disturbances during the procurement of primary energy sources, 

such as military tension at the maritime chokepoint and malicious attacks on the transport 

infrastructure [115]. Many countries adopt strategies of securing their fossil fuel stockpile to cope 

with such risk of sudden import stoppage; for instance, stockpiles of oil and natural gas are secured 

in a national sector for 90 days and 50 days, respectively in Japan. Considering these strategies, the 

stoppage of import is categorized in the long-term energy security issues [116] and not as a short-

term energy security in this study.  
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Therefore, it could be generally said that the static vulnerability is relevant to the stage of primary 

energy resource procurement, whereas the dynamic vulnerability is relevant to the stage of power 

generation at facilities. As the summary of the discussions above, the overview in the boundary of 

static and dynamic vulnerability in the context of diversity in power mix adopted in this study is 

presented in Figure 3.1. 

 

 

Figure 3.1 Boundary of static and dynamic vulnerability in the context of diversity in power mix 

 

3.2 Conceptualizing the dynamic vulnerability 

The main part of the analysis in this study corresponds to the evaluation of dynamic vulnerability in 

the stage of power generation at facilities for sudden disturbances which is a key component of the 

diversity in power mix. Here, we focus on the vulnerability of the electricity system under an 

interruption of one of the power sources to evaluate the diversity in power mix. Diversity in power 

mis has been conventionally examined on the basis of static vulnerability by accounting for the 
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share of energy generation by each power supply source. Similar to the system adequacy 

assessment in the power system narrative, sufficiency of power generation to meet demand is 

fundamental to the static vulnerability in the context of diversity in power mix. Considering that one 

of the objectives in this study is to analyze the difference of the trend between static and dynamic 

vulnerability, it is required that the methodology for assessing the dynamic vulnerability of the 

electricity system to the disruption of continuous power supply arising from a sudden disturbance at 

the facilities on a single energy source is likewise developed on the basis of the concept of 

sufficiency of power generation to meet demand. 

 

Electricity reliability reflects the fundamental aspect of the ability of the power system to withstand 

sudden interruption of system components [96, 117]. This study interprets its ability as the degree 

of sufficiency of power generation to meet demand. In other words, the dynamic vulnerability 

depends on whether the system maintains supply capability to generate sufficient power for meeting 

demand even after an occurrence of sudden interruption of electricity supply source. The system 

which maintain the minimum supply capability can remain self-sufficient. Since the supply 

capability is fundamental to sufficiency, technical features including rotor angle, frequency and 

voltage in the narrative of power system engineering is out of focus. 

 

The methodology for evaluating short-term diversity in the context of diversity in power mix needs 

to cover the several characteristics including sufficiency, a focus on the generation stage under HL-

1, vulnerability potentially contained in the system, a focus on each power source, and 

consideration of time-series notion. There are limited indices dedicated for short-term energy 

security such as reliability indices (System Average Interruption Duration Index (SAIDI), Customer 

Average Interruption Duration Index (CAIDI), System Average Interruption Frequency Index 

(SAIFI) and Customer Average Interruption Frequency Index (CAIFI)), fuel stockpile, and power 

capacity margin. Although each indicator focuses on a specific feature in short-term energy security, 

they do not sufficiently cover the concept of dynamic vulnerability assessed in this study. For 
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example, these existing indicators present the outcomes based on past experience, barely taking into 

consideration the vulnerability potentially contained in the electricity system corresponding to each 

power source under the time-series notion. The relationship between the necessary characteristics 

and existing short-term energy security indices is summarized in Table 3.1. Therefore, the 

quantified method and index dedicated for the dynamic vulnerability in the context of diversity in 

power mix is newly required to be finally applied to short-term energy security study. 

 

It must be noted that the assessed duration in the short-term energy security varies depending on the 

aforementioned indicators. For instance, power capacity margin is basically assessed within a day, 

while fuel stockpile is for 2-3 months. Particularly, SAIDI is monitored during a year, which is 

basically the same as the duration assessed in the diversity in power mix on the basis of static 

vulnerability. In spite of difference in the monitored duration, such indicators for the short-term 

energy security commonly express the dynamic vulnerability potentially caused by sudden 

interruptions. As such, this paper considers the short-term behavior as the dynamic change of 

balance between demand and supply caused by sudden disturbances within a certain duration.  

 

Table 3.1 Characteristics of existing short-term energy security indices 

Characteristics SAIDI Fuel stockpile Power capacity margin 

Sufficiency × 〇 〇 

Dedicated for the generation stage (HL-1) △ × 〇 

Addressing vulnerability potentially 

contained in the system  
× △ 〇 

Dedicated for each power source × △ × 

Considering the time-series notion △ △ △ 

 

This study determines the scale of sudden disturbances based on the magnitude and duration of 

disturbances on facilities for power generation at an arbitrary time. There would be a threshold of 
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magnitude and duration of disturbances that the power system can maintain the continuous power 

supply in a self-sufficient manner. Its threshold indicates the dynamic vulnerability of power system; 

the greater threshold corresponds to the lower dynamic vulnerability of power system to supply 

disruptions due to sudden disturbances. 

 

The concept of failures in a given power supply source needs structuring based on the three factors: 

failure rate, failure duration and instant of failure. These are defined as follows: 

 

1. Failure rate refers to the percentage of failure. It is a measured as a magnitude.  

2. Failure duration represents the period that a failure of energy source lasts. It is measured in a 

time scale. 

3. Instant of failure stands for the time when the failure occurs. It is a specific time. 

 

These three factors represented graphically in Figure 3.2 are considered major parameters for 

evaluation of the dynamic vulnerability of the power system. Failure rate is 0% when the energy 

source is fully capable, and it rises to 100% if the power source fails. With the sudden occurrence of 

the failure the rate is instantly increased, remaining at the same level until recovery. Failure 

duration is in practice considered from minutes to months (2-3 months would be maximum 

according to fuel stockpile), failure duration in this research is less than 24 hours in order to limit 

the time scale up to one day after sudden disruption. The model is simulated by changing the three 

major parameters described above. It is assumed that the power demand is not affected by sudden 

disturbances since this study focuses on the ability of the system can maintain the supply capability 

and remain self-sufficient. As mentioned above, there are many incidents of sudden loss of power 

generation in cases where end-users do not experience the loss of accessibility to electricity supply. 

Even if sudden disturbances affect the demand pattern of end-users, the demand is expected to 

decrease under the emergence. As such, such assumption would be considered as a worst case in 

terms of balance between demand and supply. 
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Figure 3.2 Concept of sudden disturbances on energy source 

 

3.3 Quantification approach for the dynamic vulnerability 

As outlined previously, failure rate, failure duration, and instant of failure in the system are the 

constituent parameters for evaluation of dynamic vulnerability in this study. Particularly, both the 

maximum failure rate and the maximum failure duration corresponding to the different instant of 

failure determine the ability of power system to remain self-sufficient. As an initial step variation in 

such parameters must be represented in order to generate the proposed indices of dynamic 

vulnerability.  

 

The first relationship represented is that between failure duration and instant of failure evaluated at 

different failure rates. In this case, the focus is on the time duration when the power system remains 

self-sufficient. This relationship expressed graphically is known as the DI curve. Such curve is 

obtained by changing the parameters in the steps described below, presented in Figure 3.3. 
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1) Initial setting of parameters: failure rate = 100%, failure duration = 1 min, instant of failure = 

00:00 hrs. 

2) Start of simulation and energy deficit verification. In this assessment, the energy deficit is 

defined as the total lack of power supply to the meet the demand in 24 hr. 

3) For NO energy deficit observed, failure duration is increased in 1 min steps. Model simulation 

is repeated until energy deficit appears. 

4) For energy deficit observed, the previous failure duration is set as the maximum accepted 

failure duration corresponding to the simulated failure rate and instant of failure. 

5) Step 2), 3) and 4) are repeated increasing the instant of failure from 00:01 until 24:00 by its 

corresponding step. 

6) Step 2), 3), 4) and 5) are repeated decreasing the failure rate until 0 % by  𝑠 %. 

7) Obtained results are plotted on a 2-axis graph of failure duration versus instant of failure in 

curves representing failure rate. 
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Figure 3.3 Flowchart of the steps for obtaining the DI curve 
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The second relationship under study is that between failure rate and instant of failure at different 

failure duration. In this case, the focus is on the failure rate at which the power system remains self-

sufficient. This relationship expressed graphically is known as the RI curve. Such curve is obtained 

by changing the parameters as described below, presented in Figure 3.4. 

 

1) Initial setting of parameters: failure rate = 0%, failure duration = 𝑡 hr, instant of failure = 

00:00 hrs. 

2) Start of simulation and energy deficit verification. 

3) For NO energy deficit observed, failure rate is increased in steps of 1%. Model simulation is 

repeated until energy deficit appears. 

4) For energy deficit observed, the previous failure rate is set as the maximum accepted failure 

rate corresponding to the simulated failure duration and instant of failure. 

5) Step 2), 3) and 4) are repeated increasing the instant of failure from 00:01 until 24:00 by its 

corresponding step. 

6) Step 2), 3), 4) and 5) are repeated increasing the failure duration until 24 hr by 𝑡 hr. 

7) Obtained results are plotted on a 2-axis graph of failure rate versus instant of failure in curves 

representing failure duration. 
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Figure 3.4 Flowchart of the steps for obtaining the RI curve 
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The third relationship under study is that between failure rate and failure duration at different 

instant of failure. The threshold of failure rate and duration at an arbitrary instant of time in each of 

power sources is evaluated. The threshold is on the most critical failure rate tolerable in the power 

system corresponding to a specific failure duration, or as a reverse interpretation the longest failure 

duration tolerable in the power system corresponding to a specific failure rate. This relationship 

expressed graphically is known as the DR curve. Such curve is obtained by changing the parameters 

as described below, presented in Figure 3.5. 

 

1) Initial setting of parameters: failure rate = 1%, failure duration = 1 min, instant of time = 00:00 

hrs. 

2) Start of simulation and energy deficit verification.  

3) For NO energy deficit observed, failure rate is increased in steps of x %. Model simulation is 

repeated until energy deficit appears. 

4) For energy deficit observed, the previous failure rate is recorded in the simulated condition of 

failure duration and instant of failure. 

5) Step 2), 3) and 4) are repeated increasing the failure duration from 1 min until 24 hr by y min. 

6) Step 2), 3), 4) and 5) are repeated increasing the instant of time until 24:00 hrs by its 

corresponding step. 

7) Obtained results are plotted on a 2-axis graph of failure rate versus failure duration in curves 

representing instant of time under the selected power source component. 
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Figure 3.5 Flowchart of the steps for obtaining the DR curve 
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In this Chapter, the dynamic vulnerability in the context of diversity in power mix has been 

conceptualized. Its core is that the dynamic vulnerability depends on whether the system maintains 

supply capability to generate sufficient power for meeting demand and remains self-sufficient 

without any reliance on power supply from other systems even after an occurrence of sudden 

interruption of electricity supply source. Based on the developed concept, a particular method for 

analyzing the dynamic vulnerability has been developed, which addressed sub-Q.1 and sub-Q2.  

 

Notably, the conventional diversity evaluation approach focuses only on the supply amount of 

electricity based on the concept of sufficiency and this study also monitors only the power balance 

between demand and supply after the sudden drops of generation capacity caused by sudden 

disturbances on power facilities. As such, the comparison of static and dynamic vulnerability could 

be conducted under the same platform and this assumption of this study would be justified in the 

case of diversity narratives. 

 

To apply the developed approach for evaluating dynamic vulnerability, this study conducts the case 

studies as follow. 

 

The core of dynamic vulnerability in this study is based upon the self-sufficiency of power system 

without any reliance on externalities even after sudden disturbances on facilities of power source. 

Due to this essential, this study assesses the standalone power system disconnected with any other 

external power network, which would correspond to the worst scenario of dynamic vulnerability. 

This study focuses on the two types of standalone power system; that is, centralized network and 

distribution network. The centralized network has been a major form of power system for a long 

term. Power utility companies has conventionally controlled the centralized network by using a 



33 
 

large-scale central generating facilities of fossil fuels (oil, coal and natural gas), nuclear and hydro. 

In attempt to reduce the excess use of fossil fuels and increase in the share of renewable energy, 

however, the generation paradigm is being transited from the current centralized power generation 

to the use of distributed power generation. Distributed generation is defined from the perspectives 

of location and capacity [118]. It is directly connected on customer side of on-site meter or to utility 

grid at the distribution-level voltages [119, 120, 121]. Its capacity mostly ranges from less than a 

kW to tens of MW [122, 123].  

 

Since the vulnerability potentially contained in the system is analyzed from the perspective of 

balance between demand and supply alone, this study assessed the fictitious electricity system in the 

case studies with not considering the practical structure such as geographic location of each power 

generation facilities. In the static and dynamic vulnerability study, supply source type and demand 

are required as an input data, referring to a certain electricity system in Japan. While output capacity 

of each power source to some extent refers to a certain electricity system in Japan, it is changed to 

examine the trend of dynamic vulnerability under the condition where sufficiency of power 

generation to meet demand in a static state is secured. The time range of the vulnerability study 

focuses on a one-day snapshot. Notably, the output of power from the storage technology relies on 

the surplus energy generated from the other power sources, assuming that that power is only 

accompanied with the operation of storage technology, this study considers the storage technology 

as a power source in the diversity in power mix. 

 

In particular, sudden disturbances on nuclear power in the centralized network (Chapter 4) and 

renewables and storage technology in the distributed network (Chapter 5) will be focused as case 

studies of application of developed methodology.  
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CHAPTER 4 : Case study in the centralized network 

 

4.1 Introduction 

In last decades, the global energy security has been critically threatened by heavy reliance on 

fossil fuels. The improvement of energy security is of paramount importance to achieve the 

sustainable development. Especially, given that the undisturbed electricity supply is essential for 

sustaining quality of human life, the design of strengthened electricity grid is vital to ensure 

continuous electricity supply. 

 

Numerous research works on power system reliability from the viewpoint of cascading outages 

under external disturbances such as short circuits are hitherto published [124, 125, 126]. These 

existing reports principally tend to address technical and engineering failures of power grid system. 

Following the technical analysis, the electric utility industry has developed several performance 

measures to evaluate power system reliability [127, 128]. These reliability indices include measures 

of outage duration (System Average Interruption Duration Index (SAIDI), and Customer Average 

Interruption Duration Index (CAIDI)) and frequency of outages (System Average Interruption 

Frequency Index (SAIFI) and Customer Average Interruption Frequency Index (CAIFI)) based on 

the past experience data. These existing indices are practically utilized as complex metrics for 

evaluating reliability in the energy security narratives [25]. In addition, probabilistic method has 

been also utilized for the evaluation of power system reliability [129, 130, 131]. Both loss-of-load 

probability (e.g. [132]) and loss-of-power-supply probability (e.g. [133, 134]) are probabilistic 

models for examining the design of power system. 

 

Notwithstanding the fact that technical and engineering failures of power grid system have been 

analyzed to evaluate power system reliability hitherto, the risk of electricity supply disruption 
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caused by societal issues cannot be simply ignored [1]. Particularly, current societal issues of 

electricity supply are strongly associated with nuclear energy utilization [135]. The significance of 

nuclear energy supply disruption can be well observed through the energy situation of Japan after 

the Fukushima Daiichi nuclear power plant accident. In the aftermath of the Fukushima nuclear 

accident, all nuclear power plants in Japan, which had previously contributed approximately 30 % 

of the electricity supply, were shut down due to the request for reevaluation of safety performances, 

which led to the nationwide electricity shortage [109]. In order to cope with unavoidable energy 

shortage, Japanese government conducted planned power cuts [136], which led to the immediate 

electricity supply disruption. This critical situation of electricity supply revealed that the sudden 

supply disruption particularly associated with nuclear energy utilization should be considered as a 

new and significant risk to domestic energy supply security. In addition, other several reasonable 

societal issues such as lawsuit arising from public opposition movement [111], and notice of 

nuclear terrorism [112] would have potential to cause sudden disruption of nuclear energy supply. 

 

Given that nuclear power share is expected to expand worldwide even after the Fukushima 

nuclear accident due to the acceleration of energy demand [137, 138] and the core of energy 

security concerns is the risk of national vital energy services [139], it would be crucial to consider 

possible consequences of the potential disruption of nuclear energy supply for evaluating the 

security performance of electricity supply system. However, quantitative analysis of a set of relation 

between the sudden nuclear energy supply disruption and its impact on continuous electricity 

supply security (hereafter referred to “nuclear vulnerability”) has only been scarcely discussed. 

 

This Chapter will quantitatively assess nuclear vulnerability based on the concept of system 

security. Hu et al. examined recovery process from localized disturbances for evaluating the 

reliability of power system [140]. Hazi et al. analyzes the maximum restoration time after 

interruptions as the electricity reliability indicator [141]. This study focuses on the controllability of 

alternative energy sources such as thermal power and pumped-storage hydro. This characteristic can 
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support the continuous electricity supply even after the sudden stoppage of nuclear operation occurs. 

As such, nuclear vulnerability is analyzed based on the condition of both different magnitude of 

sudden stoppage of nuclear operation and the different time instant of stoppage occurrence, where 

the whole grid ends up not being able to meet the demand despite of the full of thermal power 

operation. Nuclear vulnerability analysis can provide the prediction of continuous electricity supply, 

which will help the utility manager to make an appropriate action based on the information on both 

the magnitude and the time instant of sudden stoppage of nuclear operation. 

 

It must be mentioned that the aforementioned existing reliability indices are computed based on 

the past experience of the whole grid system and have been seldom used to predict the risk of 

electricity supply disruption corresponding to the different capacity combination of various energy 

sources. These indices also do no cover the concept of sudden supply disruption. However, the grid 

operation will require the more sophisticated index particularly associated with nuclear power 

utilization in which the future prediction on the risk of electricity supply disruption is presented to 

ensure the continuous electricity supply security [124]. Hence, through nuclear vulnerability 

analysis a new predicted electricity supply security index dedicated for nuclear power utilization 

will be provided in this research. No academic works on an application of amount of time the 

system can remain self-sufficient after the occurrence of sudden disturbances into the reliability 

index has been hitherto published. 

 

Besides power system reliability associated with nuclear energy utilization, both diversification 

of electricity mix and redundancy of capacity sizing of electricity generation have been widely 

reported as major attributes to evaluate the security of continuous electricity supply and to improve 

the design of strengthened power system [10, 25, 142]. Especially, nations heavily relying on fossil 

fuel imports suffer from severe vulnerabilities of geopolitical stability [143]. Diversification of 

electricity generation by energy source type is essential to improve energy supply security [20]. 

Meanwhile, the concept of redundancy represents the reserve margin which is incorporated into 
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energy system for external disturbances [144]. Adequate power system with spare capacity achieves 

the uninterrupted physical infrastructure [145]. Based on these considerations, both of 

diversification and redundancy should be incorporated with nuclear vulnerability to design the 

power system taking into account the risk of nuclear energy utilization. 

 

As such, the objective of this Chapter is to establish the methodology of quantifying nuclear 

vulnerability in order to develop a new electricity supply security index dedicated for nuclear power 

utilization. This Chapter also aims to analyze the relationship of three major attributes for 

evaluating stable electricity supply system; diversification, redundancy and nuclear vulnerability. 

This Chapter addresses sudden disturbances with a focus on nuclear power in the centralized 

network as a case study of application of developed methodology for dynamic vulnerability in 

energy security. 

 

This Chapter proceeds as follows. Firstly, the methodology of developing the continuous 

electricity supply security index dedicated for nuclear power utilization is presented in Chapter 4.2. 

Subsequently, Chapter 4.3 analyzes the nuclear vulnerability quantitatively. In addition, the 

relationship between diversification, redundancy and nuclear vulnerability is evaluated in Chapter 

4.4. Finally, Chapter 4.5 concludes this study. 

 

4.2 Methodology 

The methodology in this section consisting of construction of electricity supply model, development 

of the new electricity supply security index dedicated for nuclear power utilization and analysis of 

the three attributes comprising of diversification, redundancy and nuclear vulnerability is presented 

in this section. 
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4.2.1 Construction of electricity demand and supply model 

A reference case in this study for analyzing the impact of nuclear vulnerability on continuous 

electricity supply security is a certain centralized electricity system in Japan. This system included a 

significant share of nuclear energy in the region’s electricity supply mix. Fukushima nuclear 

accident indirectly had an unavoidable impact on the electricity supply security in this system 

despite of no physical damage to the electricity grid components; nuclear power had a considerable 

share of approximately 25% of capacity and 44% of generated electricity in 2010 [146], but all of 

its capacity has been turned off after the Fukushima nuclear accident. Even though this centralized 

system has a large sized PV and solar power plants, the share of renewable power is a mere 1.5 % at 

present and thus the renewable power contributing to centralized grid is not considered in this 

model. Furthermore, electricity generated by distributed generations or transferred from the other 

area is not included for simplicity. 

 

The fictitious centralized electricity demand and supply model is constructed by using System 

Dynamics, given in Figure 4.1. System Dynamics can be used for the modeling power supply flow 

[147]. The electricity demand and supply model consists of the various power supply; oil, liquefied 

natural gas (LNG), coal, nuclear, hydro and pumped-storage hydro. Coal, nuclear and hydro act as 

the base load, while the middle and peak load is represented by oil, LNG and pumped-storage hydro. 

The summation of all electricity generated by each of energy sources is referred to as grid electric 

power. The grid electric power is delivered to the grid demand. Meanwhile, any grid surplus power 

which is not consumed by the grid demand will be channeled to the pumped storage hydro. The 

pumped-storage hydro is considered as the large-scale storage system and modeled here as such. 

The power will be generated by pumped-storage hydro when the combined power from oil, LNG, 

coal, nuclear and hydro does not meet the grid demand. The time scale of model simulation is one-

day. 
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Figure 4.1 Electricity demand and supply model 

 

It must be noted that in this analysis the nuclear power operation is further influenced by both the 

magnitude and time instant of sudden stoppage of nuclear power plants. The magnitude of sudden 

stoppage of nuclear power plants and time instant of sudden stoppage of nuclear power plants are 

respectively indicated as nuclear failure rate and instant of nuclear failure. 

 

The main components of electricity demand and supply model are "grid demand", "grid electric 

power", "grid surplus power", and "energy stored in pumped-storage hydro" as summarized in 

Table 4.1.  
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Table 4.1 Main components of electricity demand and supply model 

Element  Role 

Grid demand Reference daily load curve corresponding with representative peak 

load curve 

Grid electric power Summation of all electricity generated by each power plants at any 

given time 

Grid surplus power The difference between “Grid Demand” and “Grid Electric Power” 

Energy stored in pumped-

storage hydro 

The energy which can be used by pumped storage hydro 

 

It must be mentioned that the simulation results are expected to be changed depending on the load 

profile. The present study uses a reference daily load curve for maximum demand day published by 

the government [148] as input for grid demand. The input of maximum demand load profile is 

considered as the most severe case of electricity supply security. In addition, it is assumed that the 

load profile does not change from the reference case even after sudden stoppage of nuclear power 

operation occurs. The location and magnitude of occurrence of natural disaster cannot be predicted 

in a precise manner, which leads to critical difficulties of demand projection after the occurrence of 

natural disaster. However, observations of demand profile after Fukushima accident indicate that 

the electricity consumption is highly expected to be reduced after the occurrence of natural disaster. 

As we have utilized the most severe load profile in the analysis and did not change the load profile 

even after the natural disaster, the results could be interpreted as the worst case in terms of supply 

interruption. Given that the most severe case represents the worst nuclear vulnerability, the practical 

outcome in the real situation is highly expected to be more secured than this analysis. 

 

Several notable characteristics of this model are as follows: 

1. The operation of thermal (oil, and LNG) and pumped storage hydro could be controllable. The 
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thermal (oil and LNG) operation rate is referred to Thermal Operation Rate. 

2. The minimum and maximum thermal operation rate is 10% and 100% respectively. 

3. The pumped storage hydro will start its operation after the thermal operation rate reaches the 

maximum thermal operation rate. 

4. Pumped storage hydro is assumed as follows: 

➢ The amount of water for the pumped up is not considered for simplicity. 

➢ The surplus power is calculated including the previous day's demand. This previous 

demand is inputted as the same value of this day. 

➢ Pumped storage hydro power plant does not work as inflow type hydro power plant. 

5. Input power capacities in the fictitious centralized system are as summarized in Table 4.2. 

 

Table 4.2 Input power capacity in the fictitious centralized electricity system 

Electricity component Capacity (MW) 

Nuclear 9760 

Oil 6220 

Coal 1800 

LNG 8010 

Hydro 3320 

Pumped storage hydro 4880 

 

 

4.2.2 Development of the dynamic vulnerability index dedicated for sudden 

disturbances on nuclear use 

As mentioned in Chapter 4.1, nuclear vulnerability is the risk of electricity supply disruption caused 

by the sudden stoppage of nuclear power operation. Quantitative nuclear vulnerability analysis is 
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conducted in this section to provide the new predicted electricity supply security index dedicated for 

nuclear power utilization, named System Interruption Nuclear Vulnerability Index (SINVI). 

4.2.2.1 Nuclear vulnerability 

The electricity demand and supply balance has to be matched to ensure the continuous electricity 

supply security.  

 

Firstly, the minimum nuclear capacity in this system will be identified. Here, this paper newly 

define nuclear capacity rate as simulated nuclear capacity over the present installed nuclear capacity 

with and the present nuclear capacity rate is defined as 1.0. The nuclear capacity rate is decreased 

by step of 0.1 to clarify the energy deficit in the electricity demand and supply balance. 

Subsequently, the energy deficit will be analyzed to identify the minimum nuclear capacity rate. 

Under this analysis, the capacity of all other electricity sources remains the same. 

 

Finally, nuclear vulnerability is analyzed based on the observation of thermal power (oil and LNG) 

operation rate under the different nuclear failure rate as well as the different instant of nuclear 

failure. The increase of thermal operation rate in response to the nuclear failure will generate the 

more surplus power, which leads to the increase of power output from pumped-storage hydro and 

compensates the loss of nuclear power. Several conditions are assumed as follows: 

➢ All of the power plants except nuclear remains uninterrupted. 

➢ In-built capacity of electricity generation in a referred certain electricity system in Japan is 

used as input. 

➢ Time lag of increasing thermal operation rate in response to sudden nuclear supply disruption 

is not considered. 
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The nuclear vulnerability will be here expressed by using RI curve, as one of the application 

examples of dynamic vulnerability in fuels, presented in Chapter 3.2. The detailed steps adapted for 

this Chapter is presented as follows: 

 

1. The parameters in the electricity demand and supply model is initialized. The nuclear failure 

rate is set as zero, which means no nuclear power plants in this area turn off. The time instant 

of nuclear failure is set as 00:00. The thermal operation rate is 0.1 of the minimum thermal 

operation rate. 

2. The model simulation runs to ascertain whether the energy deficit can be observed in the 

electricity demand and supply balance. The energy deficit will be caused when the demand is 

greater than the combined power of all energy sources. 

3. Unless the electricity demand and supply balance contains the energy deficit, the model 

simulation will be repeated with the nuclear failure rate increased by step of 0.01 until the 

energy deficit occurs. Once the energy deficit occurs, the previous nuclear failure rate is 

recorded as an available nuclear failure rate. 

4. Steps 2 and 3 are repeated with time instant of nuclear failure increasing by 00:01 until 24:00. 

5. The recorded available nuclear failure rate corresponding to all samples of instant of nuclear 

failure is plotted on the nuclear failure rate versus the instant of nuclear failure. 

4.2.2.2 Computation of nuclear vulnerability to obtain the SINVI dedicated for 

nuclear power utilization 

The new predicted electricity supply security index dedicated for nuclear power utilization will be 

obtained after plotting the available nuclear failure rate as the RI curve in the previous section. The 

SINVI is defined as the faction of the region above the curve connected with each available nuclear 

failure rate in the graph to the sum of all regions. 
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4.2.3 Analysis of the relationship between diversification, redundancy and nuclear 

vulnerability 

In order to design the strengthened electricity grid from energy security perspective, several 

attributes are used to evaluate the continuous electricity supply security. This paper analyzes the 

relationship of three attributes comprising of diversification, redundancy as well as nuclear 

vulnerability to improve the electricity supply security. 

 

Firstly, given that both the in-built capacity share and the total installed capacity affect nuclear 

vulnerability, the developed nuclear vulnerability analysis will be conducted based on the different 

input capacity data. Both nuclear and thermal (oil, and LNG) are selected to change input capacity 

data for simplicity. Particularly, the minimum required total installed capacity has to be identified. 

 

Subsequently, the quantitative calculations of diversification, redundancy and nuclear vulnerability 

will be executed.  

 

Herfindahl-Hirschman Index (HHI) will be used to quantify diversification. HHI has been 

commonly accepted to measure concentration of the given samples [149, 150]. It must be noted that 

there are two approaches to evaluate diversification; the energy base (how much energy each of all 

electricity sources totally generates throughout one day) and the capacity base (how much capacity 

each of all electricity sources installs). In this analysis, both two approaches will be used to evaluate 

diversification. HHI in the energy base is calculated by squaring the ratio of energy generated by 

each of all electricity sources to the total energy generation and summing the resulting number. In 

contrast, HHI in the capacity base is calculated by squaring the ratio of installation capacity of each 

of all electricity sources to the total installation capacity and summing the resulting number. Lower 

value of HHI corresponds to higher diversity. Hydro is here considered as the different power 

source from pumped storage hydro in HHI calculation. The model simulation runs under the various 

combinations between nuclear and thermal (oil, and LNG). 
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The total installed capacity between nuclear and thermal (oil and LNG) is used to quantify 

redundancy. The total installed capacity between nuclear and thermal (oil and LNG) is calculated 

by multiplying the present sum of installed capacity between nuclear and thermal (oil and LNG), 

which is 23990MW, with the total installed capacity rate. 

 

The developed new index – SINVI - is used to quantify nuclear vulnerability. 

 

Finally, the computed values of diversification, redundancy and nuclear vulnerability is plotted on 

the SINVI versus HHI to analyze the relationship between the three main attributes for the better 

design of power system capacity. 

 

4.3 Results and discussion for SINVI analysis 

4.3.1 Identification of the minimum required nuclear capacity rate 

In order to analyze the nuclear vulnerability, the minimum required nuclear capacity rate is firstly 

identified. Given that the grid has to ensure the continuous electricity supply security, electricity 

demand and supply balance is presented with nuclear capacity rate decreased by step of 0.1. 

Especially, the difference of balances under the nuclear capacity rate between 0.4 and 0.3 has to be 

noted, given in Figure 4.2. Due to the insufficient capacity, the surplus power corresponding to the 

shaded region above the demand has to be generated and stored in the morning when demand is 

relatively lower. This stored surplus energy is utilized in the peak time by the operation of pumped-

storage hydro. When the nuclear power rate of 0.4, the demand and supply balance is matched. In 

contrast, when the nuclear power rate is 0.3, there is a certain region (uncolored region in Figure 4.2) 

where the generated power cannot meet the grid demand and thus leading to the electricity supply 

shortage; the total area of this region will be referred as “energy deficit”. Taking into consideration 

that the supply shortage occurs for nuclear capacity rate between 0.4 and 0.3, the energy deficit in 
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this range of nuclear capacity rate is calculated and is shown in Figure 4.3. It can be observed that 

nuclear capacity rate of 0.38 is obtained as the minimum required nuclear capacity rate in our model. 

Under the nuclear capacity rate of 0.38, 100% operation of thermal (oil and LNG) throughout one 

day is required to match the supply with demand. 

 

 

Figure 4.2 Electricity demand and supply balance under the nuclear power capacity of 0.4 and 0.3 

 

 

Figure 4.3 Energy deficit under the different nuclear capacity rate 
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4.3.2 Nuclear vulnerability analysis 

The nuclear vulnerability analysis is subsequently conducted following the established steps. The 

available nuclear failure rate is denoted on the graph of nuclear failure rate versus instant of nuclear 

failure. The result of available nuclear failure rate, also known as nuclear vulnerability curve, is 

given in Figure 4.4. Nuclear vulnerability curve declines with time from the nuclear failure rate of 

0.6 at 0:00 to the nuclear failure rate of 0.3 at 9:30. The curve then gradually increases with time up 

to the nuclear failure rate of 1.0 at 20:23. The electricity supply in this system can meet the demand 

on this day under nuclear vulnerability curve, while the electricity supply disruption is caused 

unless importing power generated outside or cutting the demand above the nuclear vulnerability 

curve. In addition, the intersecting points between nuclear vulnerability curve and nuclear failure 

rate are particularly considered as the vital instant time of nuclear failure, named the time boundary. 

This time boundary determines the ability of the grid to maintain the electricity supply security even 

after a certain magnitude of nuclear power disruption occurs. As such, the electricity system can be 

strengthened with nuclear vulnerability curve denoted upward and the time boundary narrowed. 

 

It must be noted that the identified minimum required nuclear capacity rate is 0.38. This 

corresponds to the nuclear failure rate of 0.62, which is shown as the horizontal scatter line in 

Figure 4.4. The intersecting point of nuclear vulnerability curve and the minimum nuclear capacity 

rate line is at 17:23. In summary, Figure 4.4 can be divided into 4 regions: 

➢ Region A - Even if nuclear sudden supply disruption happens under this condition, the system 

can manage to supply electricity without importing any electricity on this day and the 

following day. 

➢ Region B - If nuclear sudden supply disruption happens under this condition, the system has to 

import electricity or cut demand on this day, but since the following day it can manage by itself 

without the need of imported electricity. 

➢ Region C - If nuclear sudden supply disruption happens under this condition, the system has to 

import electricity or cut demand on this day and the following day. 
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➢ Region D - If nuclear sudden supply disruption happens under this condition, the system can 

manage to supply electricity only inside area but it has to import electricity or cut demand on 

the following day. 

 

This nuclear vulnerability analysis can provide the prediction of continuous electricity supply 

security, which will help the utility manager to make an appropriate action after the sudden 

stoppage of nuclear power operation based on this developed nuclear vulnerability curve. 

 

It must be noted that the flexibility of controlling thermal operation rate in respond to the sudden 

stoppage of nuclear power operation is of critically importance to mitigate the risk of electricity 

supply disruption. The advanced information exchange is required through the improvement of 

Information Technology such as Smart Grid, which allows for computer-based remote control and 

automation through two-way communication. In addition, the increase of storage technology 

capacity is also vital to strengthen security of continuous electricity supply particularly in the short-

term. The more installation of plug-in vehicle in the building sector will help to mitigate the short-

term impact of sudden stoppage of nuclear power operation. 

 

To quantify the potential vulnerability of electricity supply disruption particularly associated with 

nuclear power utilization, the SINVI is defined as the fraction of the sum of regions B and C of 

Figure 4.4 to the sum of total regions. The lower SINVI corresponds to the less nuclear 

vulnerability. Since the nuclear vulnerability is strongly related to the sudden nuclear energy supply 

disruption, region D is not included in the definition of calculation. The SINVI for the present case 

is 0.43. 
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Figure 4.4 Interrelation between time boundary and nuclear failure rate 

 

4.4 Results and discussion for the analysis of the relationship between diversification, 

redundancy and nuclear vulnerability 

The SINVI depends on the inputting data of both grid electricity configuration and the total grid 

capacity, associated with diversification and redundancy respectively. This section focuses on the 

analysis of the relationship between diversification, redundancy and nuclear vulnerability. 

4.4.1 Identification of the minimum required total installed capacity rate 

In order to identify the minimum required total installed capacity rate, this model runs with both 

nuclear capacity rate and thermal (oil and LNG) capacity rate decreased at the same rate. This 

corresponds to the total installed capacity rate. The present total installed capacity rate is 

normalized to unity, and the capacity ratio of nuclear to thermal (oil, and LNG) remains the same as 
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the present. This model simulation checks whether the energy deficit is observed in the electricity 

demand and supply balance. The result is shown in Figure 4.5. Under more than 0.75 of the total 

installed capacity rate, the electricity supply in this system can meet the demand. In contrast, under 

less than 0.74 of the total installed capacity rate, there is energy deficit, causing the electricity 

supply disruption. In summary, the minimum required total installed capacity rate is 0.75. 

 

 

Figure 4.5 Identification of the minimum required total installed capacity of both thermal (oil and 

LNG) and nuclear 

 

4.4.2 Parametric analysis of nuclear vulnerability 

Parametric analysis of nuclear vulnerability was conducted under various conditions for both 

nuclear and thermal (oil and LNG) capacity.  

 

Firstly, the nuclear vulnerability was analyzed changing the capacity ratio of thermal (oil and LNG) 

to nuclear under the present total installed capacity rate. The scenario is composed of nine possible 
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combinations of thermal (oil and LNG) : nuclear ratio: 9:1, 8:2, 7:3, 6:4 5:5, 4:6, 3:7, 2:8, and 1:9. 

The result is shown in Figure 4.6.  

 

The least impact of nuclear vulnerability is achieved under the capacity ratio of 9:1. This is the 

scenario of least nuclear capacity share. Meanwhile, nuclear vulnerability curve is denoted 

downward and the width of time boundary is widened with increasing the nuclear share. In addition, 

less than 30% of nuclear failure even under the maximum nuclear capacity ratio (1:9) does not 

threaten the electricity supply security in this system regardless the instant of sudden stoppage of 

nuclear power operation. 

 

It must be mentioned that the nuclear vulnerability is jeopardized more significantly in the morning 

with the capacity ratio of nuclear to thermal (oil and LNG) decreased. Given that the operation of 

pumped-storage hydro in peak time relies on the amount of surplus energy, thermal power operation 

control in the morning in response to the emergency is vital to generate the sufficient surplus power. 

As such, the adequate capacity ratio of thermal (oil and LNG) is required especially in the morning 

for emergency. 

 

Subsequently, nuclear vulnerability was examined changing the total installed capacity under the 

present capacity ratio of thermal (oil and LNG) to nuclear. Based on the identified minimum 

required total installed capacity rate, 0.8, 0.9 and 1 of the total installed capacity rate was selected 

as the three scenarios of this analysis. Under each of three scenarios, the nuclear vulnerability curve 

is obtained. The result is shown in Figure 4.7. 

 

The least impact of nuclear vulnerability is achieved under the total installed capacity rate of 1. The 

nuclear vulnerability is exacerbated with the total installed capacity decreased, which means 

securing the sufficient redundancy is of vitally importance to mitigate the nuclear vulnerability. 

Especially under the total installed capacity rate of 0.8, there is time duration from 9:00 to 19:36 
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when any magnitude of nuclear failure causes the electricity supply disruption in this system. Given 

that surplus power is principally generated before the peak time, energy system is more vulnerable 

before the peak time rather than after the peak time to sustain for one day. 

 

 

Figure 4.6 Nuclear vulnerability curve changing the capacity ratio of thermal (oil and LNG) to 

nuclear under the present total installed capacity rate 
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Figure 4.7 Vulnerability curve changing the total installed capacity under the present capacity ratio 

of thermal (oil and LNG) to nuclear 

 

4.4.3 Relationship between diversification, redundancy and nuclear vulnerability 

The computed values of diversification, redundancy and nuclear vulnerability were plotted on the 

SINVI versus HHI to analyze the relationship between the three main attributes for the evaluation 

of continuous electricity security. 

 

Firstly, the result is given Figure 4.8 using HHI in the energy base. The vertical and horizontal axis 

corresponds to SINVI and HHI respectively. The curves are depicted by connecting each dot under 

the same total installed capacity rate of 0.8, 0.9, and 1.0, and will be called diversification-

redundancy-nuclear vulnerability curve. Pertaining to HHI in the energy base, the capacity ratio of 

thermal (oil and LNG) to nuclear of 7:3 in the case of the total installed capacity rate of both 0.8 

and 0.9 and of 8:2 in the case of the total installed capacity rate of 1 provide the best diversification 

of electricity configuration in this system. Meanwhile, the significant difference of HHI in energy 

base arises from the comparison between 9:1 and 1:9. Since the thermal operation rate is changed 
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with time, the total energy generated by thermal (oil and LNG) in the case of 9:1 is significantly 

smaller than the one by nuclear in the case of 1:9.  

 

 SINVI is decreased with the capacity ratio of thermal to nuclear increased under the total installed 

capacity rate of 1. In contrast, this trend is not applied to the less total installed capacity rate. Under 

the diversification-redundancy-nuclear vulnerability curve of the total installed capacity of 0.9, the 

SINVI is decreased with the capacity ratio of thermal to nuclear increased from 1:9 to 5:5, and then 

the SINVI is significantly increased up to 7:3. Subsequently, the SINVI is decreased again from 7:3 

to 9:1. Under the diversification-redundancy-nuclear vulnerability curve of the total installed 

capacity of 0.8, the SINVI is increased with the capacity ratio of thermal to nuclear increased from 

1:9 to 3:7, and then the SINVI is decreased with the capacity ratio of thermal to nuclear increased 

from 3:7 to 9:1. Even under the condition of decreasing nuclear capacity share, nuclear vulnerability 

is jeopardized in the system which does not have the sufficient thermal (oil and LNG) capacity. As 

such, the combination of nuclear capacity share, the thermal (oil and LNG) capacity as well as the 

proper pumped-storage hydro utilization contributes to the different trend of SINVI. 

 

Subsequently, the resultant diversification-redundancy-nuclear vulnerability curve using HHI in the 

capacity base are given in Figure 4.9. Although HHI is calculated based on the capacity, the 

different HHI under the same capacity ratio of thermal to nuclear is obtained, comparing to the 

different total installed capacity rate. This is because the capacities of coal, hydro, and pumped 

storage hydro remain the same through the model simulation under the different sum of both 

thermal (oil and LNG) and nuclear capacity. In addition, the capacity ratio of thermal to nuclear of 

5:5 is obtained as the smallest HHI under the capacity base calculation.  

 

It can be noted that there are differences of HHI between Figure 4.8 and Figure 4.9 under the same 

condition of both total installed capacity rate and the capacity ratio of thermal to nuclear. Especially 

the HHI scale is different from the calculation approaches. HHI in energy base is obtained in the 
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scale from 0.2 to 0.7, while HHI in capacity base is covered from 0.25 to 0.45. As such, energy 

policy including the target of diversification is required to take the calculation approach into 

consideration. 

 

It was discovered that the combination between diversification and nuclear vulnerability depends on 

redundancy to some extent regardless of whether HHI is calculated in energy base or in capacity 

base. It is well observed through the comparison of the two cases: the total installed capacity rate of 

0.9 with the capacity ratio of thermal to nuclear of 9:1, and the total installed capacity rate of 1.0 

with the capacity ratio of thermal to nuclear of 8:2. Given that the latter nuclear share obtains the 

better diversification, and the latter nuclear capacity of 4800MW is larger than the former one of 

2160MW, the latter case rather than the former case apparently relies on nuclear power utilization. 

However, SINVI of the former case is worse than the latter case. This means redundancy is the 

main contributor to determination of nuclear vulnerability.  
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Figure 4.8 The relationship between diversification in the energy base, redundancy and nuclear 

vulnerability 
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Figure 4.9 The relationship between diversification in the capacity base, redundancy and nuclear 

vulnerability 

 

4.5 Conclusion 

Technical and engineering failures of power grid system have been analyzed to evaluate power 

system reliability hitherto. Meanwhile, this Chapter has evaluated the risk of electricity supply 

disruption caused by the sudden stoppage of nuclear power operation arising from reasonable 

societal issues. The methodology of quantifying nuclear vulnerability based on the analysis under 

varying both the magnitude and time instant of sudden stoppage of nuclear power plants has been 

established. Through modelling the electricity supply flow and analyzing the nuclear vulnerability, 

a new electricity supply security index dedicated for nuclear power utilization, named System 

Interruption Nuclear Vulnerability Index (SINVI) has been developed, which has addressed sub-Q.3. 
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Finally, the widely proposed dimensions of energy security for undisturbed electricity supply – 

diversification and redundancy – have been incorporated with nuclear vulnerability to design the 

more secured power system by estimating the risk of sudden stoppage of nuclear power utilization, 

which has addressed sub-Q.4. 

 

SINVI does not require any past data and thus could be used to predict the risk of electricity supply 

disruption arising from the sudden stoppage of nuclear power operation corresponding to the 

different capacity combination of various energy sources. Such analysis based on fictitious capacity 

combinations cannot be achieved using the existing indices which rely on past data. 

 

It has been discovered that redundancy of power system has an important role on mitigation of the 

nuclear vulnerability. There should be understandable reluctance towards the establishment of more 

secured reserves to increase redundancy because of large capital and management cost. The support 

from the government for investment in installing the sufficient power capacity would be one of 

major key factors to improve continuous electricity supply security under nuclear power utilization. 

 

In fact, the continuous electricity supply security in Japan has been threatened due to the 

redundancy issue. For example, after Fukushima nuclear accident, all of the nuclear power plants in 

Kansai area were shut down. Given that the total installed capacity rate at that time was 0.6, 

electricity had to be transferred from other areas to meet the domestic demand. Units 3 and 4 of 

Takahama nuclear power plant in Kansai area were allowed to restart on January and February, 

2016. The Nuclear Regulation Authority has also confirmed that units 1 and 2 meet new safety 

regulations [151]. When all of units in Takahama nuclear power plant obtain the certificate for 

reoperation, the capacity ratio of thermal (oil, and LNG) to nuclear becomes 8:2. Since the total 

installed capacity rate in this case is 0.73, however, Kansai area still needs to rely on the electricity 

import. Even if restart of some units of other nuclear power plants such as Mihama and Ohi allows 

Kansai area to manage the electricity supply without reliance on import and then the share of 
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nuclear capacity is lower than before Fukushima nuclear accident, SINVI will be still threatened 

due to the insufficient redundancy. 

 

The proposed diversification-redundancy-nuclear vulnerability curve can thus be utilized for the 

design of energy policy by setting the threshold in order to harmonize the effective utilization of 

nuclear energy.  This threshold should depend on each country's energy landscape and should be 

considered as the limitation of risk acceptance in terms of nuclear energy; for instance, countries 

with low risk of natural disaster and having well established international electricity grid with other 

countries might be able to set lower threshold of nuclear vulnerability. The energy policy targeting 

feasible and challenging threshold would improve the energy system security and at the same time 

achieve the harmonization of nuclear power utilization. Understanding the interaction of 

diversification, redundancy and nuclear vulnerability in quantitative manner using the methodology 

proposed in this study could aid policymakers to make optimized decision for the nuclear power 

utilization. 

 

Electricity market structure reform in Japan is underway and would potentially also affect the 

electricity production structure. In addition, distributed generation system will be also increased to 

mitigate the risk of supply disruption by centralized electricity system. Under such mixture of 

distributed and centralized generation system, facility location must be more carefully considered to 

optimize the balance between the cost and the overall performance of the system against supply 

disruption. This expected system requires the more detailed cost analysis as well, which would be 

the next step of the current study. 

 

In summary, the proposed methodology of quantifying the nuclear vulnerability has been applied to 

develop a new electricity supply security index dedicated for nuclear power utilization. The 

established algorithm can be implemented in any other electricity grid network relying on nuclear 

power technology. The prediction of continuous electricity supply security after emergency 
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particularly associated with nuclear power utilization will help the utility manager to make an 

appropriate action based on the information on the nuclear vulnerability analysis. Furthermore, the 

relationship between diversification, redundancy and nuclear vulnerability is of use to policymakers 

in evaluating the current continuous electricity supply security and designing a well-grounded 

energy policy. 

 

This Chapter examined sudden disturbances with a focus on nuclear power among various energy 

sources in the centralized network as a case study of application of developed methodology for 

dynamic vulnerability in energy security. Sub-Q3 and sub-Q4 have been addressed under the case 

of centralized network. 

 

  



61 
 

 

CHAPTER 5 : Case study in the distributed network 

5.1 Introduction 

In recent decades, the acceleration of energy demand and fossil fuel depletion has drastically 

changed the global energy landscape. The use of renewables and local electricity production is 

increasingly being adopted in rural and urban communities. This shift has the potential to address 

several energy related issues such as more effective utilization of emerging technology, economic 

cost reduction, preservation of traditional schemes, and most importantly security of supply. 

 

Renewable energy is a community-based type of energy, which is highly associated with the 

concept of local production for local consumption. The application of renewable energy has diverse 

advantages and disadvantages depending on the nature of the community where it is applied. 

 

One of the most promising applications is among the least advantaged, namely rural communities 

which in most cases are segregated from the areas of higher economic development, and which lack 

of support to connect with the centralized power infrastructure. Often, these groups realize that for 

electricity suppliers it is not worth investing in the extension of the existing electricity grid to a 

remote community having a small number of inhabitants [152]. In fact, 15 percent of the global 

population has no access to electricity [153], The acceleration of population increase has caused the 

inequitable distribution of energy-related services among the underprivileged society. Ending 

energy poverty is of significant importance to solve the uneven balance of quality of life throughout 

regionally, nationally, and globally. Conventionally, they opt for more expensive, noisy and 

contaminating diesel-powered generation to produce electricity [154]. However, the utilization of 

diesel generators entails many risks, such as economic (e.g. expensive fuel cost), environmental (e.g. 

CO2 emissions) and of security of supply (e.g. fossil fuel depletion). Therefore, the application of 

self-sufficient off-grid electricity system can be of use in the remote isolated area [155] and the 
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electricity generation in the remote area should be shifted to the utilization of renewable energy, 

which is particularly matched with the concept of local electricity production for local electricity 

consumption. 

 

Besides its applications in remote communities, in urban contexts there is a shift from centralized 

electricity supply to independent distributed micro grid and self-sustained small scale power supply 

systems, both utilizing renewable energy. The reasons for such shift are mainly economic and of 

environmental concern. As a smaller scale of power flow, zero energy building (ZEB) and house 

(ZEH) are also considered to be a major solution from among various renewable energy technology 

options [156, 157]. ZEB/ZEH consumes energy produced on-site from renewables such as solar 

photovoltaic (PV) and exchange the power with the distributed grid [147]. Many countries have 

already initiated the concept of ZEB/ZEH as their future building energy target. For instance, the 

United States had set a zero-energy target of 50 percent for commercial buildings by 2040 and net 

zero target for all commercial buildings by 2050 [158], whereas other countries have also set their 

own targets.  

 

Given the stochastic and intermittent characteristics of renewables such as the solar photovoltaics 

(PV), the installation of storage technology in the hybrid renewable energy system is of significant 

importance. In spite of drawbacks of storage technology (e.g. the capital and maintenance costs and 

unavoidable energy losses through the round-conversion process [159, 160]), the process of storage 

technology charging and discharging contributes to the power and load levelling and maintains the 

power stability [161]. Particularly, the standalone mode of power system requires the storage 

technology to store the excess energy produced by renewables so that it can play a role of energy 

source to meet the demand when the demand surpass the power from renewables. The contribution 

of storage technology to the continuous electricity supply cannot be simply ignored [162]. 
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Given the promising future of distributed network, the appropriate design of installation capacity 

size is of paramount concern. It has been widely mentioned that the reliable electricity supply using 

both renewable energy and storage technology can be achieved with the increase in the redundancy 

of system installation capacity [144]. In contrast, the excessive installation of system capacity 

requires the more capital and operation cost. As such, the analysis of interaction of power reliability 

with cost has been widely conducted as an approach to sizing installations [163]. 

 

The dynamic condition of the power system has been simply dimmed out from the measurement of 

continuous power supply in the research topic on the hybrid renewable and storage system, as 

previously presented. The dynamic behavior of power system arises from the sudden disturbances 

in facilities of renewable energy and storage technology. The cause of failure might be human error; 

such as damage on the terminal base due to construction failure or screw loosening; technical error, 

such as burning due to the heat generation from the module, dirt and damage on the panel, or 

accidental connection; or environmental phenomena such as lightning, fallen trees, or weeds [164]. 

 

Given that the analysis of power security in off-grid distributed system is still at infancy, the 

application of dynamic vulnerability in such a system has been scarcely executed for determination 

of capacity size. In particular, dynamic vulnerability is highly relevant to the ability of power 

system to withstand sudden disturbances, called system security in the power reliability narrative. 

The cost effectiveness analysis from the system security perspective through the detailed 

assessment of system operation after the occurrence of sudden disturbances is of significantly 

importance to ensure the more reliable distributed electricity system. Furthermore, this system 

security analysis would hopefully assist in providing a different approach for designing the 

installation of both renewable energy and battery.  

 

As such, this Chapter proposes the methodology for quantifying the system security of off-grid 

distributed network against dynamic vulnerability caused by sudden disturbances on renewables 
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and storage technology. Furthermore, following the proposed methodology the newly index 

evaluating both cost and power security is established and the cost-effectiveness analysis from the 

system security perspective is conducted for the determination of capacity size. The sudden 

disturbances on renewables and storage technologies in distributed network are independently 

analyzed in this Chapter as a case study of application of developed methodology for dynamic 

vulnerability in energy security. 

 

This Chapter is structured as follows. Chapter 5.2 establishes the methodology for determining the 

capacity size of both the renewable energy and storage technology dedicated for the off-grid system 

considering sudden disturbances. Subsequently, results are presented through the analysis of the 

trade-off between system security and cost in Chapter 5.3, Chapter 5.4 and Chapter 5.5. Finally, 

Chapter 5.6 concludes this study. 

 

5.2 Methodology 

5.2.1 Scope of research 

There are various potential applications of storage technology with renewable energy depending on 

the scale of the standalone system. As a starting point and for simplicity, this study focuses on the 

case of households making the standalone electricity system. Home electricity demand and supply 

would be the simplest analysis of renewable energy use and storage and as such is adopted by the 

authors. Taking an imaginary case of a standalone zero energy home (ZEH) as a starting point, the 

assessment of system security after the occurrence of a sudden disturbance can be applied to any 

real standalone electricity system. In addition, it is of interest to the authors to select Japan for the 

analysis of the fictitious standalone ZEH, given its potential in urban contexts [165], and the targets 

set by the Japanese government to promote it [166].  

 



65 
 

5.2.2 Standalone distributed system modelling 

System Dynamics (SD) is utilized to model the power flow in the standalone ZEH considering 

sudden disturbances on solar PV and on battery shown in Figure 5.1 and Figure 5.2, respectively. 

The standalone distributed network contains two supply elements: renewable energy and storage 

technology. Solar PV and battery correspond to renewable energy and storage technology, 

respectively. Given the minimum maintenance and convenient portability, solar PV is suitable for 

standalone ZEH [167]. The summation of power produced by solar PV and battery is defined as 

power delivery. The power delivery is utilized to meet the demand of home electricity, and surplus 

power exceeding demand is automatically transferred to the battery for storage. The energy stored 

in the battery is discharged when the home electricity demand surpasses the power generated by 

solar PV. It is assumed that the solar PV stops its operation once the battery is fully charged. The 

maximum demand load curve in Japan [168] is utilized as the input for demand of home electricity 

in this study. 

 

Power generated by solar PV is computed based on various components. Roof-top area is multiplied 

with the solar panel rate to obtain the solar PV panel rate. Greater solar panel rate increases the 

capacity of solar PV. The irradiation data is taken from the solar irradiation data in Japan, focusing 

on the date of maximum load demand [169]. The average house area in Japan (140 m2) is used as 

input of roof-top area, and 19% of the converting efficiency of crystalline silicon solar cells as input 

of PV efficiency [170]. In sum, the power generated by solar PV is computed in the following 

equation. 

 

“Solar PV” = ”Roof-top area” × ”PV efficiency” × ”radiation” × ”solar panel rate” (5.1) 

 

Additionally, the use of Li-ion battery is assumed in the model since it is the most common battery 

type for the small scale of power system. Thus, 92% is taken as the battery efficiency factor [171]. 

All variables with corresponding definitions and units are summarized in Table 5.1. The time range 
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of the vulnerability study focuses on a one-day snapshot, and certain capacities of solar PV and 

battery are used as input under the condition where sufficiency is secured during one day. 

Particularly, to demonstrate the dynamic vulnerability in the distributed system when both solar PV 

and battery, only a sunny day was selected as a case study. In other words, the feasibility of off-grid 

distributed system in the real world during the longer duration such as one year or lifetime is out of 

scope. Notably, the output of power from the battery relies on the surplus energy generated from the 

other power sources, assuming that that power is only accompanied with the operation of battery, 

this study considers the battery as a power source in the diversity in power mix. 

 

 

Figure 5.1 Standalone distributed system model for sudden disturbances on solar PV 

 

Figure 5.2 Standalone distributed system model for sudden disturbances on battery technology 



67 
 

 

Table 5.1 Definitions of variable 

Variable Unit Definition 

Solar PV W Power generated by roof-top solar PV 

PV efficiency % Conversion efficiency from solar irradiation to power 

Radiation W/m2 Solar irradiation 

Roof-top area m2 Home roof-top area 

Solar panel rate % Rate of solar panel area to roof-top area 

Power Delivery W Summation of power from solar PV and battery 

Electric Energy Wh Imaginary energy differences between the sum of 

demand and surplus power, and power delivery 

Demand W Load demand of home electricity 

Surplus Power W Excess power not consumed by load demand 

Energy stored in 

battery 

Wh Energy stored in battery 

Battery efficiency % Battery round-trip efficiency 

Battery capacity Wh Maximum energy stored in battery 

 

5.2.3 Identification of possible capacity range of both solar PV and battery 

The fictitious distributed system must ensure the continuous electricity supply to meet the demand 

within a one-day snapshot assessed as a time range of this study. This model simulation runs from 

00:00 hour. Energy stored in battery at the previous day has to be extracted to deliver the power 

before the solar PV starts operation in the morning. As such, the minimum required energy left in 

battery at 00:00 is first obtained corresponding to the solar panel rate regardless with the battery 

capacity. The obtained minimum required energy left in battery is used as input to immobilize the 

initial condition of simulation. Inputting the identified minimum required energy left in the battery, 

then the minimum battery capacity under non-stoppage of PV operation is calculated corresponding 
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to the solar panel rate. This minimum battery capacity under non-stoppage of PV operation can 

store the all of the surplus power. In addition, energy deficit in one-day is also computed changing 

the solar panel rate under the condition of sufficient battery capacity installation to identify the 

minimum required solar panel rate. In this paper, energy deficit is defined as the total lack of 

energy delivery in one day. Subsequently, the minimum battery capacity for non-disruption of 

electricity supply is also obtained using the calculation of energy deficit. Based on the identified 

minimum required battery capacity, the possible maximum solar panel rate and maximum battery 

capacity are obtained assuming the electricity capacity margin of 20%. Given that the solar panel 

rate represents the solar PV capacity, finally, the possible range of capacity combination between 

both the solar PV and battery is identified. 

 

5.2.4 Analysis of sudden disturbances on solar PV 

5.2.4.1 Cost 

Given that levelized cost is one of the most common approaches for calculating the cost both 

renewable energy and battery in the off-grid electricity system [172], the cost comparison between 

solar PV and battery will be conducted by using levelized cost. Levelized cost of energy (LCOE) is 

composed of all of the system cost throughout lifetime for electricity generation technologies. It 

includes construction, financing, fuel, maintenance, taxes, insurance and incentive. The one-day 

cost of solar PV is calculated based on the LCOE. The LCOE of residential solar PV is reported as 

184 – 300 $/MWh [173]. Levelized cost of stored energy (LCOS) is also composed of the lifecycle 

cost information of storage technologies including upfront cost, O&M costs, charging cost, usable 

energy over the lifetime, residual value, and financing costs [174]. The LCOS of PV integration 

lithium ion battery is reported as 355 - 686 $/MWh [175]. In this analysis, for simplicity the mean 

value of both the LCOE of residential solar PV and the LCOS of PV integration lithium ion battery 
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is used as input (242$/MWh and 520$/MWh respectively). The cost is calculated using LCOE and 

LCOS throughout the one day based on the total energy produced by solar PV and battery in this 

analysis. 

 

5.2.4.2 Solar PV security 

The dynamic vulnerability of sudden disturbances on solar PV will be here expressed by using DI 

curve, as one of the application examples of dynamic vulnerability in fuels, presented in Chapter 3.2. 

In this analysis, under the extreme case of full solar PV system shutdown, the maximum trouble 

duration when off-grid electricity system still manages the continuous electricity supply is 

computed. The detailed steps adapted for this section is presented as follows: 

 

1. Initialize the PV trouble parameter, 00:00 hour of the instant of trouble and 1 minute of the 

trouble duration and inputting unity of trouble rate. 

2. Run the simulation to see whether any energy deficit is generated or not. 

3. In the case of non-energy deficit, repeat the simulation again with the trouble duration 

increased in steps of 1 minutes. Stop the simulation when energy deficit is obtained at the first 

time. Record the previous maximum trouble duration as the sustainable duration. 

4. Repeat step 2 and 3 with the instant of trouble increased in step of 00:01 hour until 24:00. 

5. The obtained result through step 2 to 4 is plotted on the graph of the sustainable duration 

versus instant of trouble. 

 

The area under the depicted curve (DI curve) is computed to quantify the concept of system security 

dedicated for the off-grid electricity system, named solar PV security. 
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5.2.4.3 Normalization 

The larger value of solar PV security corresponds to the better choice, while the smaller value of 

cost corresponds to the better choice. Both cost and solar PV security obtained in the off-grid 

electricity system should be normalized to be expressed in the same unit scale. The technique of 

standardization (z-score) is used in this Chapter. Z-score method has been used for the 

standardization in the analysis on the social indicators, where deviation from the mean is calculated 

[176, 177, 178]. Both cost and power security are calculated as follows: 

 

𝑧𝑐𝑖
=
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 (5.7) 

 

where, 𝑐𝑖 is the computed value of cost, 𝑠𝑖 is the computed value of solar PV security, 𝜇𝑐 is a mean 

of computed cost, 𝜇𝑠 is a mean of computed solar PV security, 𝜎𝑐 is a deviation of cost, 𝜎𝑠 is a 

standard deviation of solar PV security, 𝑖 is the capacity combination deduced from the identified 

possible capacity range of both solar PV and battery. 

 

ω(𝑧𝑐𝑖
) and ω(𝑧𝑠𝑖

) are used as the normalized value. The lower normalized indicators correspond to 

the better choice of capacity installation in the off-grid electricity system. 
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5.2.4.4 Cost-security index 

In order to demonstrate the process of determining the capacity size combination of both solar PV 

and battery, the normalized value should be aggregated including the weighting factor. This Chapter 

uses the additive aggregation approach which is the most popular aggregation method [1]. The 

normalized values are first multiplied with the applied weights, and then are summed to obtain the 

index. This newly established index is dedicated for the standalone distributed system, named cost-

security index. The computation of cost-security index can assist in providing with the information 

integrating cost with power security, which allows system designers to make wiser decisions on the 

appropriate installation of both renewable energy and battery. Less cost-security index corresponds 

to the better quality. The weighting and aggregation is computed in the following equation: 

cost − security index = 𝑥ω(𝑧𝑐𝑖) + (1 − 𝑥)ω(𝑧𝑠𝑖) (5.8) 

 

where, 𝑥 is a weighting factor. 

The condition of x is as follow: 

0 ≤ 𝑥 ≤ 1 (5.9) 

 

5.2.5 Analysis of sudden disturbances on battery 

5.2.5.1 Cost 

It is noteworthy that various economic indicators have also been utilized for determining the 

capacity size of hybrid renewable power system. These include levelized cost of energy [60], as 

used for analysis of sudden disturbances on solar PV, total annualized cost of system [83], and net 

present value [85]. Given that one of major concerns on installation of battery technology is 

installation capacity cost, the capital cost is selected in this analysis of storage technology. The 

capital cost in 2016 for lithium-ion battery and solar PV is used [179, 180]. 
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5.2.5.2 Battery security 

The dynamic vulnerability of sudden disturbances on battery will be here expressed by using both 

DI curve and RI curve, as one of the application examples of dynamic vulnerability in fuels, 

presented in Chapter 3.2. This analysis sets the number of options for the assessed trouble rate and 

duration as follows. It is assumed that the battery cell is composed of five low parallel circuits and 

this analysis assesses the trouble rate by 20%, which is used as input for the variable 𝑠. Following 

the trend of solar PV generation, the interval of trouble duration is set as 4 hr, which is used as input 

for the variable 𝑡. 

 

To analyze battery security in a quantitative manner this analysis proposes the two indices dedicated 

for system security based on the relations identified above: 

1. Total accepted failure duration throughout one-day. 

2. Total accepted failure rate throughout one-day. 

 

The concepts above are related to each of the plots obtained in through the methods detailed in the 

previous section. By calculating the “area under the curve” of these curves, using equations (1) and 

(2), the accepted failure duration at the different failure rate and the accepted failure rate at the 

different failure duration can be obtained.  

𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦𝐷𝐼𝑥 = ∫ 𝑓𝑥(𝑡)𝑑𝑡
24:00

00:00

 (5.10) 

𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦𝑅𝐼𝑦 = ∫ 𝑔𝑦(𝑡)𝑑𝑡
24:00

00:00

 (5.11) 

Where, 𝑓(𝑡): DI curve, 𝑔(𝑡): RI curve, 𝑡: instant of failure, 𝑥: battery failure rate,  𝑦: battery failure 

duration 

 

Finally, the accepted maximum component under the various failure rate and failure duration needs 

to be synthesized into a composite battery security index. Here, two indices based on DI curve and 
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RI curve are presented. Probability of magnitude and duration in battery failure occurrence would 

determine the weighting for each of rate options and of duration options. Given that their 

probabilities randomly vary depending on the custom service quality, location and instant of time, 

for simplicity, this analysis assigns the equal weight for each of rate options and of duration options. 

Each of accepted failure duration and accepted failure rate under the various options are 

respectively aggregated to obtain the security indices by using the technique of root mean square in 

the following equations. 

𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦𝐷𝐼 = √
∑ 𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦𝐷𝐼𝑥

2

𝑋
 (5.12) 
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𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦𝑅𝐼 = √
∑ 𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦𝑅𝐼𝑦

2

𝑌
 (5.14) 

𝑌 =
24

𝑡
+ 1 (5.15) 

Where, X: the number of assessed failure duration options, Y: the number of assessed failure rate 

options 

 

As a result, each component associates with system security from the perspectives of failure rate 

and failure duration. The greater index corresponds to the stronger component of system security. 

 

5.2.5.3 Data Envelopment analysis 

To demonstrate the process of determining the capacity size in the standalone distributed systems 

under study, a comparison of the diverse systems is done using Data Envelopment Analysis (DEA). 

This comparison is based on capacity size of the distributed system and its associated security 

indices obtained in the previous section. 
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DEA is a mathematical method from the field of operations research developed to compare 

performance among several decision making units (DMU) [181], and the comparison is assessed in 

terms of efficiency for each DMU. One important advantage of DEA is that it can handle several 

indicators with diverse units. Indicators are introduced into the model as inputs or outputs based on 

the direction of its effect on the efficiency. A linear programming problem is generated with 

efficiency of the DMU under analysis subjected to the efficiencies of other DMUs and by solving 

for each DMU, the resulting efficiencies range from 0 to 100 percent for each DMU, which can be 

interpreted as a ‘benchmark index’ with respect to the best performing one. The general form of the 

model is shown in equation 7, where Em is the efficiency of the mth capacity size, vi is the weight 

assigned to output yi (outputs range from j to J, this last being the total number of outputs); ui is the 

weight assigned to input xi (inputs range from i to I, correspondingly I the total number of inputs); 

and the conditions vj≥0 and ui≥0 for weights to be natural numbers. 

𝑚𝑎𝑥 𝐸𝑚 =
(𝑂𝑢𝑡𝑝𝑢𝑡𝑠)𝑚

(𝐼𝑛𝑝𝑢𝑡𝑠)𝑚
=

∑ (𝑣𝑗𝑦𝑗)
𝑚

𝐽
𝑗=1

∑ (𝑢𝑖𝑥𝑖)𝑚
𝐼
𝑖=1

 

(5.16) 
subject to 

0 ≤
∑ 𝑣𝑗𝑚𝑦𝑗𝑛

𝐽
𝑗=1

∑ 𝑢𝑖𝑚𝑥𝑖𝑛
𝐼
𝑖=1

≤ 1,   𝑛 = 1, 2, , , 𝑁  

𝑢𝑖𝑚, 𝑣𝑗𝑚 ≥ 0, 𝑖 = 1, 2, , , 𝐼, 𝑗 = 1,2, , , 𝐽 

 

In order to compare storage technology in standalone distributed systems, the specific DEA 

formulation is modelled through the relationship of the two battery security indices and the storage 

cost of the system. Both indices (accepted failure duration at different failure rates, and accepted 

failure rate at different failure durations) take the role of inputs given that the lower its magnitude 

the higher the effect on efficiency, whereas the cost takes the role of the output, given its opposite 

effect. 

 

As a final note, the DEA formulation described above uses what is known in DEA related literature 

as the CCR DEA model [182]. Applied to this case study, this means that the comparative analysis 

assumes constant returns in the efficiency relation between cost and security. This is so as to set the 
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most efficient benchmark in the least number of storage technology types possible, and not to 

assume specific details about the production function. This procedure is also applied in 

contemporary DEA literature [183]. 

 

5.3 Results of possible range of solar panel and battery capacity 

Energy stored in battery at the previous day has to be extracted to deliver the power at night before 

the solar PV starts its operation in the morning. As such, the minimum required energy left in 

battery at 00:00 hour to continuously supply electricity before solar PV operation on this day is 

obtained corresponding to the various solar panel rate from 10% to 20%. The result is shown in 

Figure 5.3. Vertical and horizontal axis means the energy left in the battery at 00:00 hour and solar 

panel rate. Less covered solar panel requires the more energy left in the battery at 00:00 hour. The 

obtained minimum required energy left in battery is used as the initial input so that the model runs 

the simulation under the identical condition. Here, the identical condition is assumed to be the 

condition where there is no stored energy in the battery before starting to charge the power 

generated by solar PV.  
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Figure 5.3 Minimum required energy left in battery 

 

The minimum battery capacity under non-stoppage of PV operation is calculated corresponding to 

the different solar panel rate from 10% to 20%. The result is given in Figure 5.4. Vertical and 

horizontal axis means battery capacity and solar energy rate. Normally PV charge controller avoids 

the battery to be overcharged. When the battery is fully charged, the power generated by solar PV is 

not delivered to the battery. This minimum battery capacity under non-stoppage of PV operation 

can store the all of the surplus power. The battery capacity is increased in proportional to solar 

panel rate. The electricity consumption pattern is not changed in the case of battery capacity which 

is greater than the minimum battery capacity under non-stoppage of PV operation. 
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Figure 5.4 Minimum battery capacity under non-stoppage of PV operation 

 

Subsequently, energy deficit in one-day is computed corresponding to the different solar panel rate 

under the minimum battery capacity under non-stoppage of PV operation. The result is given in 

Figure 5.5. The vertical and horizontal axis means energy deficit and solar panel rate. The energy 

deficit is gradually decreased with the solar panel rate increased. It can be observed that a minimum 

of 15% of solar panel rate is required to ensure the off-grid electricity system does not generate any 

energy deficit. As such, 15% of solar panel rate is identified as the minimum required solar panel 

rate. It must be mentioned that, under the sufficient solar panel rate installation, the energy left in 

the battery at 24:00 is greater than the minimum required energy left in battery at 0:00. This means 

non-energy deficit occurs at the following days under this input situation.  
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Figure 5.5 Energy deficit 

 

The minimum battery capacity for non-disruption of electricity supply within a one-day snapshot 

assessed in this study is finally obtained. This condition is allowed to include the stoppage of solar 

PV operation. In this analysis, under the various solar panel rate which is greater than the identified 

minimum required solar panel rate of 15%, energy deficit is calculated changing the battery 

capacity. Like the aforementioned analysis on the energy deficit, the minimum required battery 

capacity is recorded where there is no energy deficit. The result is described in Figure 5.6. The 

vertical and horizontal axis means battery capacity and solar panel rate. The identified minimum 

required battery capacity for non-disruption of electricity supply remains almost the same, even 

though the solar panel rate increases. As such, 11000Wh is identified as the minimum required 

battery capacity. Assuming that the electricity capacity margin is 20% in this paper, the possible 

maximum installed capacity of both solar PV and battery is 18% and 13200Wh respectively. 

 

As such, the analysis on the trade-off between system security and cost is conducted under the 

twelve combinations between battery capacity (11000Wh, 12000Wh and 13000Wh) and solar panel 

rate (15%, 16%, 17% and 18%). 
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Figure 5.6 Possible range of covered solar panel and battery capacity within one-day snapshot 

 

5.4 Results and discussion on the analysis for sudden disturbances on solar PV 

5.4.1 Cost and solar PV security 

The cost and solar PV security are quantified among the possible range of both solar panel rate and 

battery capacity.  

 

The obtained DI curves under the various capacity combinations are shown in Figure 5.7. The 

vertical and horizontal axis means sustainable duration and instant of failure. The similar trend can 

be seen from all of the sustainable duration curves. Sustainable duration is gradually decreased with 

time until around 6:00 hour when the solar PV is supposed to start its operation. During day time, 

sustainable duration remains the same as zero. Subsequently, sustainable duration is increased 

dramatically after around 15:00 – 18:00 hour, which is here called time boundary. And then it is 

gradually decreased with time. The stored energy in the battery can supply the electricity in the 

following day if this magnitude of PV system failure occurs after evening. In the case of solar panel 
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rate of both 16%, 17% and 18%, with the battery capacity increased the time boundary is shifted to 

the earlier time, which means the power security is improved from the perspective of instant of 

failure. In addition, the longer sustainable duration can be obtained under the more battery capacity. 

This DI curve can assist the system operator in making a proper action after the off-grid electricity 

supply failure. 

 

The solar PV security of the off-grid electricity system is obtained by computing the area under the 

sustainable duration curve.  

 

Figure 5.7 DI curve for solar PV failure under the different combinations 

 

The cost (𝑐𝑖) and solar PV security (𝑠𝑖) is quantified grouping the same solar panel rate in Figure 

5.8 and grouping the same battery capacity in Figure 5.9. The left and right vertical axis means cost 

and solar PV security, while the horizontal axis corresponds to the 12 combinations between solar 

panel rate and battery capacity. Here, the lower value of cost (𝑐𝑖) and higher value of power security 

(𝑠𝑖) correspond to the better choice.  
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Both cost and solar PV security follow the same trend under the same solar panel rate in Figure 5.8. 

In the case of 15% of solar panel rate, the value of both cost and solar PV security remains the same, 

because the given three options of battery capacity are greater than 11000Wh of the minimum 

battery capacity under non-stoppage of PV operation. It was mentioned above that the electricity 

consumption pattern remains the same with battery capacity being greater than the minimum battery 

capacity under non-stoppage of PV operation. In the case of 16% of solar panel rate, the cost 

increases while the solar PV security is strengthened with the battery capacity increased. It must be 

noted that the increasing rate of both cost and solar PV security is decreased in the case of the 

battery capacity difference between 11000Wh and 12000Wh compared to the case of the one 

between 12000Wh and 13000Wh. This is because the minimum battery capacity under non-

stoppage of PV operation is 12130Wh. In the case of 17% and 18% of solar panel rate, both cost 

and solar PV security is increased in proportional to the increase in battery capacity.  

 

On the other hand, under the same battery capacity, there is no similar trend between cost and solar 

PV security in Figure 5.9. Solar PV security is strengthened with solar panel rate increased, while 

cost might not have a specific trend through the different solar panel rate due to the non-consistent 

energy output pattern from both solar PV and battery.  

 

In summary, the strengthened solar PV security by securing system redundancy can be 

quantitatively justified through the two group of solar panel rate and battery capacity. 

 



82 
 

 

Figure 5.8 Cost and solar PV security based on the solar panel rate grouping 

 

 

Figure 5.9 Cost and solar PV security based on the battery capacity grouping 
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5.4.2 Cost-security index 

Cost-security index depends on how to weight the two indicators. The weighting of both cost and 

solar PV security might vary from other systems because of the various designed goals. The energy 

policy from economic and security perspective will contribute to the assignment of weighting factor 

[184]. While the weighting on each of the proposed indicators is subjectively determined, equal 

weight approach is commonly used as a reference case. In this section, following the equal weight 

approach, 0.5 is used as input for the weighting factor x. Cost-security index is obtained grouping 

the same solar panel rate in Figure 5.10 and grouping the same battery capacity in Figure 5.11. The 

vertical axis means cost-security index, while the horizontal axis means the 12 combinations 

between solar panel rate and battery capacity. The result of cost-security index is significantly 

affected by the result of each indicator. Lower cost-security index corresponds to the better design. 

 

Based on the solar panel rate grouping, the trend of cost-security index with the change of battery 

capacity is similar. In the case of 15% of solar panel rate, the cost-security index remains the same 

regardless of the change of battery capacity, corresponding to the identical value of both cost and 

solar PV security. In the case of 16%, 17 %, and 18% of solar panel rate, the cost-security index is 

increased corresponding to the increment of battery capacity. 

 

On the other hand, based on the battery capacity grouping, there is no similar trend of cost-security 

index with the change of solar panel rate. In the case of 11000Wh, the cost-security index is 

decreased with the solar panel rate increased. In the case of 12000Wh, the same score of cost-

security index is obtained with both 15% and 16% of solar panel rate, and then the index is 

decreased when the solar panel rate is larger than 16%. Meanwhile, in the case of 13000Wh, the 

cost-security index is increased with solar panel rate increased up to 17%, on which cost has a 

significant influence. 
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Figure 5.10 Cost-security index of the three weighting scenarios based on the solar panel rate 

grouping 

 

 

Figure 5.11 Cost-security index of the three weighting scenarios based on the battery 

capacity grouping 
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5.4.3 Sensitivity testing 

The cost-security index has been quantified, which utilizes the equal weight on both cost and solar 

PV security. However, the aggregated index based on proposed indicators depends on the 

determination of weighting approach. Even though the equal weight is common approach, the 

weight of indicator is subjectively affected by the energy landscape. For example, easy access to the 

manufacture for the maintenance and repair of the system failure contribute to the allowance of 

sustainable duration, which can allow the system designer to pay less attention to the solar PV 

security aspect. Meanwhile, the energy-related cost of both renewable and storage 

technology would have a wide gap between the individual region reflecting the maturity of 

domestic markets, local labor and manufacturing costs and incentive levels [173], which differs the 

weight on cost compared with solar PV security among regions. Besides that, given that the energy 

landscape is highly expected to be changed in future, uncertainties of energy projection leads to the 

difficult determination of assigning the proper weighting on both cost and solar PV security. As 

such, the weighting factor is explored to analyze the impact of uncertainty on the cost-security 

index. 

 

In order to analyze the uncertainties, sensitivity testing is conducted. Sensitivity testing of cost-

security index is the process of changing the weighting factor. The action of changing the weight is 

repeated for many times so that a spread of output is obtained. Monte Carlo simulation, known as 

multivariate sensitivity simulation, allows this process to be conducted automatically. The weight 

factor 𝑥 is changed in the way of random uniform distribution, where any number between zero and 

unity is equally likely to occur. 2000 times of simulations can be performed to provide the result of 

sensitivity with histograms. 

 

Histograms display the number of simulations which are categorized in a given range of the cost-

security index. The results of the twelve capacity combinations are given in Figure 5.12. The 

vertical axis means the number of simulations, while the horizontal axis means the obtained cost-
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security index separated into a given range. The yellow bar corresponds to the cost-security index 

based on the equal weight scenario, while the range of cost-security index corresponding to the 

largest number of simulations of each combination is named the highest sensitivity cost-security 

index. Subsequently, the gap between both cost-security index with the equal weight scenario and 

the highest sensitivity cost-security index is also obtained in the following equation: 

gap = (𝑥 − 0.5)(ω(𝑧𝑐𝑖) − ω(𝑧𝑠𝑖)) (5.17) 

 

The results of cost-security index based on equal weight, the highest sensitivity cost-security index, 

and the gap are presented in Table 5.2. 

 

The highest sensitivity cost-security index is the most likely to be obtained regardless with the 

weighting factor in regions where equal weight is not applied. Given that the lower value of cost-

security index contributes to better performance, the capacity combination of both solar panel rate 

of 18% and battery capacity of 11000Wh can be considered as the most appropriate installation 

design within a one-day snapshot under the condition applied in this study.  

 

System designers who applied equal weight for cost-security index are allowed to consider the 

impact of uncertainties of energy landscape. A negative gap means that the highest sensitivity cost-

security index has a better performance than the cost-security index based on the equal weight 

scenario. In addition, the larger absolute gap under varying the capacity combination means that the 

equal weight scenario is considered vulnerable. It can be observed that the greater installation of 

both solar panel rate and battery capacity has a larger gap between the equal weight scenario and 

high sensitivity. The equal weight scenario in the case of 18% of solar panel rate as well as in the 

case of 11000Wh of battery capacity can be comparatively considered the most reliable within a 

one-day snapshot under the condition applied in this study. 
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The ambiguity of current energy landscape will cause the high uncertainties of future projection, 

leading to the difficult determination of assigning the proper weighting on both cost and solar PV 

security. Sensitivity testing would help to obtain the reliable information of cost-security index 

including the uncertainties of future energy landscape. The combination of cost-security index with 

sensitivity testing would be of use to the operator of off-grid electricity system in designing the 

capacity installation of both renewable energy and storage technology. 

 

 

Figure 5.12 Sensitivity testing 

 

Table 5.2 Analysis on uncertainties of weighting factor 
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Combinations Equal weight High sensitivity Gap 

15% 

11000Wh 0.5 0.43 -0.07 

12000Wh 0.5 0.43 -0.07 

13000Wh 0.5 0.43 -0.07 

16% 

11000Wh 0.43 0.33 -0.1 

12000Wh 0.51 0.64 0.13 

13000Wh 0.53 0.66 0.13 

17% 

11000Wh 0.36 0.3 -0.06 

12000Wh 0.44 0.62 0.18 

13000Wh 0.57 0.79 0.22 

18% 

11000Wh 0.3 0.26 -0.04 

12000Wh 0.38 0.54 0.16 

13000Wh 0.47 0.8 0.33 

 

5.5 Results and discussion on the analysis for sudden disturbances on battery 

5.5.1 DI and RI curves 

The construction of the two plots necessary to evaluate battery security yielded the DI curve and the 

RI curve.The features of this process, using 13000 Wh of battery capacity are demonstrated as the 

example. 

 

First, the relationship between failure duration and instant of failure as seen through the DI curve 

(Figure 5.13) shows that, in general, greater failure rate observes less failure duration at any instant 

of failure. Based on this, the standalone electricity system will remain self-sufficient for a longer 

time with less rate of failure, regardless of when it takes place. 
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Another interesting finding is that there is similar trend for any failure rate. This trend is described 

by a sharp decrease in failure duration until the instant of failure becomes 15:00, when it can 

drastically increase for failure rates around 20%. If the failure rate is higher than 20% this point of 

overshoot is delayed of shifted. The point of overshoot called time boundary in this article, sets a 

threshold from where system security can significantly improve. The occurrence of time boundary 

is due to that the system could be self-sustained and sustainable duration could be consequently 

extended as long as the battery could store a certain amount of energy to be used until the start of 

solar PV operation. Except for 100% of failure rate, the time boundary is seen after 12:00 and with 

decreasing failure rate it is seen in earlier hours. As also seen in Figure 5.13, the time boundary 

observed for failure rates of approximately 80-100% would occur during the morning. In these 

cases, any single moment of battery failure causes the supply disruption before the time boundary.  

 

 

Figure 5.13 DI curve for battery failure in the case of 13000 Wh of battery capacity 
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The RI curve (Figure 5.14), in turn, shows that failure rate is higher with decreasing failure duration, 

regardless of the moment when the failure happens. Only in the case that failure rate is less than 

19%, the standalone system remains self-sufficient at any failure duration. 

 

It is noteworthy that the trend of this curve changes by length of failure duration. In the cases of 4 

hr and 8 hr, the accepted failure rate increases with time. It starts declining after reaching their 

peaks of 100% for 4 hr and 80% for 8 hours at approximately 4:00 and 7:00 am correspondingly. A 

minimum of 20% of failure rate is reached at 9:00 am for 4 hr and at 13:00 for 4 hr, and there both 

remain until 16:00 when their accepted failure rates increase again until they reach again their peaks 

in the next cycle. On the other hand, in the cases of 12 hr and 16 hr of failure duration, the accepted 

failure rate declines to 20% before 6:00, but rises again up to lower maximums than the other two 

cases until 16:00 as well. Additionally, in the cases of 16 hours, 20 hr and 24 hr, the accepted 

failure rate remains at 20% until 15:00. It then gradually increases, but shortly after it declines.  

 

 

Figure 5.14 RI curve for battery failure in the case of 13000 Wh of battery capacity 
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Based on Figure 5.13 and Figure 5.14, it could be said that, under duration when solar PV operates, 

the system is more vulnerable after the peak around 12:00 than before the peak, and also that the 

security of electricity power system for the battery failure during periods when battery charges 

surplus power is more vulnerable compared with periods when battery is operated. The availability 

of DI and RI curve could be of use to implementers in examining countermeasures for the sudden 

failures of battery facilities and making wiser decisions in the customer services.  

 

5.5.2 Evaluation of battery security 

The relationship between failure duration, instant of failure and failure rate are the constituents of 

the quantitative analysis of battery security proposed in this study. For each component, the 

integrals of the DI (failure duration) and RI (failure rate) curves outlined in the previous section are 

presented in Figure 5.15. 

 

From the plots in Figure 5.15 it is observed that battery security on a basis of DI curve decreases 

with increasing failure rate and it is improved with increasing battery capacity. Under 0% of failure 

rate, 576 points are obtained, which is a maximum value of battery securityDI regardless with 

battery capacity. Meanwhile under 100% of failure rate, battery securityDI is indicated in the range 

between 13.3 and 16.5 without any significant difference, which is a minimum value. In other word, 

the state of being exposed to the risk of 100% failures of battery operation presents merely 2% of 

maximum battery security in the power system compared with the case of no failure on the facilities.  

 

Each of battery capacities have a certain magnitude of failure rate, under which the power 

disruption is not caused. Here it is named an accepted failure rate, given in Figure 5.16. Among the 

assessed battery capacity, the accepted failure rate linearly increases with increasing battery 

capacity. Due to this trend, at 20% of failure rate the power system with more than 13500 Wh 
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reaches the maximum security. Up to the accepted failure rate, battery securityDI linearly increases 

with decreasing failure rate. 

 

From the plots in Figure 5.15 it is observed that battery security on a basis of RI curve decreases 

with increasing failure duration and it is improved with increasing battery capacity. Under 0% of 

failure rate, 2400 points are obtained, which is a maximum value of battery securityRI regardless 

with battery capacity. Meanwhile under 24 hrs of failure duration, battery securityRI is indicated in 

the range between 0 and 724, which is a minimum value for each of battery capacities. Among the 

assessed battery capacity options, the minimum value of battery securityRI linearly increases. In 

other word, the state of being exposed to the risk of 24 hrs failures of battery operation presents 0% 

of maximum battery security in the power system compared with the case of no failure on the 

facilities under 10500Wh as the minimum battery capacity. On the other hand, it presents 30% of 

maximum battery security under 15000Wh as the maximum battery capacity. In contrast to battery 

securityDI, it would appear that battery securityRI increases with decreasing failure duration in an 

exponential manner. 

 

 

 

Figure 5.15 Components of system security in a sudden contingency of the battery system in a 

standalone power system 
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Figure 5.16 Accepted failure rate under the different battery capacity 

 

The two indices for the overall battery security on DI curve and RI curve are obtained. The result is 

presented in Figure 5.17. Both indices almost linearly increase with increasing battery capacity. As 

for overall battery securityDI, the significant gap between 13000 Wh and 13500 Wh of battery 

capacity is caused by the differences of accepted failure rate presented in Figure 5.16. 

 

The overall battery securityDI is illustrated in the range 250-350, while the overall battery securityRI 

is illustrated in the range 1000-1350. Given the maximum battery securityDI and battery securityRI 

are 576 and 2400, the normalized overall battery securityDI and the normalized overall battery 

securityRI are computed, presented in Table 5.3. Even for 10500 Wh of required minimum battery 

capacity, more than 40 % of maximum security could be contained in the developed method. And 

then, 15000 Wh of battery capacity with 42.9% of capacity margin delivers 1.39 times in the overall 

battery securityDI and 1.31 times in the overall battery securityRI greater than 10500 Wh of required 

minimum battery capacity. In other words, it could be possibly said that the incremental rate of 

battery security would be less than the incremental rate of capacity margin. 
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Setting the boundary of security would be useful to assist in designing the capacity size. The 

boundary might vary depending on the probability of disastrous event occurrence, battery 

component structure, the custom service quality, the installation location, and political and 

ideological implications. For example, given that the reserve margin in 2014 in Japan was 16.6% 

[185], 48.2% for the normalized overall battery securityDI and 47.2% for the normalized overall 

battery securityRI could be considered as a reference case of power system security in Japan. The 

reference case determined on a basis of current situation in each of countries would lead to the 

future security boundary covering the incremental risk of natural disasters arising from climate 

change. 

 

 

Figure 5.17 Overall battery security of power system under the different battery capacity 
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Table 5.3 Rate of overall security indices over the maximum security 

Battery capacity 

(Wh) 

Normalized battery securityDI (%) Normalized battery securityRI (%) 

10500 44.6 42.9 

11000 45.6 44.6 

11500 46.4 46.3 

12000 47.2 47.6 

12500 48.2 49.2 

13000 49.9 50.7 

13500 60.6 52.1 

14000 60.8 53.6 

14500 61.3 54.8 

15000 61.8 56.2 

 

5.5.3 Evaluation of DEA 

Following the DEA-based procedure, it was found that in general, larger battery capacities provide 

a better battery security score, being best performers those in the range of 13,500 to 15,000 Wh and 

worse ones those in 10,500-11,500 Wh. 

 

Based on the results of DI and RI curves, multiple cross sections represent diverse failure rates and 

failure durations within each figure, and such information had to be integrated to retrieve each 

system security index introduced in the DEA model. To provide a wider perspective the integration 

had to consider diverse battery security index results; a range that started from a minimum rate, 

corresponding to the case where a largest area above the curve was found, and several mean values 

that considered all the curves using different methods: Harmonic Mean (HM), Geometric Mean 
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(GM), Arithmetic Mean (AM), and Root-Mean Square (RMS). Table 5.4, Table 5.5, and Table 5.6 

presents the efficiency results of the DEA estimations. 

 

From Table 5.4, we observe that security-to-cost efficiency of the system (considering both indices) 

mostly increase with a raise in storage capacity, albeit some noteworthy cases. First of all, systems 

with 11,000 and 12,000 Wh storage capacities seem to be slightly outperformed by the smaller 

10,500 and 11,500 Wh type when focusing on the most critical battery security values (minimum 

and HM scores). The same could be said for the 14,500 Wh system, which could arguably be 

considered as good in performance as the 15,000 Wh type. Among systems in the mid-range of 

efficiency, the same holds for 12,500 Wh battery, which seems in fact a better performer than the 

13,000 Wh one. Yet, we should keep in mind that all these assertions are based on the most critical 

values, because as the aggregation of battery security indices increase in magnitude from using 

alternative mean estimation methods, the correlation between efficiency and capacity is more 

clearly demonstrated. 

 

Consistent with the general outcome, DEA models for each battery security index with cost 

assessed separately (Table 5.5 and Table 5.6) support the overall finding. Progressive increase in 

the efficiency correlates with larger capacity. Yet, solely looking at each battery security index does 

not favour the cases of some smaller-capacity batteries outperforming their consecutive larger one, 

as attested and explained above through the analysis of the DEA model considering both indicators. 

 

In sum, through the DEA outcomes in this section we can conclude that as a general rule larger 

battery capacities provide higher battery security, but for the most critical situation some particular 

types can be as or even somewhat more efficient than the immediate larger types in the list 

considering both failure rate and failure duration. 
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Table 5.4 DEA results (failure rate (DI), failure duration (RI), and capital cost) 

 

 

Table 5.5 DEA results (failure rate (DI) and capital cost) 

 

 

Table 5.6 DEA results (failure duration (RI) and capital cost) 
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5.6 Conclusion 

This Chapter first proposed the methodology of analyzing system security in response to sudden 

disturbances of both solar PV and battery system in the fictitious distributed system within a one-

day snapshot adopted as an assessed time range of this study. System security was defined as the 

ability of electricity system to remain self-sufficient after the occurrence of sudden disruptions on 

the basis of the concept of dynamic vulnerability. The relationship between failure duration and 

instant of failure and between failure rate and instant of failure was identified by changing the three 

major parameters associated with sudden disturbances. And then, the system security index 

dedicated for the sudden disturbances of solar PV and battery failure was individually proposed in a 

quantitative way. Finally, from the perspectives of the developed security indices and cost, the 

process of determining capacity size was demonstrated through cost-effectiveness analysis. 

 

In the assessment of sudden disturbances on solar PV, it has been discovered that, taking into 

account the impact of uncertainties of weighting factor, the capacity combination of both solar 

panel rate of 18% and battery capacity of 11000Wh can be considered as the most appropriate 

installation design within a one-day snapshot adopted as an assessed time range of this study.  

In the assessment of sudden disturbances on storage technology, it was discovered that system 

security declines with increasing failure rate and failure duration in the downward-convex 

exponential manner. In addition, under duration when solar PV operates, system security is more 

vulnerable after the peak around 12:00 than before the peak. Furthermore, the fictitious distributed 

system for the battery failure during periods when battery charges surplus power is more vulnerable 

compared with periods when battery is operated. Through a DEA-based comparison of storage 

technology, in general larger storage capacity provides higher system security, but in the most 

critical situations some particular types can be as or even marginally more resilient than the 

immediate larger types, considering both failure rate and failure duration. 
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In summary, the established methodology can be considered as a promising approach to determine 

the capacity combination from cost and security perspective including the uncertainties of future 

energy landscape. Besides the fact that this research focuses on the off-grid house scale, this 

algorithm can be applied to the larger scale of off-grid electric system such as rural electrification 

covering the different weighting factor. This Chapter examined sudden disturbances of solar PV and 

battery in the distributed network as a case study of application of developed methodology for 

dynamic vulnerability in energy security. Sub-Q3 and sub-Q4 have been addressed under the case 

of distributed network. 
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CHAPTER 6 : Comparison between dynamic and static vulnerability 

6.1 Introduction 

The dynamic vulnerability in the context of diversity in power mix has been conceptualized in 

Chapter 3 (corresponding to sub-Q.1). Then, a method for analyzing the dynamic vulnerability of 

the power system considering sudden disturbances on a power source has been developed 

(corresponding to sub-Q.2). This method has been applied into two case studies of sudden 

disturbances on a particular power source in centralized network and distributed networks to 

develop an index dedicated for the dynamic vulnerability associated with specific power sources 

(corresponding to sub-Q.3) and to demonstrate the process of determining capacity size with 

considering the concept of system security (corresponding to sub-Q.4). 

 

Extending the subject of power sources from one particular to all components and synthesizing the 

methods used for both centralized and distributed network, finally, the difference of the trend 

between the static vulnerability conventionally employed and the dynamic vulnerability newly 

addressed in the context of diversity in power mix will be analyzed to address the central question. 

 

This Chapter is structured as follows: Chapter 6.2 explains the methodology for the quantification 

of the dynamic vulnerability. Chapter 6.3 presents the case studies including the distributed network 

and the centralized network. Chapter 6.4 demonstrates the comparison of static and dynamic 

vulnerability under the case studies. Chapter 6.5 extracts the implications from the obtained results, 

discusses the limitation of this study by interpreting the concept of diversity, and concludes this 

Chapter. 
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6.2 Methodology 

The potential risk of supply disruption depends on the physical supply capability determined under 

the dynamic condition of balance between demand and supply at a certain time. Therefore, 

vulnerability is based upon supply capability while avoiding supply disruptions and analyzing the 

supply capability at a given time highlights the dynamic change in potential vulnerability inherent 

in the electricity systems.  

 

The supply capability reflects a fundamental aspect of the ability of the system to withstand failures 

of power source components and to remain self-sufficient. The state of self-sufficiency depends on 

the magnitude and duration of failures. The system remains self-sufficient within the maximum 

accepted magnitude and duration of failures. In other words, the combination of the greatest 

accepted magnitude of failure and the longest accepted duration of failure at a given instant leads to 

an electricity system with the most resilient supply capability at an arbitrary time. As such, the 

dynamic vulnerability of sudden disturbances on power will be here expressed by using DR curve, 

as one of the application examples of dynamic vulnerability, presented in Chapter 3.2. 

 

Next, based on the DR curve with the threshold of failure rate and duration taking sudden 

disturbances into account, the index dedicated for the dynamic vulnerability was developed. Given 

that the power system remains self-sufficient even after the occurrence of sudden disturbances 

within the threshold, it could be said that the area under the DR curve would represent the security 

of power system. By calculating the area under the curve, the security of power system against 

sudden disturbances on each of power sources at the assessed instant of time is obtained in the 

following equation. 

𝑆𝑅𝑧 = ∫ 𝑦𝑧(𝑥)𝑑𝑥
100%

0%

 (6.1) 

 

Where, 𝑆𝑅𝑧 is the security of power system at the assessed instant of time (z), 𝑦𝑧(𝑥) is the 

magnitude-duration curve, z is the instant of sudden disturbance occurrence, and x is the failure rate.  



102 
 

 

Then, the relationship between security and vulnerability is exhibited in Figure 6.1. The boundary is 

indicated as the DR curve. Considering the maximum security of power system, the degree of 

dynamic vulnerability in the power system at the assessed instant of time is expressed in the 

following equation. 

𝑉𝑧 =
𝑆𝑅𝑚𝑎𝑥 − 𝑆𝑅𝑧

𝑆𝑅𝑚𝑎𝑥
× 100 (%) (6.2) 

 

Figure 6.1 Relationship between security and vulnerability based on the magnitude-

duration curve 

 

In order to synthesize the obtained degree of vulnerability in the power system at the each assessed 

instant of time into an index for a dynamic vulnerability of power system to disruption of 

continuous power supply due to sudden disturbances, the plots are connected as presented in Figure 

6.2. The dynamic vulnerability is presented in the following equation: 

𝑆𝑇𝑉 =
∫ 𝑉(𝑧)𝑑𝑧

𝑍

00:00

∫ 100𝑑𝑧
𝑍

00:00

× 100 (%) (6.3) 
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Where, DVI is the dynamic vulnerability for a specific power source, Z is the end of assessed instant 

of time, 𝑉(𝑧) is the function generated by connecting each plot of the degree of vulnerability at the 

each assessed instant of time. The greater DVI corresponds to a more vulnerable power system 

against sudden disturbances. 

 

Figure 6.2 Quantitative concept of dynamic vulnerability 

 

Finally, following the conventional manner, the static vulnerability is obtained by calculating 

energy generation by each of energy sources during the periods from 00:00 to the end of assessed 

instant of time. 

 

6.3 Case studies 

In this study, the range of time under consideration is one day (Z=24 hrs), and the instant of time 

when sudden disturbances occur changes from 00:00 up to 24:00 in 4-hour steps. Certain capacities 

of solar PV and battery are used as input under the condition where sufficiency is secured during 

one day. As previously mentioned, the maximum daily demand load profile of Japan is used in both 
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distributed network and centralized network. The load profile is assumed to remain the same as the 

reference even after the occurrence of sudden disturbances, although in reality the electricity 

consumption is highly expected to decrease under such situation. Since this study utilizes the most 

severe daily load profile and retains its load profile even after the occurrence of sudden disturbances, 

the obtained results of dynamic vulnerability would be considered as the worst case in terms of 

shocks. 

 

6.3.1 Centralized network 

Centralized network is a conventional utility power system grid. This study adopts the power 

demand and supply model in the fictitious centralized network developed in Chapter 4. The 

electricity flow of centralized generation in a standalone utility power system is modelled by using 

system dynamics software VENSIM, as shown in Figure 6.3. The fictitious centralized electricity 

network used in this study consists of base load facilities (e.g. hydro, nuclear, and coal), middle and 

peak load facilities (e.g. oil, liquefied natural gas (LNG)) and storage technology facility (e.g. 

pumped-storage hydro). The notable assumptions in this model are 1) operation of middle and peak 

load and pumped storage hydro could instantly response, while the output of load base is constant, 2) 

pumped storage hydro starts its operation when the power generation from LNG and oil reaches 

their maximum operation, and 3) amount of pumped-up water used for pumped-storage hydro is 

unlimited. The reference input power capacity of the fictitious centralized network is 3320, 9760, 

1800, 6220, 8010, and 4880 MW for hydro, nuclear, coal, oil, LNG and pumped storage hydro, 

respectively), as presented in Table 4.2. Six different power capacity combinations are analyzed in 

this study by changing the nuclear capacity from 100% to 50% with decreasing by 10% to consider 

the sudden stoppage of nuclear, while the capacities of the other sources remain the same. 
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Figure 6.3 Electricity demand and supply model in the fictitious standalone centralized network 

(based on Chapter 4) 

 

6.3.2 Distributed network 

Distributed generation is defined from the perspectives of location and capacity [118]. It is directly 

connected on customer side of on-site meter or to utility grid at the distribution-level voltages [119, 

120, 121]. Its capacity mostly ranges from less than a kW to tens of MW [122, 123]. As one of the 

forms in the distributed network, this study focuses on the hybrid renewable energy (solar 

photovoltaic (PV)) and battery system in an imaginary standalone house. Power demand and supply 

in a standalone house requires the smallest and simplest distributed system. 

 

This study adopts the electricity flow of distributed generation in a standalone house based on 

Chapter 5. The electricity flow of distributed generation in a standalone house is modelled by using 

system dynamics software VENSIM, as shown in Figure 6.4. Solar PV acts as the distributed 

renewable energy source while the battery represents the storage technology. It is assumed that the 

output of solar PV is controlled under the case where battery is fully charged. The failure rate and 

failure duration for solar PV and battery is integrated in the model as a main parameter for the 
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assessment of dynamic vulnerability. Referring to the result in Chapter 5, this study conducts the 

assessment for dynamic vulnerability for nine different combinations between solar panel rate (e.g. 

the rate of solar panel area to the roof-top area) and battery capacity as follows: (15%, 11000Wh), 

(15%, 13000Wh), (15%, 15000Wh), (18%, 11000Wh), (18%, 13000Wh), (18%, 15000Wh), (21%, 

11000Wh), (21%, 13000Wh), and (21%, 15000Wh), which can achieve sufficiency within a one-

day snapshot adopted as an assessed time range.  

 

 

Figure 6.4 Electricity flow of distributed generation in a standalone house (based on Chapter 5) 

 

6.4 Results 

6.4.1 Centralized network 

The degree of dynamic vulnerability at the assessed instant of time in the centralized network is 

presented in Figure 6.5.  

 

In general, the transition of dynamic vulnerability for each power source with time exhibits the 

same trend; the degree of vulnerability increases from 00:00 until 08:00 and then remains almost 

the same until 16:00, and declines up to 24:00 after then. As this trend matches the daily demand 

curve, the peak time for demand around noon is the most vulnerable time in the centralized system 
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for each of power sources. The trends for hydro, coal and pumped-storage hydro must be further 

noted. In the present model, the minimum surplus energy is generated by controlling the operation 

rate of oil and LNG early in the morning. For hydro and coal the degree of vulnerability in the range 

of 08:00-16:00 is extremely high, whereas their vulnerability is insignificant in other time range, 

which could be attributed to the insufficient energy stored in pumped-storage hydro. Despite its low 

capacity size, hydro and coal are highly sensitive at this time range (e.g. 08:00-16:00) to disruption 

of power supply. On the other hand, such extremely high degree of vulnerability in the range of 

08:00-16:00 is not observed for pumped-storage hydro. This is because the failure of pumped-

storage hydro in this time range affects its generation capacity and it still has significant reserve 

margin (e.g., 30% of reserve margin for pumped-storage hydro under the case of nuclear capacity of 

60%). Thus, the availability of reserve margin in the pumped-storage hydro could contribute to the 

decrease in the degree of vulnerability at this time range, regardless of the amount of stored energy. 

Meanwhile, vulnerability in other time ranges (e.g. 0:00-4:00 and 16:00-24:00) is relatively high, 

which could be attributed to the restricted amount of water pumped up, leading to less amount of 

stored energy available to be used in the peak time. 

 

Using the thus obtained degree of dynamic vulnerability at the assessed instant of time for the 

centralized network, the energy generation (static vulnerability) and dynamic (short-term) 

vulnerability by electricity source is obtained. The result is presented in Figure 6.6. 

 

As the static vulnerability, energy generation of hydro and coal remains the same in the assessed 

capacity options, whereas the trend between nuclear and oil & LNG depends on the nuclear 

capacity size. For nuclear capacity of 100%, energy generation from nuclear is greater than that 

from oil & LNG. Then, with decreasing nuclear capacity, energy generation from oil & LNG 

increases and surpasses that from nuclear under less than 80% of nuclear capacity. Under the lower 

nuclear capacity (70, 60, and 50%) cases, pumped-storage hydro needs to be operated at the peak 

time. 
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As the dynamic vulnerability, the DVI value increases in the order of pumped-storage hydro, coal, 

hydro, nuclear and oil & LNG in all capacity combinations assessed in this study. The DVI value of 

each power sources increases with decreasing nuclear capacity. It must be noted that under higher 

nuclear capacity, DVI values of hydro, coal and pumped-storage hydro are even zero since the 

sudden full loss of these facilities could be covered by the controllability of oil & LNG.  

 

The comparison of vulnerability between long- and short-term is found to exhibit a notably different 

trend. Under high nuclear capacity (e.g. 100 and 90%), the static and dynamic vulnerability of 

nuclear and oil & LNG show the inverse trend: Oil & LNG has a greater contribution in the 

dynamic vulnerability while nuclear has a greater contribution in the static vulnerability. Under the 

lower nuclear capacity (e.g. 60 and 50%), oil & LNG becomes the highest among the assessed 

power sources in both static and dynamic vulnerability, and its significant difference in the ratio of 

other power sources to oil & LNG could be observed. Compared to the static vulnerability, the 

dynamic vulnerability shows the higher ratio of other power sources to oil & LNG for nuclear 

capacity less than 70%. This would be due to the extremely high degree of vulnerability of power 

sources in the time range of 08:00-16:00, as previously mentioned. In this case, a slight failure of 

facilities even with a small capacity has a significant impact on the power system, which increases 

the risk of sudden disruptions of power supply. 
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Figure 6.5 Degree of dynamic vulnerability at the assessed instant of time in the centralized 

network 
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Figure 6.6 Static and dynamic vulnerability of fuels in the centralized network 

 

6.4.2 Distributed network 

The degree of dynamic vulnerability at the assessed instant of time in the distributed network 

(standalone zero energy house in Japan) is presented in Figure 6.7. 

 

The trend in the degree of vulnerability for solar PV strongly depends on its capacity. With solar PV 

capacity of 15%, the most vulnerable time range for solar PV is from 8:00 to 16:00. Since only the 

minimum surplus power required for the system is generated under this condition, any disturbance 

on solar PV hinders the supply of necessary electricity to be stored, thus directly causing a supply 
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disruption. The results for solar PV capacity of 18% and 21% shows somewhat different behavior: 

the vulnerability reaches its peak at earlier time of the day, e.g. at 04:00. The disturbance on the 

solar PV supply occurring in early morning requires extension of battery operation time to ensure 

the continuous supply, and as the residual capacity of the battery is limited after its operation during 

the nighttime, the disturbance on the solar PV under such condition thus significantly shortens the 

self-sustainable duration. The degree of vulnerability declines until around 16:00 as the surplus 

electricity from solar PV is being charged to the battery, which serves as the backup supply and 

maintains the sustainable electricity supply. After the operation of PV is interrupted, the power 

supply is totally dependent on battery, and thus the vulnerability of solar PV then starts to increase 

as the amount of residual capacity, or backup supply capability of the battery decreases.   

 

The difference of degree of vulnerability with time between the maximum and minimum for battery 

is within approximately 25%, and is significantly smaller than that for solar PV which is within 

approximately 80%. This is due to the difference in the operational duration characteristics of the 

two systems; battery operates continuously throughout the day (e.g. charging during daytime and 

discharging during elsewhere) while solar PV operates only during the day time and does not 

contribute to the continuous power supply for the rest of the day. The dynamic vulnerability for the 

battery with time is found to exhibit the same trend regardless of its capacity size. The distributed 

system is found to be more vulnerable at the battery charging after noon by approximately 40% at 

most, compared to that at the battery discharging period. This trend is opposite to that for solar PV, 

particularly in the case of solar capacity of 18% and 21%. As long as the battery could continuously 

operate until the restart of solar PV operation after the supply disturbance, the system could be self-

sustained during the daytime and thus the sustainable duration of stable supply could be 

consequently extended. In addition, the occurrence of disturbances on battery during daytime leads 

to reduction of the residual capacity of the battery, and therefore, the degree of vulnerability for 

battery after midnight until early morning is significantly lower than after noon until evening. 

 



112 
 

Using the thus obtained degree of dynamic vulnerability at the assessed instant of time for the 

distributed network, the energy generation and dynamic vulnerability of each electricity source is 

computed and then their proportion of the static and dynamic vulnerability was obtained. The result 

is presented in Figure 6.8.  

 

No significant change in the proportion of energy generation for the long-term diversity is observed 

among the assessed capacity combinations. Solar PV contributes to approximately 70% of the long-

term power supply. On the contrary, significant difference in the proportion of dynamic 

vulnerability for the short-term diversity is observed among the assessed capacity combinations. 

Under the same capacity of solar PV, the proportion of vulnerability on battery decreases with 

increasing capacity of battery. This trend is also seen in the case of solar PV; that is, under the same 

capacity of battery, the proportion of vulnerability on solar PV decreases with increasing capacity 

of solar PV. This is because the vulnerability of one source to supply disruption is relatively 

deteriorated due to the increase in capacity of the other power source. 

 

Notably, the trend in the proportion of energy generation for the long-term diversity is significantly 

different from that of dynamic vulnerability for the short-term diversity. In particular, some 

capacity combinations show the inverse trend, in which the solar PV has a greater contribution in 

the context of energy generation (e.g. long term) while the battery has a greater contribution in the 

context of dynamic vulnerability (e.g. short term). This is because battery operates throughout the 

day for charging and discharging in the distributed system and the degree of dynamic vulnerability 

for the battery is higher than that for solar PV other than early in the morning, as previously 

mentioned. Although the maximum demand load curve in Japan on a sunny day with full operation 

of the solar PV is adopted in this case study, it should be noted that the power system for the short 

term surprisingly relies significantly on battery rather than solar PV in terms of short-term dynamic 

vulnerability. This inverse trend between the static and dynamic vulnerability reveals the significant 

importance of the use of battery from the short-term perspective. Although it has been reported that 
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the battery plays an important role on the improvement of system security owning to its quick and 

dynamic response [162, 186, 187], the approach adopted in this study would further aid to quantify 

the ability of the system to withstand sudden disturbances and to clarify the role of each system 

component to different timescale of vulnerability in detail, which has not been mentioned in the 

conventional approach. 

 

 

Figure 6.7 Degree of dynamic vulnerability at the assessed instant of time in the distributed 

network 
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Figure 6.8 Static and dynamic vulnerability of fuels in the distributed network 

 

6.5 Discussion and conclusion 

As highlighted in the previous section, the static and dynamic vulnerability by each of power 

sources in the distributed network and in the centralized network are shown to exhibit totally 

different trend in both network systems. It should be noted that, since this study is based on 

simplified model of fictitious power network and the actual values of system behavior after sudden 

disturbances do not exist, present results based on parametric analysis cannot be directly verified 

through comparison with the actual data of existing energy system.  
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The different degree of vulnerability and even the inverse trend by each of power sources between 

dynamic and static vulnerability that have been found through this study would raise a concern on 

policy measures in terms of ensuring and assessing diversity in power mix. The conventional long-

term notion based only on energy generation and capacity may potentially have a risk of 

overlooking the hidden factors associated with the dynamic vulnerability. We should recognize that 

the distributed network in the context of short-term approach may be more diversified compared to 

that in the context of long-term approach as shown in the various capacity combinations in this 

study.  

 

There are limited indicators and indices for representing the ability of system to withstand short-

term sudden disturbances (e.g., ratio of energy consumption to production and reserve margin), 

whereas these indicators cannot be used to adequately monitor the role of each power source. In 

addition, the existing system reliability indices are based upon the past experience of the whole grid 

system, and can hardly take into account the prediction results of power disruption risk due to 

sudden disturbances. In this context, the method for evaluating dynamic vulnerability proposed in 

this study would support in tracking the different behavior of each power source on the basis of 

model simulation. An attractive point of this method might be that the dynamic vulnerability in any 

electricity system network could be estimated just by changing the demand and power capacity as 

input data. 

 

Despite the low contribution of storage technology to power output in the current energy landscape, 

it is expected that its contribution increases with accelerated installation of distributed network, 

especially in local and rural regions. Considering the significant role of storage technology in 

securing dynamic vulnerability highlighted in this study, it is important to further discuss how to 

address the contribution of storage technology in the assessment of diversity in power mix.  
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Diversity in power mix has been also described on the basis of shares in generation capacity. It 

should be noted that the approach of accounting only for the power source-wise generation capacity 

in the diversity assessment cannot be simply applied to storage technology. As has been described 

for the centralized network, the storage capacity is also an essential factor for a continuous power 

supply since the use of storage technology is highly associated with time-series availability. 

 

Such behavior of storage technology complicates the boundary in accounting for energy generation. 

The power landscape has been demand-oriented so far, in which the power generation is 

intentionally matched with the demand, and the assessment of diversity has conventionally 

addressed the generated energy to be used directly to meet the demand. However, the increasing 

share of renewable energy may require a paradigm shift from the demand-oriented to the supply-

oriented power control. The extended use of renewable energy may potentially generate somehow 

needless surplus power regardless of the demand, and as seen in the case of distributed network, 

intelligent use of surplus power by installation of adequate and appropriate battery capacity would 

demonstrate the features of the supply-oriented power control. From this point of view, the whole 

energy generation including surplus energy used for charging storage devices has to be covered for 

adequate evaluation of dynamic vulnerability, as has been done in this study. An important 

argument towards this approach would be that the surplus electricity generated by the power 

sources is used for battery operation, and in reality the reliance of this surplus energy is thus 

somehow overlapped with multiple power sources. By reconsidering the boundary and concept of 

diversity in power mix, whether to count only on the energy used for meeting demand (e.g. 

excluding excess energy) or to cover the whole energy generation as employed in this study need to 

be further investigated in more depth. 
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As for the concept of dynamic vulnerability and diversity, the dynamic vulnerability of a given 

power source is defined as the degree in which the continuous power supply in the electricity 

system is disrupted due to a sudden disturbance at the facilities of that power source. This concept 

matches the conventional concept of long-term diversity based on the reliance on a given power 

source in energy generation.  

 

On the contrary, diversity could be also interpreted in other words; even if a given power source is 

disturbed, the continuous power supply is secured as long as other sources can compensate the 

disruption. In this sense, the subject to be focused is not only the power source being suddenly 

disturbed but also the role of intact energy sources serving to compensate the disturbance. In the 

analysis of distributed network, where only two power components, solar PV and battery, are 

included, we can interpret as the dynamic vulnerability of a power source implicitly indicates the 

ability of the other component to compensate its disturbance. On the other hand, in the analysis of 

centralized network, multiple intact power sources are involved in addressing its disruption and thus 

such interpretation of simple compensation could not be applied. The extension of the model 

structure is further required to analyze the individual dynamics of each of intact power sources after 

the occurrence of sudden disturbances on a single energy source in detail. 

 

This Chapter analyzed the difference of diversity in power mix between the long-term perspective 

conventionally developed and the short-term perspective newly addressed in this thesis 

(corresponding to the central question). 
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CHAPTER 7 : CONCLUSION 

7.1 Addressing research questions and objective 

While aspects of diversity in power mix have been widely studied in detail by a wide range of 

scholars accounting for energy generation by power source as static vulnerability based on stresses, 

this study aims to fill the gap in the studies regarding the dynamic vulnerability of an electricity 

system against the disruption of continuous electricity supply caused by sudden disturbances on an 

electricity supply under the notion of shocks. The objective of this study was 1) to conceptualize the 

dynamic vulnerability, 2) to develop the methodology for its quantification, and 3) to analyze the 

static and dynamic vulnerability of vital electricity system in the context of diversity in power mix. 

In this Chapter, the main research question and sub-questions are answered. 

 

7.1.1 Sub-Q1: What is the concept of dynamic vulnerability proposed in this study? 

Diversity in power mix acts to moderate the vulnerability of an electricity system against the 

disruption of continuous energy supply caused by an interruption of a single electricity supply 

source. Considering that the interruption of a power supply course has two natures including 

stresses under the long-term and static condition and shocks under the short-term and dynamic 

condition, this study focused on static vulnerability based on stresses and dynamic vulnerability 

based on shocks. It was clarified that, as the boundary of diversity in power mix, the static 

vulnerability is relevant to the stage of primary energy resource procurement, whereas the dynamic 

vulnerability corresponds to the stage of power generation at facilities. 

 

The conventional notion of diversity in power mix has been examined in the context of the static 

vulnerability of power system to continuous power system by accounting for the share of power 

generation by each power source. Such vulnerability is fundamentally based upon sufficiency of 
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power generation to meet demand. To analyze the difference of the trend between static and 

dynamic vulnerability, the concept of sufficiency was also applied to the dynamic vulnerability of 

the electricity system to the disruption of continuous power supply arising from a sudden 

disturbance at the facilities on a single energy source. In particular, the ability of the power system 

to withstand sudden interruption of system components was interpreted as the degree of sufficiency 

of power generation to meet demand. In other words, the dynamic vulnerability depends on whether 

the system maintains supply capability to generate sufficient power for meeting demand even after 

an occurrence of sudden interruption of electricity supply source. The system which maintain the 

minimum supply capability can remain self-sufficient. 

 

7.1.2 Sub-Q2: How can the dynamic vulnerability be quantified in the context of 

diversity in power mix? 

Based on the developed concept, the methodology for evaluating short-term diversity in the context 

of diversity in power mix needs to cover the several characteristics including sufficiency, a focus on 

the generation stage under HL-1, vulnerability potentially contained in the system, a focus on each 

power source, and consideration of time-series notion. There are limited indices dedicated for short-

term energy security such as reliability indices, and each index focuses on a specific feature in 

short-term energy security, whilst they do not sufficiently cover the concept of dynamic 

vulnerability assessed in this study. Therefore, the quantified method and index dedicated for the 

dynamic vulnerability in the context of diversity in power mix was newly required to be finally 

applied to short-term energy security study. 

 

This study has determined the scale of sudden disturbances based on the magnitude and duration of 

disturbances on facilities for power generation at an arbitrary time. There would be a threshold of 

magnitude and duration of disturbances that the power system can maintain the supply capability in 

a self-sufficient manner. Its threshold indicates that the greater threshold corresponds to the lower 
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dynamic vulnerability of power system to supply disruptions due to sudden disturbances. In other 

words, the combination of the greatest accepted magnitude of failure and the longest accepted 

duration of failure at a given instant leads to a power system with the most resilient supply 

capability at an arbitrary time. Algorithm of identifying its threshold has been developed in this 

thesis to quantify the degree of power system to maintain supply-capability, or the degree of 

vulnerability of power system to disruption of power supply, vice versa.  

 

7.1.3 Sub-Q3: What index dedicated for the dynamic vulnerability should be 

developed? 

By using the obtained greatest accepted magnitude of failure and the longest accepted duration of 

failure at a given instant based on the developed methodology, the three types of curves (DI curve, 

RI curve and DR curve) has been depicted. Then, the area under the depicted curve has been 

computed to develop an index dedicated for the dynamic vulnerability, or for the system security. 

 

This index has been introduced in multiple manners depending on which power source is focused in 

the analysis of sudden disturbances, for instances: the SINVI for nuclear power in centralized 

network (Chapter 4), the solar PV security and battery security for renewables and storage 

technology in distributed network (Chapter 5), and DVI for any type of power source in both 

centralized and distributed network (Chapter 6). 

 

7.1.4 Sub-Q4: How can the developed index dedicated for dynamic vulnerability be 

applied? 

Diversity in power mix has contributed to design of the electricity system and determination of the 

capacity sizing. In the dimensioned-based approach for the analysis of national energy security, 

energy generation by power source as static vulnerability in a national scale of electricity system 
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was accounted for to be applied into determination of capacity size. Additionally, in the process of 

determining capacity size in the distributed system, system adequacy alone has been utilized in the 

reliability assessment. Since dynamic vulnerability is simply dimmed out from their assessments for 

determining capacity size, the applicability of developed index dedicated for dynamic vulnerability 

into a given electricity system needs to be demonstrated for the comparison of static and dynamic 

vulnerability and for the contribution to determining capacity size. 

 

The core of dynamic vulnerability in this study is based upon the self-sufficiency of power system 

without any reliance on externalities even after sudden disturbances on facilities of power source. 

Due to this essential, this study assessed the standalone power system disconnected with any other 

external power network. By applying the developed index dedicated for the dynamic vulnerability 

into the standalone centralized network and distribution network, this study demonstrated its 

applicability through the comparison of static and dynamic vulnerability for the well-understanding 

of diversity in power mix and through cost-effectiveness analysis for determining capacity size with 

a consideration of sudden disturbances. 

 

7.1.5 Central question: What is the difference of trend between static and dynamic 

vulnerability in the context of diversity in power mix in energy security? 

The static and dynamic vulnerability in the context of diversity in power mix has been discussed in 

this thesis. Based on the conceptualization of dynamic vulnerability, the methodology for assessing 

the dynamic vulnerability of the electricity system to the disruption of continuous power supply due 

to sudden disturbances has been developed. By using the developed method, static and dynamic 

vulnerability characteristics have been obtained and compared for fictitious electricity demand and 

supply system. 
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In the fictitious distributed network within a one-day snapshot, the trend of static vulnerability is 

significantly different from that of dynamic vulnerability. In particular, some specific capacity 

combinations exhibited an inverse trend between static and dynamic vulnerability, in which the 

solar PV has the greater contribution in the context of static vulnerability while the battery has the 

greater contribution in the context of dynamic vulnerability. 

 

In the fictitious centralized network within a one-day snapshot, the comparison of static and 

dynamic vulnerability exhibits notably different trend. Under the greater input capacity, the static 

and dynamic vulnerability of nuclear and oil & LNG show the inverse trend. Under lower input 

capacity, oil & LNG is highest among the assessed power sources in both static and dynamic 

vulnerability, but its significant difference in the ratio of other power sources to oil & LNG was 

observed. 

 

The different degree of vulnerability and even the inverse trend by each of power sources between 

static and dynamic vulnerability has been highlighted in certain fictitious distributed and centralized 

network within in a one-day snapshot. As such, the objective of this study which aims to 1) to 

conceptualize the dynamic vulnerability, 2) to develop the methodology for its quantification, and 3) 

to analyze the static and dynamic vulnerability of vital electricity system in the context of diversity 

in power mix had been achieved and all the problem statements had been addressed in this study.   

 

7.2 Contribution of research 

a) Highlighting a new concern on nuclear power use 

A new concern on nuclear power use in terms of energy security has been highlighted in this 

thesis. Nuclear-related issues including public opinion, safety, and nuclear non-proliferation 

have been considered so far in the energy security narratives. In addition, most of research 
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works have qualitatively addressed this matter and its consequence has yet to be fully 

quantitatively analyzed. Meanwhile, for the first time, this study has analyzed the sudden 

supply disruption particularly associated with nuclear energy utilization due to the different 

societal issue such as governmental decision and lawsuits considered as a new and significant 

risk to domestic energy supply security. 

 

b) Quantitative presentation of significant role of storage technology in securing 

power supply 

In spite of drawbacks of storage technology (e.g. the capital and maintenance costs and 

unavoidable energy losses through the round-conversion process), the contribution of storage 

technology to the continuous electricity supply has been qualitatively and theoretically 

highlighted so far. Meanwhile, its ability to withstand sudden disturbances on power system 

has yet to be fully evaluated in a quantitative manner. By using the methodology developed 

in this thesis, it has even potentially implied the greater contribution of the battery to 

continuous power supply compared with the solar PV in the distributed system. Despite the 

low contribution of storage technology to power output in the current energy landscape, it is 

expected that its contribution increases with accelerated installation of distributed network, 

especially in local and rural regions. This finding would assist in removing barriers in 

installation of battery equipment to some extent. 

 

c) Establishment of a new index dedicated for short-term energy security 

The prediction of continuous electricity supply security after sudden disturbances on power 

sources will help the utility manager to make an appropriate action based on the information 

on the DI, RI, DR curves obtained by using the developed methodology in this thesis.  
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There are limited indicators and indices for representing the short-term energy security (e.g., 

ratio of energy consumption to production and reserve margin), and each of them focuses on 

a specific feature in short-term energy security. For example, these existing indicators cannot 

be used to adequately monitor the role of each power source, and some of them are based 

upon the past experience of the whole grid system, and can hardly take into account the 

prediction results of power disruption risk due to sudden disturbances. In this context, the 

developed methodology and index for evaluating dynamic vulnerability in the context of 

diversity in power mix could cover the several characteristics including sufficiency, a focus 

on the generation stage under HL-1, vulnerability potentially contained in the system, a focus 

on each power source, and consideration of time-series notion. 

 

d) Direct adoption of developed methodology and index to any other power system 

networks 

Although this study employed the case of both centralized and distributed network in Japan, 

the dynamic vulnerability in any electricity system network could be estimated just by 

changing the demand and power capacity as input data. This is an attractive point of this 

method. 

 

e) New insights on diversity in power mix 

Through this study, we have identified the necessity to reconsider the design policy of the 

electricity supply system in terms of evaluating diversity in power mix from the perspective 

of not only static vulnerability but also dynamic vulnerability. Relying only on energy 

generation and capacity, which is the conventional approach for long-term diversity 

evaluation, may potentially bear significant risk overlooking the hidden factors associated 

with the dynamic vulnerability. The major results and findings of this study shall add a new 
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view to energy security assessment and sustainable energy resource supply strategy, which is 

becoming more important in energy policy design. 

 

7.3 Future work 

As a starting point of quantitatively analyzing energy security based on vulnerability-based 

approach, this study focused on the vulnerability of power system in the context of diversity in 

power mix. A new insight on diversity in power mix was presented through this analysis by using 

such approach, whilst consideration of the following aspects would assist in in-depth understanding 

of diversity in power mix, vulnerability-based approach and practical implications in energy 

security study. 

 

a) Interpretation of diversity in power mix 

In this study, diversity in power mix was based on the vulnerability of power mix caused by 

the interruption of each power source. On the contrary, diversity could be also interpreted in 

other words; even if a given power source is disturbed, the continuous power supply is 

secured as long as other sources can compensate the disruption. In this sense, the subject to 

be focused is not only the power source being suddenly disturbed but also the role of intact 

energy sources serving to compensate the disturbance. In the analysis of distributed network, 

where only two power components, solar PV and battery, are included, we can interpret as 

the dynamic vulnerability dedicated for a power source implicitly indicates the ability of the 

other component to compensate its disturbance. On the other hand, in the analysis of 

centralized network, multiple intact power sources are involved in addressing its disruption 

and thus such interpretation of simple compensation could not be applied. The extension of 

the model structure is further required to analyze the individual dynamics of each of intact 

power sources after the occurrence of sudden disturbances on a single energy source in detail. 
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b) Vulnerability-based approach 

Under the vulnerability-based approach in energy security study, this study focused on 

diversity as one of the features in resilience and shocks and stresses as features in risk. 

Meanwhile, the overall vulnerability potentially contained in vital energy systems contains 

various features in both risk and resilience. For instances, several concepts are involved even 

in the concept of risk, including the term “hazard” and “threat”. Although Cherp and Jewell 

pointed out flexibility and diversity as the components of resilience, there are other various 

features presented in the resilience narrative such as “adaptability”, “redundancy”, and 

“interdependency”. In particular, the role of intact energy sources serving to compensate the 

disturbance previously mentioned as the different interpretation of diversity in power mix 

would be somewhat relevant to the concept of “flexibility” and “adaptability”. Further 

analysis of different features of both risk and resilience would aid in well-understanding of 

energy security based on the vulnerability-based approach. 

 

c) Practical applications 

Although the developed algorithm was employed in the theoretically-based system in this 

study, its practical application to the real world and inclusion of factors such as technical 

constraints and innovative technologies would be required. In practice, sudden disturbances 

in power generation facilities complicate the retention of stability in rotor angle, voltage and 

frequency [96]. In addition, it is highly expected in future that the energy consumption would 

be optimized through a use of demand response tool under the concept of energy saving. The 

interest in analyzing the impact of demand response tool on the hybrid renewable energy 

system in the static condition has increasingly grown as a research topic (e.g., [188, 189, 

190]). Given that the balance between demand and supply is monitored through the two way 

communication technology, the demand side can be managed even under the emergency 

[191]. The inclusion of these practical features in the developed algorithm might also assist in 
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determining the optimal capacity size in the real centralized grid system with distributed 

system from the perspective of energy security. 
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Appendix 

System adequacy analysis 

Conventional categorization of power system is three operational regions including generation, 

transmission and distribution [192], which helps to clearly identify the parts of power system 

assessed in the research. Given that assessments of power system adequacy primarily concerns on 

the sufficiency of capacity size to meet the total power demand in the system, it has been widely 

assumed that the transmission and distribution technologies are completely reliable [99]. Adequacy 

assessments have been developed under two main constituents: the generation facilities and load, 

matched with the hierarchical level 1 (HL-1) [193]. 

 

Earlier research works have conducted adequacy assessments for the various scales of power 

system. Particularly for distributed network, while the majority is the scale of community-based 

microgrid, the smaller scale including the individual building and house is also considered [194, 

195]. The case of a larger scale of power flow system was also addressed so far (e.g., Chaudry et al. 

assessed the adequacy of gas network connected to the whole national grid in UK by employing a 

sequential Monte Carlo simulation [196]), this section only focuses on the adequacy assessment in 

hybrid renewable energy system. 

 

Community-based microgrids are formulated with the hybrid renewable energy system. Various 

energy sources have been integrated in the hybrid system including solar photovoltaic (PV), wind, 

diesel, micro hydro, micro gas, biomass, and biogas. Particularly, solar PV and wind are key 

sources for the hybrid renewable energy system. Storage technology often represents a battery, 

which are integrated in the hybrid systems in the most cases for the levelling of intermittency. 

Meanwhile, some studies (e.g., [73, 79, 71]) did not employ the battery in their hybrid systems.  

 

Most of microgrids assessed in the hybrid renewable energy system are standalone. Standalone 

microgrids are expected to solve the uneven balance of energy services. 15 % of global population 
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experience energy poverty under no access to electricity [153]. National grids are not fully covered 

in the remote rural areas due to not being worth investing the extension of grid for an only few 

residential people [152]. Besides that, given that microgrids are a promising future technology in 

urban areas, some of authors (e.g., [73, 71, 69]) assessed the microgrids connected to the national 

grid to assess the adequacy of interconnection. Suchitra et al. [197] conducted the comparative 

reliability assessment of on-grid and off-grid microgrids. 

 

In most cases, the target span is one year, which is considered long enough for the adequacy 

assessment. Some authors used the lifetime of hybrid renewable energy technology with 20 years 

[73], and 25 years of life span [64]. Another study focused on the most vulnerable month in terms 

of continuous power supply from the past experience [74]. In addition, while hourly model 

simulation is common, Das et al. assessed the impact of time resolution differences between 15 

minutes and 1 hour on the simulation outcomes [198].  

 

In order to take into consideration the intermittent and stochastic nature inherent in renewable 

energy, a probabilistic method has been basically utilized to estimate the power system reliability. 

Various probabilistic models have been developed in last few decades [199]. The probabilistic 

approach was employed not only for power adequacy of hybrid renewable energy system but also 

grid system security and resilience evaluation. Power system reliability is expressed in the form of 

various indices [59]. The widely accepted reliability indices are as follows: 

 

Loss of power supply probability (LPSP) The ratio of summation of energy deficit over the 

total energy demand during the considered period 

Loss of load expectation (LOLE) The ratio of summation of energy deficit duration 

over the considered period 

Loss of load probability (LOLP) The probability of supplied power not meeting the 

demand for the considered period 
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Expected energy not supplied (EENS) Expected energy deficiency when the demand is 

greater over the supply 

 

The different indices for reliability evaluation have been proposed, including deficiency of 

power supply probability [80], system autonomy [76], percentage of risk and healthy state 

probability [81], max energy not supplied [82], and loss of load hours [67]. 

 

Various research works have focused on uncertainties potentially affecting on reliability 

assessment in the hybrid renewable energy system. Meteorological and geographical characteristics 

are one of the major resource uncertainties [70]. Zolfaghari et al. integrated the geographical 

information at the multiple wind sites in the reliability assessment [71]. Roy et al. conducted 

sequential Monte Carlo simulation to evaluate the wind speed uncertainty in the chronological 

series [72]. Energy demand pattern is also considered as a major uncertainty [200]. Semaoui et al. 

analyzed the impact of energy management on the demand side on the whole reliability assessment 

and capacity sizing optimization [64]. Several research works evaluated both uncertainties in the 

reliability assessment covering meteorological factors such as solar irradiation and wind speed and 

load demand fluctuations (e.g., [67, 77]). 

 

Interest of standalone and grid-connected distributed network has been growing as a major research 

target for assessing reliability of the hybrid renewable energy system. Meanwhile, an individual 

building and house as the smaller scale of power supply flow system has been also focused recently 

in the reliability and size optimization narratives in response to the evolution of zero energy 

building/home (ZEB/ZEH). 

 

ZEB consumes energy produced on-site with the renewable energy system to meet the energy 

demand of building [157]. Given the energy loss and capital costs for the installation of storage 

technology in a standalone ZEB [201], grid-connected ZEB has been given preference in the 
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interest of research [202]. In order to achieve the intended goal of ZEB, the capacity sizing of 

renewable energy needs to be carefully assessed on a basis of performance evaluation [147]. The 

ZEB performance is often optimized from the various perspectives including economy [203, 204, 

205], environment [206, 207, 208], and comfort [209]. 

 

Regardless of whether ZEB is connected to the grid or not, ensuring the continuous electricity 

supply is of paramount importance. Many research works have conducted the reliability assessment 

of renewable energy system in ZEB/ZEH.  

 

Pertaining to the grid-connected ZEB, LOLP is utilized to monitor how often power is supplied 

from the connected grid [210, 211, 212]. Renau et al. evaluated reliability of the nearly ZEB in the 

form of self-sufficiency by analyzing the annual energy balance [213].  

 

Pertaining to the standalone ZEB and ZEH, Gangwar et al. assessed reliability and sensitivity of 

hybrid renewable energy system in a lecture building of a technical institute [214]. Ayop et al. 

computed LPSP of solar PV/battery system of building in Malaysia [215]. Kostas et al. conducted 

the comparative assessment of loss of energy expectation (LOEE) and LOLE in the solar PV system 

of a small residence in Greece [216]. Hu and Augenbroe developed the stochastic model for the 

reliability evaluation in the off-grid solar house in US by proposing various indicators including 

load-point failure rate, load-point outage duration, load-point annual unavailability, and energy 

wasted [52]. 

 

System security analysis 

In contrast to the adequacy of reliability, power system ability to address the sudden disturbances at 

the dynamic condition is associated with system security and resilience. System security and 

resilience have been scarcely evaluated in the hybrid renewable energy system, whereas its interest 

in the case of centralized power grid has been grown as a research topic. In order to achieve the 
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comprehensive reliability assessment for the determination of optimal capacity size in the hybrid 

renewable energy system in future, this Section surveys the trend of the security and resilience 

assessment in centralized power grid. 

 

Grid system security has been independently evaluated in the topic of system security assessment 

[217]. System security indicates the power system ability to withstand sudden disturbances 

including failures of power system facilities including generators [218], transmission lines [219, 

220], distribution lines [221], transformers [222, 223], converters [224]. In order to evaluate the 

impact of sudden disturbances, transient stability assessment has been widely conducted. Transient 

stability assessment is highly associated with the system ability to maintain synchronism after the 

occurrence of severe transient disturbances [225]. In addition, the probabilistic evaluation 

approaches have been integrated with the transient stability assessment [226]. Benidris et al. 

introduced the three probabilistic transient stability indices including the system instability, the 

robustness against fault events and the unstable risk of sudden disturbances [49]. Rocha et al. 

combined the probabilistic reliability indices including System Average Interruption Frequency, 

System Average interruption Duration, and EENS with the dynamic islanding operation evaluated 

by the transient stability assessment [221]. Given the sudden disturbances have a potential of 

leading to cascading outages, Henneaux et al. developed the probabilistic simulation model for the 

slow cascades and the fast cascades [227]. 

 

In addition to the probabilistic consideration in the security assessment, the impact of failures on the 

system has been also taken into account in the form of risk-based approach encompassing the 

likelihood and consequence [228, 229, 230]. Ciapessoni et al. divided the risk into the thorough 

categorizations including threats, vulnerability, contingency and impact and conducted the risk-

based security assessment in the aggregated system of both power flow and Information and 
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Communication Technology [102]. Hazra and Sinha presented the risk-based security model 

incorporating the severity of contingencies with the forced outage statistics [218].  

 

Some research works combined both adequacy and security to evaluate the overall system 

reliability [50, 231]. Lei et al. assessed the reliability of both generation and transmission facilities 

by employing LOLP to measure adequacy and security [50]. Yu and Singh utilized the different 

reliability indices separately including Bus Isolation Probability (BIP), Expected Power Loss (EPL) 

and LOLP for adequacy and Probability of Stability (POS) for security [231].  

 

Globally, the extreme natural disasters have caused the extensive blackout covering the wide range 

of national grid (e.g., including Hurricane Katrina in 2005, Great East Japan Earthquake in 2011 

and Hurricane Sandy in 2012) [232]. The wide range of blackout has a significant impact on the 

economy and society [233]. Therefore, development of resilient power system is of significant 

importance to deal with sudden extreme disturbances and to avoid the widespread power supply 

disruptions. 

 

It must be noted that there is no universal consensus on resilience in the power system communities 

and the definition of resilience varies from researchers [234]. Given that the concept of resilience is 

still at its infancy [235], the scope of some researches, which should be matched with system 

resilience, were sometimes discussed in the reliability and security narratives (e.g., [236, 237]). 

Compared to the system security, the term “resilience” is used to express the ability of extensive 

power system to withstand the massive and extreme events including hurricanes, tornados and 

earthquakes with a low probability [238, 239]. Recovering process, which is mostly ignored in the 

reliability narrative, is also included in the system resilience analysis [240]. 

 

Among the conventional grid categories, transmission and distribution lines are often focused in the 

resilience assessment. Panteli et al. conducted multi-temporal and multi-regional resilience 
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assessment with application to the impact modelling of severe windstorms on transmission 

networks based on optimal power flow and sequential Monte Carlo simulation [241]. Particularly, 

interest in the improvement of transmission and distribution lines against natural disasters with 

introducing microgrids has been growing as a research topic [242, 243]. Microgrids can operate in 

islanding mode from the transmission network when occurring extreme events to enhance reliability 

of power system with supplying the electricity to the local demand [244, 245]. It is important to 

ensure a successful microgrids islanded operation from the perspectives of not only technical 

stability but also redundant local generation and storage capacity size [246, 247].  

 

In order to quantify the system resilience, various indices have been utilized. Liu et al. demonstrated 

the usefulness of microgrids to improve the power system resilience by employing LOLP and 

EENS [219]. Zare-Bahramabadi et al. developed a new index for quantifying the resilience of 

distribution systems against extreme weather-related loading by taking into consideration the 

geographic information system [235]. Rocchetta et al. employed EENS and developed the 

probabilistic resilience framework incorporating weather-influenced failures and recovery of the 

system components [248]. EENS was further applied to Resilient Achievement Worth Index to 

quantify maximum percentage improvement of system resilience [241]. Farzin et al. focused on the 

expected energy curtailment during disturbances to form a new index to monitor the outage 

management strategies [246]. Panteli et al. took into account a risk-based islanding algorithm and 

proposed Severity Risk Index developed based on the magnitude and probability in the failure 

scenarios [249]. Li et al. employed the traditional reliability indices including System Average 

Interruption Frequency Index (SAIFI), System Average Interruption Duration Index (SAIDI), 

Customer Average Interruption Duration Index (CAIDI), Average Service Availability Index 

(ASAI), besides EENS [237]. 

 


