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Generalization of operator type Shannon inequality and its reverse one
HHFEr (EnEpik #) (Takayuki Furuta)

Abstract. We shall state the following generalization of operator type Shannon inequal-

ity and its reverse one as a simple corollary of parametric extensions of Shannon inequality

in Hilbert space operators.

Let {A;1, Ay, ..., Ap} and {By, By, ..., Bp} be two sequences of strictly positive operators
n n
on a Hilbert space H. IfZAj = ZBJ- =1, then

i=1 j=1

252(14le [ZBA 13] log[ZBA 1B] >10g[ZBA 13]

j=1

> ZSI(AjIBJ) >02> ZS(Ale,-)

> —log [zn: Aij—lAj] > — {zn: Aij—lAj] log [2": Aij‘lAj]

j=1 j=1 j=1

>ZS_ A;|B;)

where S;(A|B) = A3(A% BA7% )9(log A:‘IBA:zl)A% for A > 0, B > 0 and any real number
q and S(A|B) = So(A|B) = A2 (log AT BAZ ) A% which is the relative operator entropy of
A>0and B> 0.

Our results can be considered as parametric extensions of the following celebrated Shan-
non inequality ([3],[5] and [233 p ,1]) which is very useful and so famous in information
theory. Let {a1,as,...,a,} and {b1, by, ..., b,} be two probability vectors. Then

n n .
0> }: ajlogb; — Z a;loga; (see inequalities (2.4) of Corollary 2.4).
j=1 =1

§1 Introduction

First the Shannon inequality asserts: Let {a,as, ..., a,} and {by, by, ..., b,} be two proba-

bility vectors. Then
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n
b
(1.1) 0> E ajloga—J.
=1 J

n n
b; .
We remark that 0 > Z a;log -2 in (1.1) is equivalent to D = z a;log % > 0 which is
e a; = b;
the original number type Shannon inequality and this D is called “divergence” in [3] and

5],

In this paper we shall state parametric extensions of Shannon inequality and its reverse

one in Hilbert space operators.

A bounded linear operator T on a Hilbert space H is said to be positive (denoted by
T > 0) if (Tz,z) > 0 for all z € H and also an operator T is said to be strictly positive
(denoted by T > 0) if T is invertible and positive.

Definition 1.1. S,(A|B) for A > 0, B > 0 and any real number ¢ is defined by
S,(A|B) = Ai(AT BAT )i(log A7 BA%)As.

We recall that So(A|B) = Ai(log AT BA7)A? = S(A|B) is the relative operator en-
tropy in [2] and S(A|I) = —Alog A is the usual operator entropy in [4].

Definition 1.2. Ah,B for A > 0 and B > and any real number q is defined by
Al,B = A3(A%7 BA%)1A%
and AtpB for p € [0,1] just coincides with Afj,B which is well known as p-power mean.
We remark that S;(A|B) = —S(B|A) and moreover Sg(A[B) = —S1_4(B|A) for any g.

Following after Definition 1.1, The original Shannon inequality can be expressed as fol-

lows:

n b o 1 e N
0> Zaj 10g5§ = Zaj? (loga;® bja;® )a; = 215(a,j|bj).
j=1 J=1 J=

n
Consequently 0 > Z S(a,|b;) in the original Shannon inequality can be extented to
i=1

n
0> Z S(A;|B;) in operator version case (2.4) of Corollary 2.4, so that the form of (1.1)
j=1
is convenient for operator type extension. We can summarize the following contrast:



The original Shannon inequality The operator version Shannon inequality
and its reverse one and its reverse one
O>ia-lo E)-j->—lo i‘_‘f_ O>§ES(A-|B~)>—10 iA-BTlA-
—j=1 ’ gaj_ gj:lbj. —j=1 e gj:l o
n n n n
foraj,b; >0 with1=3 a;=> b for A;; B;>0with [=) A;=) B;
j=1 j=1 j=1 j=1

§2 Parametric extensions of operator reverse type Shannon inequality
derived from two operator concave functions f;(t) = logt and f,(t) = —tlogt

Firstly we shall state the following parametric extensions of Shannon inequality and its
reverse one in Hilbert space operators derived from an operator concave function f(t) =
logt.

Theorem 2.1. Let p € [0,1] and also let {A;, As, ..., An} and {B1, By, ..., By} be two

sequences of strictly positive operators on a Hilbert space H such that Z A;tp,B; < 1, where

J=1
I means the identity operator on H. Then

(2.1) log [Z(AjthBj) +to(I — Z Ajﬂij)] — logto( — > AjtpB))

Jj=1 j=1

2 z Sp(AJ‘IBJ‘)
i=1

n n n
> - IOg [Z(Ajbp—lBj) + t()(I - EAJﬁPB])] + 10g to(I - Z Ajuij)
i=1 j=1 i=1

for fized real number to > 0, where S,(A|B) is defined in Definition 1.1 and Al B is defined
in Definition 1.2.

Secondly we shall state the following parametric extensions of Shannon inequality and
its reverse one in Hilbert space operators derived from an operator concave function f(t) =
—tlogt.

Theorem 2.2. Let p € [0,1] and also let {Ai, A, ..., An} and {By, By, ..., Bp} be two
n

sequences of strictly positive operators on a Hilbert space H such that E A, B; < 1, where
j=1
I means the identity operator on H. Then



a7

n

22) Y Spr(41By)

j=1

[E(Aahp+13 +to(I — ZAyﬁp ]IOg[Z Jhp+lB +to(l — ZAJﬁP ]

—tologto(I — ZAjﬂij) for fized real number ty > 0,
i=1

and
(22) ZS_I(AjIBﬁ
[Z(A,np_13)+to(1 ZAJﬁpB )] log[Z(AJhp_lB +to(I — ZA]ﬁ,, )]

+tologte(l — ZAjﬂ,,Bj) for fized real number to > 0,

where S,(A|B) is defined in Definition 1.1 and AlgB is defined in Definition 1.2.
We shall state the following result which can be shown by combining Theorem 2.1 with

Theorem 2.2.

Corollary 2.3. Let p € [0,1] and also let {A1, Aa, ..., An} and {Bi, By, ..., By} be two
n

sequences of strictly positive operators on a Hilbert space H such that Z Al Bj < I, where
Jj=1
I means the identity operator on H. Then

(2.3) ;Spﬂ(AjIBj)
> [gmju,,ﬂg,.) FU- }: 434,B,)] log [g;(A,-hmB,-) (I - Z Aty By)]
> log [f;(AjhpﬂBj) +(I - Jf:"‘a'ﬂpr)]
>3 5,(451By)
p=

n

> —log [Z(A bp-1B;) ZAJﬂP ]

j=1



n

—[i(Ajhp—lBj)+(l—iAjﬁij)] 1og[Z< Ajlip-15;) ZA’ﬁ” ]

j=1
> " Sp-1(441By)

=1
where S,(A|B) is defined in Definition 1.1 and Al B is defined in Definition 1.2.

Corollary 2.3 easily implies the following result which can be considered as operator

version of Shannon inequality and its reverse one.

Corollary 2.4. Let {A;, Ay, ...,An} and {Bi, By, ..., Bp} be two sequences of strictly
n n

positive operators on o Hilbert space H. If z A= Z B; =1, then
J=1 f

(2.4) 252(AJ|B > [ZBA lB] 1og[ZBA 13] >log[ZBA 'B;]

Jj=1 J—1 Jj=1

> ZSI(A,-lB,-) >02> ZS(AJ'IBJ')
j=1 j=1
> —log[> A4;B; 4] 2 - | A;B;4;) 10g[ 3 A;B; 44
j=1 j=1 j=1
2 Z S-1(4;|B;).
j=1

Remark 2.1. We recall S;(A|B) for A > 0, B > 0 and any real number g as follows:
S,(A|B) = A3(AT BAT )i(log AZ " BAT)A:.
By an easy calculation we have
4(5,(A|B)] = A3(A7 BA7)[log AT BAT|?At > 0,

so that Sy(A|B) is an increasing functlon of g, and it 1s interesting to point out that

the decreasing order of the positions of ZSZ A;|B;), ZSl A;|B;), ZS(A |B;), and

j=1 7j=1

Z S_1(A;]B;) in (2.4) of Corollary 2.4 is quite reasonable since Z S(A;|B;) Z So(4A;|B;).

Jj=1 Jj=1

This paper will appear elsewhere with complete proofs.
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