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Abstract
Objectives: The objective of the study was to identify determinants of external validity of prognostic models.
Study Design and Setting: We systematically searched for studies reporting prognostic models of heart failure (HF) and examined

their performance for predicting 30-day death in a cohort of consecutive 3,452 acute HF patients. We applied published critical appraisal
tools and examined whether bias or other characteristics of original derivation studies determined model performance.

Results: We identified 224 models from 6,354 eligible studies. The mean c-statistic in the cohort was 0.64 (standard deviation, 0.07). In
univariable analyses, only optimal sampling assessed by an adequate and valid description of the sampling frame and recruitment details to
collect the population of interest (total score range: 0e2, higher scores indicating lower risk of bias) was associated with high performance
(standardized b 5 0.25, 95% CI: 0.12 to 0.38, P ! 0.001). It was still significant after adjustment for relevant study characteristics, such as
data source, scale of study, stage of illness, and study year (standardized b 5 0.24, 95% CI: 0.07 to 0.40, P 5 0.01).
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Conclusion: Optimal sampling representing the gap between the population of interest and the studied population in derivation studies
was a key determinant of external validity of HF prognostic models. � 2020 Elsevier Inc. All rights reserved.
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1. Introduction

Heart failure (HF) is a leading cause of mortality and
morbidity and a heavy social and economic burden in
affluent societies [1]. In addition to innovative therapies, ac-
curate prognostic assessment tools with optimal risk man-
agement within the existing framework of medicine are a
major key to reduce these burdens [2]. Notably, they support
appropriate decision-making by health care stakeholders,
facilitating well-planned life management for patients them-
selves and efficient and effective patient and hospital man-
agement for health care providers and policymakers, using
limited time and resources [2e5]. Inappropriate selection
and application of prognostic models may conversely cause
huge loss in terms of risk-treatment mismatch and regulatory
failures [6e8]. The demand for efficient prediction models is
higher than ever in the era of precision medicine [9].

Despite the plethora of prognostic models for HF
currently available [1], no confident guides exist regarding
how to select models and which models to apply among
them [10]. It is recommended to select models replicated
in a number of studies and derived from cohorts similar
to the population in question for the target outcomes
[10e15]. However, it would be hard to find a model with
complete correspondence because the backgrounds of prog-
nostic models are more or less different from the situations
to be applied in terms of patients’ characteristics, preva-
lence of disease, incidence of adverse events, available
treatments, outcomes to be predicted, time span of predic-
tion, and intended moment of prediction. Therefore, under-
standing which differences affect and what determines the
predictive value of prognostic models is required for effi-
cient utilization of the models [10,12e14].

In addition to similarities in study characteristics, the
quality of the derivation study is a potential determinant
of external validity of prognostic models [14e17]. A biased
study would have a distorted spectrum of the population,
predictors and outcomes, deriving models composed of
inappropriate variables with inappropriate weighting [18].
This is why a reporting guideline for prediction studies
[19] and guides for systematic review of prediction models
[14,20,21] emphasize study bias. However, the effect of
study bias on predictive ability has not been systematically
examined because of lack of a standard, systematic, and
quantitative assessment tool.

Recently, an expert panel has developed a method for crit-
ical appraisal of prognostic research, the Quality In Prog-
nosis Studies (QUIPS) [22]. A standardized format for
identifying important clinical characteristics in prediction
models has also been proposed (CHecklist for critical
Appraisal and data extraction for systematic Reviews of pre-
diction Modelling Studies [CHARMS]) [20]. To address the
issue, we used a cohort of 3,452 Japanese patients with acute
HF and examined the performance of existing prognostic
models of HF in predicting 30-day death after admission
in the cohort. To identify factors associated with greater
vs. less predictive power, we examined characteristics of
the derivation study, including the study biases and similar-
ities of study characteristics to those in the Japanese cohort.
2. Materials and methods

2.1. Overall study design

Our study involved four steps. First, we systematically
identified all studies reporting prognostic models of HF.
Second, we assessed the risk of bias and other study char-
acteristics of the original derivation studies based on the
recently published assessment tools. Third, we examined
the performance of the models in an existing cohort of
HF. Fourth, we examined associations between model deri-
vation studies and their predictive power. The institutional
review boards at National Cerebral and Cardiovascular
Center and Kyoto University, where the analysis was con-
ducted, approved the use of the cohort data for this study
(M29-059, R1135). The research was conducted in accor-
dance with the Declaration of Helsinki. Supplementary
Material provides full details of the study methodology.

2.2. Criteria to select studies for review

We included prognostic studies of HF reporting statistical
models of any modeling methods that provided enough details
to apply them in a new cohort, such as all the predictors and
coefficients in the models. Predictors in the models needed to
be included in the validation cohort for replication. The study
purpose could be development of prediction models or explo-
ration of contributing factors (predictor-finding studies) [20].
The target populations were HF patients with current or prior
symptoms regardless of the stage of illness, subtype, and eti-
ology. The target outcomes were death, hospitalization, heart
transplantation, heart assist device implantation, or their com-
bination, regardless of the timing of the outcome measures.

2.3. Search strategy for identification of studies

We searched studies using PubMed (1950 to May 2017).
Supplementary Methods provide the detailed search



73nical Epidemiology 121 (2020) 71e80
What is new?

Key findings
� We found that optimal sampling was the key deter-

minant of the performance of prognostic models
for heart failure (HF) among all the bias compo-
nents and study characteristics in the derivation
studies when we directly compared the 224 sys-
tematically identified models in a cohort of acute
HF.

What this adds to what was known?
� When applying prognostic models, it has been

conventionally recommended to select models
replicated in a number of studies and derived from
cohorts similar to the population in question for the
target outcomes. However, these conventional
practices were not verified at least in this study.

What is the implication and what should change
now?
� All users and developers of HF prognostic

modelsdand perhaps prognostic studies in
generaldneed to be more conscious of study bias,
before jumping to ‘‘big data’’ or ‘‘artificial
intelligence.’’

� Many prognostic models have been proposed espe-
cially in cardiovascular medicine, but what deter-
mines their successful replication in new
populations has not been fully investigated. Further
evidences through quantitative researches are
required for the appropriate use and development
of prognostic models in any medical field.

N. Iwakami et al. / Journal of Cli
strategy. We applied the search filter developed by Ingui
et al. for prognostic studies [23,24]. We also included the
reference lists of relevant systematic reviews to identify
additional studies missed from the electronic searches.

2.4. Selection of studies and models

Two reviewers (N.I. and H.N.) selected the studies and
models among all the records identified through the search
methods. The PRISMA flow diagram (Supplementary
Fig. S1) summarizes decisions made in the process [25].
After selecting the studies, we further selected one model
in each study to avoid a clustering effect. We followed
the priority list set in advance, which gave preference to
mortality over hospitalization for modeling outcomes and
to logistic or survival analysis over other modeling methods
(Supplementary Methods).
2.5. Assessment of risk of bias and data collection in
included studies

Independent pairs from a team of seven reviewers (N.I.,
A.T., A.O., K.N., M.T., M.N., and S.O.) assessed the risk of
bias in the included derivation studies using the criteria out-
lined in QUIPS [22]. QUIPS comprises six domains with
31 subdomain items: domain 1, study participation (six sub-
domains); domain 2, study attrition (five subdomains);
domain 3, prognostic factor measurement (six subdo-
mains); domain 4, outcome measurement (three subdo-
mains); domain 5, study confounding (seven
subdomains); and domain 6, statistical analysis and report-
ing (four subdomains). Each subdomain item was answered
as Yes (low risk of bias) or No (high risk of bias) and was
scored as 1 and 0 for quantitative analysis.

We further extracted data of the study characteristics
following CHARMS [20], referring to a reporting guideline
for prediction models [19] and guides for systematic re-
views [14,21], as well. CHARMS is a list of key items to
extract from individual studies in a systematic review of
prediction models.

2.6. Population used to apply identified models

We used cumulative data from the West Tokyo Heart
Failure (WET-HF) registry and the National cerebral and
cardiovascular center acute DEcompensated heart Failure
(NaDEF) registry for applying identified prognostic models
[4,26e28]. Both registries adopted the same eligibility
criteria and recruited 3,781 consecutive acute HF patients
admitted to six referral hospitals in East and West Japan.
We excluded patients without vital status information since
admission (n 5 329) from analysis. The respective institu-
tional review boards approved the study protocols of the
two registries, and the study protocols have been registered
at Japanese University Hospital Medical Information
Network Clinical Trial Registration (UMIN000001171
and UMIN000017024, respectively).

2.7. Replication of identified models

We used clinical variables on admission to predict 30-
day death after the index admission. We calculated the risk
score for each patient for each included prognostic model
and computed the c-statistic for each model. If the model
was based on logistic regression, we calculated the risk
scores as the sum of the variables weighted by the reported
coefficients. If the model was survival analysis, we calcu-
lated the risk scores as the sum of the variables weighted
by the logarithm of hazard ratios.

2.8. Statistical analyses

All continuous variables are shown as mean (standard
deviation, SD) or median (interquartile range), as appro-
priate. The main analysis in this study was multivariable
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linear regression analysis to identify the determinants of
predictive value among study characteristics. The variables
compared in the main analysis were the QUIPS [22] subdo-
main items for risk-of-bias assessment and the items in the
CHARMS checklist [20] for other study characteristics
including similarities of the cohorts. First, we examined
the association between these items and c-statistics in the
univariable analysis using unpaired t-test or analysis of
variance for nominal and categorical variables, and simple
linear regression analysis for continuous variables. We then
included those significant items in the main analysis,
considering the causal relationship, multicollinearity, and
percentage of missing variables. Because some QUIPS sub-
domains are not necessarily independent, evaluating the
same framework of bias from different aspects, we inte-
grated similar subdomains to avoid multicollinearity by
summating the score. We dichotomized multicategorical
data in a prespecified clinically meaningful way. We
checked the assumption of linearity and homoscedasticity
between the predictors and outcomes by scatter plot. We
performed all analyses using JMP Pro 13 (SAS Institute
Inc., Cary, NC). All reported P values were two-sided,
and the significance level was set at P ! 0.05 adjusted
for the number of multiple tests in the univariable analysis
using the Bonferroni correction.
3. Results

3.1. Systematic review of prognostic models

Among 6,340 articles identified through electronic data-
base search and 103 additional papers identified through
reference list search, we identified 224 models in 224
studies (Supplementary Fig. S1). Supplementary Table S1
summarizes all included studies and their characteristics.
Supplementary Fig. S2 summarizes the risk of bias accord-
ing to QUIPS. The percentage agreement and the kappa sta-
tistic among the independent raters were 72% and 0.48,
respectively, overall (Supplementary Table S2). Table 1
shows the characteristics of the derivation studies according
to the CHARMS checklist [20]. Only 30 (13%) of the
included studies reported c-statistics in the derivation
cohort, the mean of which was 0.77 (SD, 0.06).
3.2. Replication and comparison of identified models

The identified models were applied to the cohort of
3,452 acute HF patients. Supplementary Table S3 shows
the patient characteristics of the cohort. The outcome of
30-day death after admission occurred in 69 (2.0%).

The overall c-statistics of the identified models in the
Japanese cohort had a mean of 0.64 (SD, 0.07) with approx-
imately ½ between 0.6 and 0.7 and a quarter each between
0.5 and 0.6, and between 0.7 and 0.8 (Fig. 1).
Supplementary Results list the c-statistics of the
representative prognostic models for acute HF referred to
in the clinical guideline [1].

Table 1 shows the association between the characteristics
of the original derivation studies and their performancewhen
applied to the Japanese cohort. Similarities of the cohorts in
terms of the data source (P 5 0.02), stage of illness
(P5 0.02), age (P5 0.002), gender (P5 0.003), study year
represented by the publication year (P5 0.01), and outcomes
to be predicted (P 5 0.01) were not statistically significant
when the significance level was set at 0.05/50 5 0.001.
Fig. 2 graphically shows the temporal improvement in per-
formance of the prognostic models with an improvement
from an average of 0.62 to 0.66 over approximately 20 years.
Studies conducted in Japan did not present significantly high-
er c-statistics compared with those in other countries (c-sta-
tistic 0.67, SD 0.08 vs. 0.64, SD 0.08, P 5 0.06).

Table 2 shows the correlation between the QUIPS assess-
ment result and the predictive value of the models. Two sub-
domain items regarding the sampling frame and recruitment
in the derivation studies were associated with higher c-statis-
tic: ‘‘d. adequate description of the sampling frame and
recruitment’’ (P 5 0.001) and ‘‘e. adequate description of
the period and place of recruitment’’ in QUIPS domain 1,
study participation (P5 0.003). Both items exclusively mea-
sure the validity of participant recruitment and were concep-
tually and statistically inter-related (tetrachoric r 5 0.73).
The summative score of these two items (score range: 0 to
2, 2 indicating low risk of bias) was significantly associated
with the c-statistic (standardized b 5 0.25, 95% CI: 0.12 to
0.38, P ! 0.001), even when adjusted for relevant study
characteristics such as data source, scale of study, stage of
illness, and study year (standardized b 5 0.24, 95% CI:
0.07 to 0.40, P 5 0.01) (Table 3). The results were robust
in subgroup analysis excluding chronic HF studies
(Supplementary Table S5).
4. Discussion

4.1. Major findings

In the present study, we demonstrated that optimal sam-
pling was the key determinant of the performance of prog-
nostic models for HF among all the bias components and
study characteristics in the derivation studies. Similarities
of derivation and replication cohorts showed association
with predictive value in univariable analysis, such as data
source, stage of illness, age, gender, study year, and out-
comes to be predicted, but this methodological bias was
the only significant. All users and developers of HF prog-
nostic modelsdand perhaps prognostic studies in
generaldneed to consider the apparent pre-eminent impor-
tance of this risk of bias item.

As we described in Supplementary Methods, we as-
sessed not only if the sampling frame was described but
also if it was valid. What we quantitatively measured in



Table 1. Characteristics of systematically identified studies and their impact on external validity of prognostic models

The study characteristic following
the CHARMS checklist Overall (n [ 224) Missing, n (%)

Averaged c-statistic or std
b coefficient (95% CI) P value

Source of data

Cohort/registry 178 (79) 0 0.65 6 0.07 0.02

Clinical trial 46 (21) 0.62 6 0.07

Prospective 179 (80) 0 0.64 6 0.07 0.16

Retrospective 45 (20) 0.66 6 0.07

Participants

Location

Japan 23 (10) 0 0.67 6 0.08 0.17

Europe 117 (52) 0.64 6 0.07

North America 39 (17) 0.64 6 0.07

Multi regions 20 (9) 0.64 6 0.09

Other regions 25 (11) 0.65 6 0.07

Number of centers

Multicenter 115 (49) 0 0.64 6 0.07 0.49

Single center 109 (47) 0.65 6 0.07

Setting

Teaching hospitals 101 (43) 27 (12) 0.65 6 0.07 0.69

Teaching and community hospitals 59 (25) 0.64 6 0.07

Community hospitals 19 (8) 0.64 6 0.07

Primary care 18 (8) 0.63 6 0.09

Stage of illness

Acute heart failure 50 (22) 0 0.66 6 0.08 0.02

Congestive heart failure 48 (21) 0.66 6 0.07

Chronic heart failure 126 (56) 0.63 6 0.07

Number of participants 513 [239, 1,611] 0

Difference in number of participantsa 2,962 [2,347, 3,236] 0.02 (�0.12 to 0.15) 0.81

Averaged age of participants, yrs 68 6 7 4 (2)

Difference in averaged agea, yrs 6 [3, 11] �0.21 (�0.34 to �0.08) 0.002

Male percentage of participants,% 64 6 14 2 (1)

Difference in male percentagea,% 11 [7, 18] �0.20 (�0.33 to �0.07) 0.003

Ischemic etiology percentage of participants, % 48 6 18 69 (31)

Difference in ischemic etiology percentagea, % 24 [14, 32] �0.10 (�0.25 to 0.06) 0.21

NYHA IV percentage of participants, % 8 [2, 32] 118 (53)

Difference in NYHA IV percentagea, % 30 [16, 35] 0.05 (�0.13 to 0.24) 0.58

Averaged SBP, mmHg 129 6 12 86 (38)

Difference in averaged SBPa, mmHg 12 [6, 19] �0.14 (�0.29 to 0.03) 0.10

Averaged LVEF of participants, % 36 6 11 66 (29)

Difference in averaged LVEFa, % 11 [6, 17] �0.13 (�0.28 to 0.03) 0.12

Study date: publication year 2,010 [2,007, 2,013] 0 0.17 (0.04 to 0.30) 0.01

Main outcomes to be predicted

Death 173 (77) 0.65 6 0.07 0.01

Death and hospitalization 41 (10) 0.64 6 0.07

Hospitalization 10 (4) 0.58 6 0.05

Outcome event percentage, % 27 [17, 38] 10 (4)

Difference in outcome event percentagea, % 25 [15, 36] 0.02 (�0.11 to 0.15) 0.81

Time span of prediction to outcome
measurement, days

577 [365, 1,192] 12 (5)

Difference in time spana, days 547 [335, 1,162] 0.03 (�0.11 to 0.16) 0.67

(Continued )
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Table 1. Continued

The study characteristic following
the CHARMS checklist Overall (n [ 224) Missing, n (%)

Averaged c-statistic or std
b coefficient (95% CI) P value

Candidate predictors

Timing of predictor measurement

At admission 37 (17) 34 (15) 0.66 6 0.08 0.16

During hospital stay 13 (6) 0.66 6 0.06

At discharge 41 (18) 0.65 6 0.08

At patient presentation 99 (44) 0.63 6 0.07

Model development

Modeling method

Survival model 208 (93) 0 0.64 6 0.07 0.07

Logistic regression model 14 (6) 0.66 6 0.06

Decision tree 2 (1) 0.56 6 0.03

Purpose of modeling

Development of prognostic models 24 (11) 0 0.63 6 0.07 0.60

To assess the impact of specific predictors 160 (71) 0.65 6 0.07

To assess the degree of contribution of each predictor 40 (18) 0.64 6 0.07

Abbreviations: CHARMS, CHecklist for critical Appraisal and data extraction for systematic Reviews of prediction Modelling Studies; CI, con-
fidence interval; LVEF, left ventricular ejection fraction; NYHA, New York Heart Association; SBP, systolic blood pressure; SE, standard error; Std,
standardized.

Values are mean 6 SD, n (%) or median [interquartile range].
a Absolute difference in the variable between the derivation cohort and the external validation cohort.
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the sampling bias score was the gap between the population
of interest and the studied population in the derivation
study. Those studies without valid presentation of the
recruitment method are likely to have this gap. This gap
was not necessarily apparent in the variables of the popula-
tion characteristics. We suspect that the unrepresentative-
ness of the derivation cohort in the population under
study would have brought inappropriate selection of vari-
ables with inappropriate weighting in the statistical models,
resulting in inaccurate prognostic models [18].

Two representative systematic reviews regarding prog-
nostic models for HF have been reported. Ouwerkerk
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Fig. 1. Histogram of c-statistics of systematically identified prognostic
models in the replication cohort.
et al. [29] demonstrated from meta-regression analysis of
117 HF prognostic models in 55 papers that the mortality
models and registry-type studies showed higher c-statistics
than hospitalization models and clinical trials, although
stage of illness did not show significant difference. On
the other hand, Rahimi et al. reviewed 64 models in 48
studies and reported that the mortality models showed high-
er c-statistics. They did not mention stage of illness, and the
data source and study design were not related to the
discriminative ability of the models [30]. Both studies used
c-statistics in the derivation cohorts for their meta-analysis,
whereas the present study reproduced each model in an
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Table 2. The impact of study bias on external validity of identified prognostic models

Risk of bias item in QUIPS
Averaged c-statistic for low
RoB [n (% out of 224)]

Averaged c-statistic for high
RoB [n (% out of 224)] P value

Domain 1. Study participation

a. Adequate participation in the study by eligible persons 0.64 6 0.07 [75 (33)] 0.64 6 0.08 [149 (67)] 0.76

b. Description of the source population or population of
interest

0.64 6 0.07 [196 (88)] 0.63 6 0.08 [28 (13)] 0.55

c. Description of the baseline study sample 0.65 6 0.07 [94 (42)] 0.64 6 0.07 [130 (58)] 0.44

d. Adequate and valid description of the sampling frame
and recruitment

0.65 6 0.07 [179 (80)] 0.61 6 0.07 [45 (20)] 0.001

e. Adequate and valid description of the period and place
of recruitment

0.65 6 0.07 [134 (60)] 0.62 6 0.07 [90 (40)] 0.003

f. Adequate and valid description of inclusion and
exclusion criteria

0.65 6 0.08 [102 (46)] 0.64 6 0.07 [122 (54)] 0.15

Domain 2. Study attrition

a. Adequate response rate for study participants 0.64 6 0.07 [79 (35)] 0.65 6 0.07 [145 (65)] 0.40

b. Description of attempts to collect information on
participants who dropped out

0.64 6 0.07 [79 (35)] 0.65 6 0.07 [145 (65)] 0.40

c. Reasons for loss to follow-up are provided 0.64 6 0.07 [79 (35)] 0.65 6 0.07 [145 (65)] 0.40

d. Adequate description of participants lost to follow-up 0.63 6 0.06 [10 (4)] 0.64 6 0.07 [214 (96)] 0.47

e. There are no important differences between
participants who completed the study and those who
did not

0.63 6 0.06 [10 (4)] 0.64 6 0.07 [214 (96)] 0.47

Domain 3. Prognostic factor measurement

a. A clear definition or description of the PF is provided 0.64 6 0.07 [218 (97)] 0.66 6 0.03 [6 (3)] 0.59

b. Method of PF measurement is adequately valid and
reliable

0.65 6 0.10 [210 (94)] 0.64 6 0.07 [14 (6)] 0.53

c. Continuous variables are reported or appropriate cut
points are used

0.64 6 0.07 [147 (66)] 0.64 6 0.08 [77 (34)] 0.40

d. The method and setting of measurement of PF is the
same for all study participants

0.65 6 0.06 [160 (71)] 0.63 6 0.08 [64 (29)] 0.18

e. Adequate proportion of the study sample has complete
data for the PF

0.63 6 0.07 [74 (33)] 0.65 6 0.07 [150 (67)] 0.14

f. Appropriate methods of imputation are used for
missing PF data

0.63 6 0.07 [74 (33)] 0.65 6 0.07 [150 (67)] 0.14

Domain 4. Outcome measurement

a. A clear definition of the outcome is provided 0.64 6 0.07 [218 (97)] 0.63 6 0.09 [6 (3)] 0.65

b. Method of outcome measurement used is adequately
valid and reliable

0.65 6 0.07 [125 (56)] 0.63 6 0.07 [99 (44)] 0.01

c. The method and setting of outcome measurement is
the same for all study participants

0.65 6 0.07 [119 (53)] 0.64 6 0.07 [105 (47)] 0.39

Domain 5. Study confounding

a. All important confounders are measured 0.65 6 0.07 [40 (18)] 0.64 6 0.08 [118 (53)] 0.67

b. Clear definitions of the important confounders
measured are provided

0.65 6 0.07 [152 (68)] 0.61 6 0.07 [6 (3)] 0.25

c. Measurement of all important confounders is
adequately valid and reliable

0.65 6 0.07 [154 (69)] 0.68 6 0.07 [4 (2)] 0.32

d. The method and setting of confounding measurement
are the same for all study participants

0.64 6 0.08 [108 (48)] 0.65 6 0.07 [50 (22)] 0.50

e. Appropriate methods are used if imputation is used for
missing confounder data

0.62 6 0.13 [7 (3)] 0.65 6 0.07 [151 (67)] 0.38

f. Important potential confounders are accounted for in
the study design or in the analysis

0.65 6 0.07 [157 (70)] e [1 (0)] -

Domain 6. Statistical analysis and reporting

a. Sufficient presentation of data to assess the adequacy
of the analytic strategy

0.64 6 0.07 [111 (50)] 0.65 6 0.07 [113 (50)] 0.20

(Continued )
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Table 2. Continued

Risk of bias item in QUIPS
Averaged c-statistic for low
RoB [n (% out of 224)]

Averaged c-statistic for high
RoB [n (% out of 224)] P value

b. Strategy for model building is appropriate and is based
on a conceptual framework or model

0.66 6 0.07 [59 (26)] 0.64 6 0.07 [165 (74)] 0.08

c. The selected statistical model is adequate for the
design of the study

0.65 6 0.07 [163 (73)] 0.63 6 0.07 [61 (27)] 0.11

d. There is no selective reporting of results 0.64 6 0.07 [188 (84)] 0.63 6 0.08 [36 (16)] 0.38

Abbreviations: PF, prognostic factor; QUIPS, Quality In Prognosis Studies; RoB, risk of bias.
Values are mean 6 SD.
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external replication cohort. The quality of the derivation
study was not examined in either study.

Ouwerkerk et al. [29] reported that the mean c-statistic
of the identified models in derivation cohorts was 0.71. In
the present study, the reported mean c-statistic in the deri-
vation studies was 0.77. However, the c-statistics in Japa-
nese cohort were as low as 0.64. This gap was not
attributable to the misapplication of the models. Even if
the models were limited to those for acute HF or those
developed just for the purpose of prediction, the c-statistics
were 0.66 and 0.63, respectively. Indeed, prognostic models
for HF are not widely used in current real-world clinical
practice [15]. This is partly due to the low predictive value
of the prognostic models and party due to lack of treatment
options depending on the prognosis. For better risk man-
agement of HF patients, development of optimal prognostic
assessment methods along with development of innovative
therapies are indispensable, and thus, better understanding
of study bias is necessary for users and developers.

Our goal in the current investigation was to identify
important steps to be taken in the development of prog-
nostic models in derivation studies. We included
predictor-finding studies and those to develop prognostic
models because these studies have in common a similar
process for deriving multivariable statistical models from
cohorts [20,21]. The modeling purpose may affect selection
and combination of variables in models; however,
Table 3. Multivariable analysis to identify a determinant of external validity

Study characteristic variable

Risk of bias in derivation studies

QUIPS domain 1. Study participation
d. Adequate and valid description of the sampling frame and

recruitment and
e. Adequate and valid description of the period and place of
recruitmenta (integrated score ranged from 0 to 2, 2 being
low risk of bias)

Characteristics of derivation studies

Source of data (nonclinical trial vs. clinical trial)

Source of data (prospective vs. retrospective)

Number of centers (single center vs. multicenter)

Stage of illness (acute heart failure vs. others)

Study date: publication year

Abbreviations: QUIPS, Quality In Prognosis Studies; Std, standardized.
a Integrated score of two inter-related subdomain items, both exclusive
weighting of them is still under the effect of the study char-
acteristics. Indeed, it did not cause a major difference in the
performance of the models in our findings. We also
included models regardless of the stage of illness because
it was not necessarily distinguished in studies [31], and
limiting studies to those with a clear statement on acute
HF might cause bias. Surprisingly, stage of illness was
not significantly related to the model performance, but
the results were consistent with a previously reported re-
view [29]. Even if chronic HF studies were excluded, the
main results were robust.

We used QUIPS [22] and CHARMS [20] for critical
appraisal of prognostic models. CHARMS offers data
extraction items including risk-of-bias assessment and is in-
tended exclusively for model development studies. On the
other hand, QUIPS is an assessment tool for risk of bias
in prognostic studies in general. It covers the risk-of-bias
items in CHARMS and is more specialized and detailed
for risk-of-bias assessment, although assessment of con-
founding is not applicable for model development studies.
We included predictor-finding studies in the present study;
hence, we used QUIPS for risk-of-bias assessment and
CHARMS for data extraction of other study characteristics.
We used QUIPS because the Prediction model Risk Of Bias
ASsessment Tool (PROBAST) had not been published
when we started our study in 2017 [32,33]. Although PRO-
BAST contains several items tapping aspects necessary for
of prognostic models

Std b coefficient (95% CI) P value

0.24 (0.07 to 0.40) 0.01

�0.02 (�0.19 to 0.16) 0.83

�0.05 (�0.19 to 0.08) 0.44

�0.06 (�0.21 to 0.09) 0.44

�0.03 (�0.11 to 0.17) 0.68

0.11 (�0.02 to 0.25) 0.11

ly evaluating study recruitment.
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the development of prediction models, QUIPS allowed us
to gain insights into several areas in more detail, such as
sampling from the population.

4.2. Study limitations

The quality of a study is only assessable when reported
in the article. It is only in recent years that the reporting of
prediction models was formalized [19]. Study bias might
not have been properly assessed if properly described in
the articles. However, we suppose that those who were
conscious of bias would report it and perform a less biased
study and vice versa, and thus the result of the study would
be robust. Second, the identified 224 studies might be a
biased group among all prognostic studies in that they clar-
ified all the necessary data for reproduction in the new
cohort. The quality of the identified studies might be rela-
tively high, which would reduce the association between
study quality and the predictive value of prognostic models.
Third, the kappa statistic was lower than expected. This is
because QUIPS is a general bias assessment tool. Further
studies are required to develop an assessment tool special-
ized for HF studies. Fourth, this study focused on the differ-
ences in discrimination but not in calibration among
different prediction models, as the necessary information
to calculate calibration measures was not available in most
of the included studies especially in the predictor-finding
studies. C-statistic is one of the representative measures
of calibration; however, it is known to be insensitive to
change. Finally, we only showed the result of one example
of a combined acute HF cohort with one outcome in one
disease entity, and thus, no universal conclusions about
prognostic models in general can be drawn only by this
study. Further studies are required for other outcomes, us-
ing other cohorts, in other medical fields along with appro-
priate feedback for future prediction studies.
5. Conclusion

Optimal sampling in derivation studies was a key deter-
minant of the performance of HF prognostic models when
applied in an acute HF cohort for predicting 30-day death
after admission rather than similarities of characteristics
in the studies. Consideration and presentation of study bias
is important for all model users and developers.
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