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ABSTRACT
A new method for calculating nuclear magnetic shielding in solutions is developed based on the reference interaction site model self-consistent
field (RISM-SCF) with spatial electron density distribution (SEDD). In RISM-SCF-SEDD, the electrostatic interaction between the solute and
the solvent is described by considering the spread of electron to obtain more realistic electronic structure in solutions. It is thus expected
to allow us to predict more quantitative chemical shifts of a wide variety of chemical species in solutions. In this study, the method is
applied to a water molecule in water and is validated by examining the dependence of the solvent temperature and density on chemical shifts.
The dependence of solvent species is also investigated, and more accurate results are obtained for polar solvents compared to the previous
RISM-SCF study. Another application example of this method is the 15N chemical shifts of two azines in water, which is difficult to pre-
dict with the polarizable continuum model (PCM). Our results are in good agreement with the previous quantum mechanical/molecular
mechanics study and experimental results. It is also shown that our method gives more realistic results for methanol and acetone than
the PCM.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0008903., s

I. INTRODUCTION

Nuclear magnetic resonance (NMR) spectroscopy is one of
the most powerful and important techniques to know the detail
of the molecular structure.1–4 It has been widely used for struc-
ture determination of complex molecules such as natural prod-
ucts5 and proteins6 as well as simple and common molecules. The
dynamic processes such as protein folding7,8 and molecular self-
assembly9,10 have also been studied by tracing the time evolution of
NMR spectra. In addition to experimental measurements, quantum
chemical calculations have been performed to predict the magnetic

properties of molecules, and their importance has been growing.
There are many reports on the calculations with density functional
theory (DFT), providing reasonable results to support experimen-
tal studies.11–14 In terms of accuracy, the chemical shifts of heavy
nuclei such as carbon, nitrogen, and fluorine in small molecules
can be carried out within 1–2 ppm error from experimental results
in the gas phase based on post Hartree–Fock (HF) methods, con-
sidering the vibrational effect at 0 K.15 More recently, a quanti-
tative prediction of NMR shieldings for organic molecules16 and
the calculation of NMR properties of liquid complex phases17 were
performed.
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Considering that the majority of NMR measurements are per-
formed in solution phases and solvent effects on NMR chemical
shifts are large for some nuclei such as hydrogen, nitrogen, and
oxygen, the methods taking the solvent effects into account are
important when calculating nuclear magnetic shielding of a solvated
molecule. As such, various methods have been developed so far,
and they are roughly categorized into two groups: the implicit and
explicit solvent models. One of the most popular and widely used
methods of the implicit solvent models is the polarizable continuum
model (PCM).18,19 It has been shown that the modeling of solvent
effects with the PCM generally leads to better results than the gas-
phase calculation for the nucleus with a moderate interaction with
solvents.20,21 However, the specific effects such as hydrogen bonds
and packing effect are not considered in the PCM although the elec-
trostatic interactions with the surrounding solvent molecules are
taken into account. Thus, several studies have observed that the cal-
culated NMR chemical shifts of nuclei involved in hydrogen bond
with solvent differ from experimental values when using only the
PCM.22–27 In order to describe such a system properly, the micro-
scopic solvent structure in the first solvation shell is very important,
namely, the specific interactions between the solute and solvents
need to be described in an appropriate manner.28 Therefore, explicit
solvent models have often been used: the simplest example is the
supermolecular or cluster model, where some solvent molecules are
explicitly placed, and they are calculated with the same level of com-
putation as the solute. There are a lot of studies with this model,
indicating the improvement in the agreement with the experimen-
tal study compared to PCM results.29–31 However, there are always
problems on how to determine the number and position of solvent
molecules. It is difficult to handle all solvent molecules with a fully
quantum mechanical (QM) manner. Furthermore, even if the sol-
vent positions are determined by structure optimization, it is not
clear whether the configuration reflects the realistic solvation struc-
ture because the thermal effect is not considered here. One of the
solutions to these problems is to generate multiple snapshots of con-
figuration using molecular dynamics (MD) or Monte Carlo (MC)
simulations, where the contribution from the solvent is treated by
molecular mechanics (MM), i.e., QM/MM methods.32 Several meth-
ods for NMR calculation with the QM/MM method have been devel-
oped,33–39 and they have been applied to various systems.26,27,40–44

However, it is still difficult to obtain statistically converged results
(at least thousands of snapshots are needed) and to determine the
QM region.45

Another approach to consider solvent effects in QM calcu-
lation is the reference interaction site model self-consistent field
(RISM-SCF)46,47 (see Refs. 48 and 49 for reviews). This is the com-
bination of an ab initio electronic structure theory and an integral
equation theory of molecular liquids based on statistical mechan-
ics (RISM).50,51 Here, the liquid structure of a solvent is described
by intermolecular distribution functions between two atomic sites
in solvent molecules, and the solute–solvent interaction is described
with the distribution functions between solute and solvent sites. The
electronic structure of the solute and the solute–solvent distribu-
tion functions are determined self-consistently, where the effects
from the bulk solvent structure are efficiently taken into account.
In addition, the method not only gives us direct access to statis-
tically converged results but also allows us to examine the depen-
dence of thermodynamic quantities such as temperature and density

on various molecular properties derived by the electronic structure
theory. Therefore, RISM-SCF has been widely utilized to study vari-
ous chemical processes in solution.48,52–56 The method of calculating
the nuclear magnetic shielding tensor based on RISM-SCF was also
developed where there is a little qualitative discussion.57,58 In the
original RISM-SCF method, the effective charges of the solute are
determined by the least-squares fitting procedure to describe the
electrostatic interaction between the solute and the solvent. How-
ever, this is troublesome in a sense that the charges depend on the
choice of grid points, and the charges of buried sites are ill evalu-
ated.59 In addition, the spread of the electron distribution cannot be
captured by the simple atomic charges.

Yokogawa et al. introduced auxiliary basis sets (ABSs) for fit-
ting the electrostatic potential (ESP) with spatial electron density
distribution (SEDD) to the original RISM-SCF.60,61 This new gen-
eration of method, RISM-SCF-SEDD, does not require grid points
for fitting ESP and gives more realistic picture of Coulomb interac-
tion. Another advantage of RISM-SCF-SEDD is its high numerical
stability, which enabled us to successfully apply the framework to
more diverse systems.62–68 Therefore, it is expected that the realis-
tic description of the electrostatic interaction in RISM-SCF-SEDD
has a potential to provide a better prediction of magnetic proper-
ties of the molecule in solution, but such a study has not yet been
performed.

In this study, we develop a new method for calculating the
nuclear magnetic shielding tensor based on the RISM-SCF-SEDD
method. In Sec. II, the formulation of this method is shown. The
application examples of this method are demonstrated in Sec. III.
First, the chemical shifts of a water molecule in the solvent water
are computed, and its temperature, density, and solvent depen-
dence are examined. Then, the 15N chemical shifts of two azines,
which are typically mis-predicted with PCM,24 are studied and com-
pared to the previous QM/MM study.44 The result indicates that
our new method properly describes the electrostatic interaction and
gives reasonable results compared to the QM/MM and experimental
results for polar solvents.

II. THEORY
In order to remove the dependence of the gauge origin, we use

gauge-invariant atomic orbitals (GIAOs).69 A molecular orbital ψi is
expanded with coefficients Ciμ and GIAOs χμ,

ψi =∑
μ
Ciμ(B,m)χμ(B). (1)

Here, we explicitly specify the dependence of the external magnetic
field B and nuclear magnetic moments {m}. Each GIAO centered on
a nucleus M is expressed as

χμ(B) = exp(−
i
2
B × RMO ⋅ r)ϕμ, (2)

where RMO denotes the vector between the position of the nucleus M
and an arbitrary gauge-origin O. With these GIAOs, we can define
density matrix, one electron term, and two electron term as58,70

Pμν(B,m) = 2
occ

∑
i
C∗iμ(B,m)Ciν(B,m), (3)
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Hμν(B,m) = ⟨χμ∣h(B,m)∣χν⟩

= ⟨ϕμ∣ exp ( i2B ⋅ RMN × r)hN(B,m)∣ϕν⟩, (4)

Gμνρσ(B) = ⟨χμχν∣r−1
12 ∣χρχσ⟩

= ⟨ϕμϕν∣ exp{ i
2B ⋅ (RMN × r1 + RRS × r2)}r−1

12 ∣ϕρϕσ⟩. (5)

The operator for one electron term is

hN(B,m) =
1
2
{−i∇ +

1
2
B × rN + α2

0∑
K

mK
× rK
r3
K
}

2

−∑
K

ZK

rK
, (6)

where rK = r − RK and α0 is the fine structure constant.
In the RISM-SCF framework,46,47 solvent distribution functions

around a solute molecule are obtained by solving the RISM equation
and hypernetted-chain (HNC) closure simultaneously,

hγs(r) =∑
δt
ωγδ ∗ cδt ∗ χts(r), (7)

hγs(r) = exp[−βuγs(r) + hγs(r) − cγs(r)] − 1, (8)

where each Greek subscript corresponds to the solute sites, and
roman one is of the solvent sites β is the inverse temperature defined
by β = 1

kBT
with Boltzmann’s constant kB. cγs is the direct correla-

tion function, and hγs is the total correlation function. ρs denotes
the number density of the solvent site s. ωγδ is the intramolecular
correlation function, and χts is defined as χts = ωts + ρthts. uγs is the
solute–solvent interaction function defined as the sum of Coulombic
and Lennard-Jones (LJ) terms,

uγs(r) = uCL
γs (r) + 4εγs{(

σγs
r
)

12
− (

σγs
r
)

6
}. (9)

In RISM-SCF-SEDD,60,61 auxiliary basis sets (ABSs) { f i(r)} are
introduced,

fi(r) = Ci exp(−αi∣r − Rγ∣
2
) (i ∈ γ), (10)

and its linear combination is fitted to the solute electron density

ρ̃(r) =
NABS

∑
i
difi(r)→∑

μν
Pμνϕμ(r)ϕν(r). (11)

NABS is the number of ABSs, and constants Ci, αi, and N abs are
defined as in the previous study.60 The coefficients di are determined
by60

d(B,m) = X−1tr[PY] −
ZtX−1tr[PY] −Ne

ZtX−1Z
X−1Z, (12)

where

Xij =∬ dr1dr2 fi(r1)∣r1 − r2∣ fj(r2), (13)

Yμν,i(B) =∬ dr1dr2 χ∗μ (r1)χν(r1)∣r1 − r2∣ fi(r2), (14)

Zi = ∫ dr fi(r). (15)

The introduction of ABSs changes the Coulombic interaction term
in Eq. (9) from the classical form (qγqs/r) to

uCL
γs (r) = −qs∑

i∈γ
di ∫ dr′

fi(r′)
∣r − r′∣

+
qsZγ
r

, (16)

where q with subscripts is the partial charge of a solute site, and Zγ
is the nuclear charge of site γ.

We variationally minimize the Helmholtz free energy A
defined as

A = Esolute + Δμ, (17)

and obtain the solvated Fock matrix60

FSEDD
= Fgas

−VX−1Y +
VX−1Z
ZtX−1Z

[ZtX−1Y − S]. (18)

Here, the gas-phase Fock matrix is introduced as Fgas = H + tr[PG].
V is a row vector whose components are expressed as

Vi =∑
s
ρsqs ∫ dr hγs(∣r − Rγ∣)∫ dr′

fi(r′)
∣r − r′∣

=∑
s
ρsqsCi(

π
αi
)

3/2

×∫

∞

0
dr 4πr2hγs(r)

erf(
√
αir)

r
(i ∈ γ). (19)

Esolute is the electronic energy of the solute molecule given by

Esolute =∑
μν

Pμν(B,m)
⎧⎪⎪
⎨
⎪⎪⎩

Hμν(B,m) +
1
2∑ρσ

Pρσ(B,m)Gμνρσ(B)
⎫⎪⎪
⎬
⎪⎪⎭

.

(20)

Δμ is the excess chemical potential, and when using the HNC closure
relation, the formalism is provided by71

Δμ = −
1
β∑γs

ρs ∫ dr[cγs(r) −
1
2
h2
γs(r) +

1
2
hγs(r)cγs(r)]

= −
1
β∑γs

ρs ∫ dr[e−βuγs(r)+tγs(r) − 1 − tγs(r)

+
1
2
h2
γs(r) − hγs(r)tγs(r)]

+
1

(2π)3β ∫
dk
⎡
⎢
⎢
⎢
⎢
⎣

∑
γs
ρt ĥγs(k)ĉγs(k)

−
1
2 ∑γδst

ρsĉγs(k)ĉδt(k)χ̂st(k)ω̂γδ(k)
⎤
⎥
⎥
⎥
⎥
⎦

, (21)

where tγs = hγs − cγs and hat symbol means the function in reciprocal
space.

The components of the nuclear magnetic shielding tensor of a
nucleus X (σX) are described as the second derivative of A,57,58

σXαβ =
∂2A(B,m)
∂Bα∂mX

β

RRRRRRRRRRRB=0,m=0
(α,β = x, y, z). (22)
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Now, we differentiate both sides of Eq. (17) with respect to mX
β and

obtain the following equation (see Appendix A):

∂A
∂mX

β
=
∂Esolute

∂mX
β

+
∂Δμ
∂mX

β

=∑
μν

∂Pμν
∂mX

β

⎛

⎝
Hμν +∑

ρσ
PρσGμνρσ

⎞

⎠
+∑

μν
Pμν

∂Hμν

∂mX
β

+∑
γs
ρs ∫ dr gγs(r)

⎛

⎝
−qs∑

i∈γ

∂di
∂mX

β
∫ dr′

fi(r′)
∣r − r′∣

⎞

⎠

=∑
μν

∂Pμν
∂mX

β
Fgas
μν +∑

μν
Pμν

∂Hμν

∂mX
β

−∑
i
∑
s
ρsqs ∫ dr {hγs(r) + 1}∫ dr′

fi(r′)
∣r − r′∣

∂di
∂mX

β

=∑
μν

∂Pμν
∂mX

β
Fgas
μν +∑

μν
Pμν

∂Hμν

∂mX
β
−∑

i
Vi

∂di
∂mX

β
. (23)

The last term of Eq. (23) does not appear in the original RISM-SCF
study,58 and this is expressed as follows:

∑
i
Vi

∂di
∂mX

β
=∑

μν

∂Pμν
∂mX

β
∑
ik
ViX−1

ik Yμν,k −
1

ZtX−1Z

×(∑
im

ViX−1
imZm)∑

μν

∂Pμν
∂mX

β
{∑

kl
ZkX

−1
kl Yμν,l − Sμν}

=∑
μν

∂Pμν
∂mX

β
{(VX−1Y) −

VX−1Z
ZtX−1Z

(ZtXY − S)}
μν

. (24)

We insert Eq. (24) into Eq. (23) and obtain the following equation:

∂A
∂mX

β
=∑

μν

∂Pμν
∂mX

β
(Fgas

−VX−1Y +
VX−1Z
ZtX−1Z

(ZtXY − S))
μν

+∑
μν

Pμν
∂Hμν

∂mX
β

=∑
μν

∂Pμν
∂mX

β
FSEDD
μν +∑

μν
Pμν

∂Hμν

∂mX
β

. (25)

It is noted that the first-order differentiation of the density matrix
with respect to mX

β is skew-symmetric. The trace of the product of a
symmetric and a skew-symmetric matrix is zero, and this concludes
that

∂A
∂mX

β

RRRRRRRRRRRm=0
=∑

μν
P(0)μν (H

(0,1)
μν )

X
β , (26)

where Ditchfield’s notation is utilized.69

The nuclear magnetic shielding tensor is now expressed as the
derivative of Eq. (26) with respect to Bα,

σXαβ =∑
μν
{P(0)μν (H

(1,1)
μν )

X
αβ + (P(1,0)

μν )α(H
(0,1)
μν )

X
β }. (27)

In order to obtain (P(1,0)
μν )α, the coupled perturbed Hartree–Fock

equation needs to be solved. The first derivative of the solvated Fock

matrix with respect to Bα at zero field is

(F(1,0)
μν )α = (H

(1,0)
μν )α +∑

ρσ
P(0)ρσ (G

(1,0)
μνρσ )α

+∑
ρσ
(P(1,0)

ρσ )αG
(0)
μνρσ − (VX

−1
(Y(1,0)

)α)
μν

+
VX−1Z
ZtX−1Z

{ZtX−1
(Y(1,0)

)α − (S(1,0)
)α}

μν
, (28)

where

(S(1,0)
μν )α = ⟨

i
2(RMN × r)αϕμ∣ϕν⟩, (29)

(Y(1,0)
μν,i )α = ⟨

i
2(RMN × r1)αϕμ(r1)ϕν(r1)∣ ∣r1 − r2∣ ∣ fi(r2)⟩. (30)

It is noted that the derivative of V i with respect to Bα at zero field
vanishes (see Appendix B),

∂Vi

∂Bα
∣
B=0
= (V(1,0)

i )α = 0. (31)

We introduce simple notation for ϕμ(r) and Yμν ,i,

∣m) = ∣mx,my,mz) ≡ ϕμ(r)

= (x − XM)
mx(y − YM)

my(z − ZM)
mz e−αM ∣r−RM ∣2 , (32)

(mn∣0i) ≡ Yμν,i. (33)

The x component of Eq. (30) is thus expressed as

(Y(1,0)
μν,i )x =∬ dr1dr2

i
2
{(RMN)yz1 − (RMN)zy1}

×ϕμ(r1)ϕν(r1)∣r1 − r2∣ fi(r2)

=
i
2
{YMN(zmn∣0i) − ZMN(ymn∣0i)}

=
i
2
[YMN{(m+1zn∣0i) + ZM(mn∣0i)}

−ZMN{(m+1yn∣0i) + YM(mn∣0i)}], (34)

where 1α = (δxα, δyα, δzα). We can compute (m + 1αn|0i) and (mn|0i)
by recursion relations shown in the previous study.72

III. RESULTS AND DISCUSSION
All quantum chemical calculations were performed with Gaus-

sian 16.73 The program of the RISM-SCF-SEDD method and NMR
calculation was incorporated by us. All the calculations including the
gas-phase and PCM calculations were performed with 6D and 10F
option due to the implementation of evaluating Eqs. (13), (14), and
(30). The detail of the basis sets used in the study is described below.
The convergence criteria of SCF and optimization were set to a tight
level. For the DFT calculation, ultrafine grid was utilized.

The parameters for various solvents are shown in Tables I and
II. The mixing rule of LJ parameters between different atoms was
given by σij = (σi + σj)/2 and εij =

√εiεj. The number densities of
water, methanol, acetone, chloroform, and carbon tetrachloride are
0.033 36, 0.014 87, 0.008 187, 0.007 480, and 0.006 328 molecules/Å3,
respectively.
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TABLE I. Coulomb and LJ parameters for solvents.

Solvent Atom q (e) σ (Å) ε (kcal/mol)

Watera O −0.820 3.166 0.1550
H 0.410 1.000b 0.0560b

Methanolc C 0.145 3.500 0.0660
O −0.683 3.120 0.1700

HO 0.418 1.000d 0.0560d

HC 0.040 2.500 0.0300

Acetonee C 0.300 3.750 0.1050
O −0.424 2.960 0.2100

Me 0.062 3.910 0.1600

CHCl3c C 0.179 3.400 0.1017
H 0.082 2.200 0.0199
Cl −0.087 3.440 0.2993

CCl4c C 0.248 3.800 0.0500
Cl −0.062 3.470 0.2660

aSPC model.
bSee Ref. 46.
cOPLS-AA.
dThe LJ parameters of hydrogen are taken from the SPC parameters.
eOPLS-UA.

TABLE II. Geometrical parameters for solvents.

Solvent Bond length (Å) Angle (deg)

Watera r(O−−H) 1.0000 θ(H−−O−−H) 109.47

Methanolb r(O−−HO) 0.9450 θ(HO−−O−−C) 108.50
r(C-HC) 1.0900 θ(O-C-HC) 109.50
r(C−−O) 1.4100

Acetone r(C−−Me) 1.5070 θ(Me−−C−−Me) 117.20
r(C==O) 1.2220

CHCl3 r(C−−H) 1.1000 θ(Cl−−C−−Cl)) 111.30
r(C−−Cl) 1.7580

CCl4 r(C−−Cl) 1.7690 θ(Cl−−C−−Cl) 109.47

aSPC model.
bOne of the dihedral angles χ(HC−−C−−O−−HO) is 180○ .

A. H2O in water
In order to test our method, we applied this method to H2O

in water and calculated the effect of the solvent temperature and
density on chemical shifts. To compare with the results of the con-
ventional RISM-SCF method, all parameters of H2O were set the
same as those in the previous study.57 The HF method with the 6-
311G∗∗ basis set was employed under the temperature at 298.15 K,
373.15 K, 473.15 K, 573.15 K, and 673.15 K. The value of 0.02002
molecules/Å3 (0.6 g/cm3) was used for the low-density condition.

Figures. 1(a) and 1(b) show the chemical shifts of the oxygen
and hydrogen atoms due to the solvation effect (ΔσX = σgas

X − σ
SEDD
X ,

where X = H or O) in various temperature and density conditions. It
can be seen that the absolute value of each chemical shift decreases
when the temperature is increased. It is also confirmed that the abso-
lute values of chemical shifts are small under low density. These
results are consistent with the physical intuition that the behavior
at the high temperature and/or low density approaches to those in
the gas phase. The obtained results about proton chemical shifts are
in accord with the previous study.57

In Fig. 1(c), the sum of Mulliken charge of the two hydrogen
atoms is plotted with respect to temperature. The Mulliken charge
was adopted because it was employed in the previous work. Note
that the sum of the nucleus and electron charge (charge density) was
used in Ref. 57. It is observed that the charge becomes smaller at
high temperature and close to the value in the gas phase. It is believed
that the decrease was caused by the weakening of hydrogen bonding.
This result is also consistent with the previous study.57 The change
in dipole moment of H2O is also displayed in Fig. 1(d). The effects
of temperature and density to dipole moment are in agreement with
those of the Mulliken charge. This shows that the solvation promotes
the polarization of H2O.

B. H2O in various solvents
Next, the method was applied to a variety of solvent sys-

tems. The chemical shifts of water molecule in various solvents
and their temperature dependences were studied experimentally.74

These results were investigated by the original RISM-SCF method,58

but the values of chemical shifts were generally shifted toward
higher magnetic field than experimental values. As such, we exam-
ined the proton chemical shifts of H2O in water, acetone, chloro-
form, and carbon tetrachloride by this method. The calculations
were performed with DFT using the B3LYP functional. Each sol-
vent geometry was set to as in Table II. The geometries of H2O and
tetramethylsilane (TMS) were determined by structure optimization
with the cc-pVTZ basis set. In the RISM-SCF-SEDD calculation,
the same basis set is utilized, and the temperature was changed by
10 K from 283.15 K to 323.15 K. The solute LJ parameters used
here were listed in Table III. In the original water models such as
SPC75 and TIP3P,76 the LJ parameters were only assigned on the
oxygen atom. Since the integral equation theory employs integration
over the complete space, we need to put them on hydrogen atoms
too.77 Several parameters for hydrogen have been proposed,78,79 and
here, the values proposed by Pettitt and Rossky79 (σ = 0.4 Å, ε =
0.046 kcal/mol) are utilized. We define a new parameter set by com-
bining the SPC oxygen parameters with the hydrogen parameters.
The LJ parameters of TMS were obtained from OPLS-AA.80

The values of 1H nuclear magnetic shielding calculated by the
above conditions are shown in Table IV. In terms of H2O, it is found
that the values in water and acetone are smaller than those in chlo-
roform and carbon tetrachloride. It is considered that the effect of
polar solvents to the electronic structure is larger than that of non-
polar solvents. This tendency can be seen in the temperature depen-
dence, namely, the temperature dependence in non-polar solvents
is negligibly small. For TMS, we can see that the shielding did not
change by the temperature difference. This is qualitatively consistent
with an experimental study,81 and it is believed that the appropriate
description of TMS in solutions is achieved. The shielding also did
not vary even if we changed solvents.
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FIG. 1. [(a) and (b)] The chemical shifts
of oxygen and hydrogen of H2O plot-
ted against the temperature and den-
sity of solvent. (c) The sum of the Mul-
liken charge of two hydrogen atoms and
(d) the dipole moment of H2O along
the solvent temperature. Dotted lines are
obtained at the low-density condition.

TABLE III. LJ parameter sets for solutes H2O, TMS, and two azines.

Molecule Atom σ (Å) ε (kcal/mol)

H2O O 3.160 0.1550
H 0.400 0.0460

TMSa Si 4.000 0.1000
C 3.500 0.0660
H 2.500 0.0300

Pyridazine, pyrazinea N 3.250 0.1700
C 3.550 0.0700
H 2.420 0.0300

aOPLS-AA.

TABLE IV. The isotropic magnetic shielding of 1H (ppm) obtained by the RISM-SCF-
SEDD calculation at various temperatures. Four types of solvents such as water,
acetone, chloroform, and carbon tetrachloride were utilized.

Solvent Solute 10 ○C 20 ○C 30 ○C 40 ○C 50 ○C

Water H2O 27.82 27.90 27.97 28.03 28.10
TMS 31.69 31.69 31.69 31.69 31.69

Acetone H2O 29.45 29.53 29.61 29.68 29.75
TMS 31.75 31.75 31.75 31.75 31.75

CHCl3 H2O 31.15 31.16 31.16 31.16 31.17
TMS 31.74 31.74 31.74 31.74 31.74

CCl4 H2O 31.29 31.29 31.29 31.29 31.29
TMS 31.74 31.74 31.74 31.74 31.74

We show the chemical shifts of H2O in Fig. 2 calculated by sub-
tracting the shielding of H2O from that of TMS. We see that the
order of chemical shifts is water > acetone > chloroform > carbon
tetrachloride at any temperature. In addition, the slope of chem-
ical shifts vs temperature is negative. This is consistent with the
previous study of the conventional RISM-SCF method58 and exper-
imental data.74 The chemical shifts in water and acetone become
larger and more accurate compared to the previous study.58 How-
ever, the shifts in chloroform and carbon tetrachloride were almost
unchanged, and the values were underestimated compared to the
experimental results. Note that the choice of hydrogen parameters (σ
and ε) affects the solute electronic structure and solute–solvent dis-
tribution functions, and thus, the chemical shifts change. A careful
consideration may be needed to obtain a realistic value of chemical
shifts in polar solvents.

C. Pyridazine and pyrazine
Our next target molecules were two azines, pyridazine and

pyrazine. 15N chemical shifts are sensitive to the solvent, and the
PCM method presented a difficulty in describing the solvation effect
of polar solvents.24 To overcome this, the model calculation in which
solvent molecules were explicitly placed around a solute molecule
was performed,29 and the modified method of the PCM was devel-
oped.44 In Ref. 44, the QM/MM calculation was also carried out to
compare the results. We used this QM/MM result and experimental
values for comparison in the following discussion.

In this section, all calculations were performed by the DFT
method using the B3LYP functional. The optimized structures of
the two molecules were obtained with the cc-pVTZ basis. LJ param-
eters for pyridazine and pyrazine were taken from the OPLS-AA
force field.82 As a comparison, the calculations with the integral
equation formalism PCM (IEF-PCM)83 were carried out. First, we
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FIG. 2. The proton chemical shifts of H2O relative to TMS in various solvents and
its temperature dependence.

examined the basis set dependence on 15N chemical shifts in water.
We used three basis sets 6-31G∗∗, 6-311G∗∗, and cc-pVTZ. In each
of the basis sets, the RISM-SCF-SEDD calculation was performed at
298.15 K. In Table V, the nuclear magnetic shielding of the nitrogen
atom of the two azines and its chemical shift relative to the gas-phase
shielding is shown. The dipole moment was also displayed in regard
to pyridazine. As a comparison, the QM/MM result of Manzoni et al.
and experimental values were displayed at the bottom of the table.
It can be seen that the shift calculated by RISM-SCF-SEDD with
the cc-pVTZ basis set is in very good agreement with the QM/MM
and experimental results for both molecules. The advantage of our
method is that we directly obtain statistically converged results at
one calculation without explicitly sampling of solvent distributions,
which is similar to the ASEC procedure44 where only one quantum
mechanical calculation is required.

When the size of basis sets gets larger, it is found that the chem-
ical shifts become close to experimental values. The PCM results are
insensitive to the basis set. The dipole moment of pyridazine is also
in good agreement with the QM/MM result, where the value was
systematically improved by using larger basis sets.

The radial distribution functions (RDFs) between a nitrogen
atom on pyridazine and atoms on solvent water derived by the SEDD
calculation with cc-pVTZ are shown in Fig. 3(a) with solid curves.
The RDFs of the same atom pair were obtained in the previous
QM/MM study,44 which were digitalized using WebPlotDigitalizer84

and shown in dashed curves. Regarding the NH pair (shown in red),
we can see that the first peak position and height of the solid curve
are in good agreement with the QM/MM result. This means that
the proper description of the NH interaction is achieved, and its
effect is reflected in the chemical shifts. The first peak of the NO
pair is seen in the near region of that of the QM/MM result, but

TABLE V. The 15N isotropic magnetic shielding and chemical shift with regard to the gas-phase value of pyridazine and pyrazine. Three basis sets were utilized, and the results
were compared with the QM/MM results and experimental values.44 The dipole moment of pyridazine was also shown.

Pyridazine Pyrazine

Basis Model Shielding (ppm) Shift (ppm) Dipole (D) Shielding (ppm) Shift (ppm)

6-31G∗∗ Gas −167.5 4.09 −77.2
PCM −143.1 24.4 5.29 −68.6 8.6
SEDD −124.0 43.5 6.13 −60.2 17.0

6-311G∗∗ Gas −217.9 4.16 −118.4
PCM −190.3 27.6 5.43 −108.7 9.7
SEDD −167.4 50.5 6.36 −98.4 20.0

cc-pVTZ Gas −219.1 4.14 −121.5
PCM −191.2 27.9 5.51 −111.7 9.8
SEDD −164.6 54.5 6.66 −99.7 21.8

I-QM/MMa 52.4 6.74 20.1
Experimental valuesa 42–54 17–22

aSee Ref. 44.
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FIG. 3. (a) The RDFs between a nitrogen atom on solute (U) pyridazine and atoms
on solvent (V) water. The red curves correspond to the N(U)-H(V) pair, and black
ones are of the N(U)-O(V) pair. The results obtained by RISM-SCF-SEDD are
shown in solid lines. RDFs of the same pair were obtained by the QM/MM calcula-
tion (dashed lines).44 (b) Coordination numbers calculated by using Eq. (35). The
curve type is the same as Fig. 3(a). The dashed curves are calculated using the
QM/MM RDFs traced from Ref. 44.

the peak position is slightly shifted to the right. This implies that
the angle N(U)-H(V)-O(V) is somewhat large, and the description
of the second solvation shell in SEDD is not so good due to this.

Nevertheless, it is assumed that the large portion of the electrostatic
interaction can be properly considered because the dominant inter-
action lies between nitrogen and hydrogen. In order to compare the
spatial distribution of water, the coordination numbers NX(r) at a
distance r are shown in Fig. 3(b), which are calculated by using the

TABLE VI. The 15N chemical shift of pyridazine relative to the gas-phase value.
The results of the PCM and RISM-SCF-SEDD method were compared with the
experimental values.29

Water Methanol Acetone CHCl3 CCl4

PCM 27.9 27.0 26.2 19.4 11.8
SEDD 54.5 32.9 16.1 6.5 0.3
Expt.a 51.8 39.3 19.7 26.6 16.2

aSee Ref. 44.

following equation:

NX(r) = 4πρX ∫

r

0
dr′ r′2gX(r′) (X = O,H). (35)

ρX is the number density of atom X in solvent water, and gX(r) is the
radial distribution function of atom X around the nitrogen atom of
pyridazine. It can be seen that the coordination numbers of hydro-
gen are in good agreement with those obtained by the QM/MM
results. As seen from the radial distribution functions, the coordi-
nation numbers of oxygen at short distances do not accord with the
QM/MM results. However, these two curves match well at distances
longer than 5 Å. This shows that the averaged effect from solvent
molecules at larger distances is similar in both RISM-SCF-SEDD and
QM/MM.

We next investigated the 15N chemical shift of pyridazine in
various solvents. Based on the above results, we chose the cc-pVTZ
basis set for the calculation. Other conditions were same as the
previous calculation.

In Table VI, the chemical shifts with regard to the gas-phase
value are shown. It can be seen that the value that is close to the
experimental data is obtained with the RISM-SCF-SEDD calcula-
tion in water, methanol, and acetone, which are polar solvents.
Based on these results, it can be said that the RISM-SCF-SEDD
method properly describes the electrostatic interaction between the
solute and the solvent, which leads to quantitative agreement. On
the other hand, the values in chloroform and carbon tetrachloride
are underestimated compared with the PCM results. This is because
the interaction between the solute and the solvents was mainly non-
electrostatic. To solve this problem, another approach that describes
solute–solvent interactions at a higher level85,86 may be necessary.
It should be noted that the shifts in the group of polar and non-
polar solvents qualitatively match the experimental results (water >
methanol > acetone and chloroform > carbon tetrachloride).

IV. CONCLUSION
In this paper, we developed a new method for calculating the

nuclear magnetic shielding tensor combined with the RISM-SCF-
SEDD method. Although the approach combining the conventional
RISM-SCF method with NMR calculation was carried out,57,58 the
description of the electrostatic interaction was insufficient, and the
application was limited because of numerical instability. The present
method removed these difficulties and extended its applicability to
various systems.

We showed that a similar formalism to the previous study57,58

can be applied for NMR calculation when using RISM-SCF-SEDD.
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We implemented this new method and then examined the two sys-
tems as application examples. One is the basic and small molecule,
H2O. We ensured that our method is consistent with the previous
results that the proton chemical shifts become close to the gas-phase
value when the temperature increases. It is also confirmed that the
proton chemical shifts of a water molecule were seen in the lower
magnetic field region in the order of water, acetone, chloroform,
and carbon tetrachloride. We obtained more accurate results for
chemical shifts in polar solvents compared to the original RISM-SCF
work.58

Next, we demonstrated the results of calculating 15N chemi-
cal shifts of pyridazine and pyrazine. We first examined the basis
set dependence of NMR calculation and confirmed that the results
were systematically improved when using a larger basis set. Our new
method gave considerably good results for azines in water compared
with the PCM results. The reason why our method can obtain quan-
titative chemical shifts is the proper description of the electrostatic
interaction, which was demonstrated in two RDFs. The advantage
of our method is to obtain statistically converged results at only
one calculation, and it is believed that this method can be widely

applicable. On the other hand, in the solvent in which non-
electrostatic interaction was dominant, good results were not
obtained. In our future work, we will incorporate such interac-
tions into the theoretical framework. As a further extension, there
is also possibility to adopt a newly devised method for determining
electron density with the constraint condition87,88 in order to fur-
ther expand the applicability of the present framework toward more
diverse molecular species.
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APPENDIX A: DERIVATION OF EQ. (23)
Here, the detail of deriving Eq. (23) is shown. The derivative of

Helmholtz free energy with respect to mX
β is61

∂A
∂mX

β
=
∂Esolute

∂mX
β

+
∂Δμ
∂mX

β

=
∂

∂mX
β
∑
μν
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. (A1)

One can know that the terms with derivatives of t, h, and c with
respect to mX

β are zero by using RISM and HNC equations and the
definition of t. In the deformation process of Eq. (A1), following
relations are utilized:

∂uγs(r)
∂mX

β
=

∂

∂mX
β
(uCL

γs (r) + uLJ
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∫ dr′
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, (A2)
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i
Vi
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β
. (A3)

In Eq. (A3), the final expression is obtained because the sum of the
solute charges is zero.
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APPENDIX B: THE DERIVATIVE OF V i
WITH RESPECT TO B α

In order to calculate the derivative of V i with respect to Bα, the
derivative of hγs with respect to Bα is necessary. This is obtained by
differentiating the HNC closure relationship,

∂hγs(r)
∂Bα

= (hγs(r) + 1)
∂

∂Bα
[−βuγs(r) + hγs(r) − cγs(r)]. (B1)

We can write the components of d as

di =∑
μν

Pμν⟨χμ∣bi∣χν⟩, (B2)

where the components of operator b are

bi(r) = ∫ dr′∑
k
X−1
ik ∣r − r

′
∣ fk(r

′
) + ∑k X

−1
ik Zk

ZtX−1Z

×{1 − ∫ dr′∑
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ZmX−1
ml ∣r − r

′
∣ fl(r

′
)}. (B3)

The derivative of di with respect to Bα at zero field is

∂di
∂Bα
∣
B=0
=∑

μν
(P(1,0)

μν )α⟨ϕμ∣bi∣ϕν⟩

+∑
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∂χμ
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∂χν
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⟩)∣

B=0

=∑
μν
(P(1,0)

μν )α⟨ϕμ∣bi∣ϕν⟩ +∑
μν

P(0)μν Qμν. (B4)

It is noted that these two matrices are skew-symmetric,

(P(1,0)
μν )α = −(P

(1,0)
νμ )α, (B5)

Qμν = −Qνμ. (B6)

The trace of the product of a symmetric and a skew-symmetric
matrix is zero, and this concludes

∂di
∂Bα
∣
B=0
= 0. (B7)

By inserting this into Eq. (B1), one can know that one of the solu-
tions which is consistent with the derivative of the RISM equation

∂hγs(r)
∂Bα

∣

B=0
=∑

δt
ωγδ ∗

∂cδt
∂Bα
∣
B=0
∗χts(r), (B8)

is given as

∂hγs(r)
∂Bα

∣

B=0
=

∂cγs(r)
∂Bα

∣

B=0
= 0 (for all γ, s), (B9)

and thus, the derivative of V i with respect to Bα vanishes,

∂Vi

∂Bα
∣
B=0
= 0. (B10)
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