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#### Abstract

In this paper, we consider tests of high-dimensional covariance structures under the nonstrongly spiked eigenvalue (NSSE) model. we produce an ECDM test statistic and propose a new test procedure based on the test statistic. We evaluate its asymptotic size and power theoretically.


## 1 Introduction

Suppose we take samples, $\boldsymbol{x}_{j}=\left(x_{1 j}, \ldots, x_{p j}\right)^{T}, j=1, \ldots, n$, of size $n(\geq 4)$, which are independent and identically distributed (i.i.d.) as a $p(\geq 2)$-variate distribution. We assume that $\boldsymbol{x}_{j}$ has an unknown mean vector $\boldsymbol{\mu}$ and unknown (positive-semidefinite) covariance matrix $\boldsymbol{\Sigma}$. We have that $\boldsymbol{\Sigma}=\boldsymbol{H} \boldsymbol{\Lambda} \boldsymbol{H}^{T}$, where $\boldsymbol{\Lambda}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{p}\right)$ is a diagonal matrix of eigenvalues of $\boldsymbol{\Sigma}$, $\lambda_{1} \geq \cdots \geq \lambda_{p} \geq 0$, and $\boldsymbol{H}=\left(\boldsymbol{h}_{1}, \ldots, \boldsymbol{h}_{p}\right)$ is an orthogonal matrix of the corresponding eigenvectors. Let $\boldsymbol{x}_{j}=\boldsymbol{H} \boldsymbol{\Lambda}^{1 / 2} \boldsymbol{z}_{j}+\boldsymbol{\mu}$, where $\boldsymbol{z}_{j}=\left(z_{1 j}, \ldots, z_{p j}\right)^{T}$ is considered as a sphered data vector having the zero mean vector and identity covariance matrix. Let $\sigma=\operatorname{tr}(\boldsymbol{\Sigma}) / p$. Let $\sigma_{i j}$ be the $(i, j)$ element of $\boldsymbol{\Sigma}$ for $i, j=1, \ldots, p$. We assume that $\sigma_{j j} \in(0, \infty)$ as $p \rightarrow \infty$ for all $j$. For a function, $f(\cdot)$, " $f(p) \in(0, \infty)$ as $p \rightarrow \infty$ " implies that $\lim \inf _{p \rightarrow \infty} f(p)>0$ and $\lim \sup _{p \rightarrow \infty} f(p)<\infty$. Then, it holds that $\sigma \in(0, \infty)$ as $p \rightarrow \infty$. We denote the identity matrix of dimension $p$ by $\boldsymbol{I}_{p}$.

In this paper, we consider testing

$$
\begin{equation*}
H_{0}: \boldsymbol{\Sigma}=\boldsymbol{\Sigma}_{*} \quad \text { vs } . \quad H_{1}: \boldsymbol{\Sigma} \neq \boldsymbol{\Sigma}_{*}, \tag{1}
\end{equation*}
$$

where $\boldsymbol{\Sigma}_{*}$ is a candidate (positive-semidefinite) covariance matrix. For $\boldsymbol{\Sigma}_{*}$ we consider the following covariance structures: (i) identity matrix, (ii) scaled identity matrix, and (iii) diagonal matrix. Let

$$
\boldsymbol{\Sigma}_{\mathrm{S}}=\sigma \boldsymbol{I}_{p} \text { and } \boldsymbol{\Sigma}_{\mathrm{D}}=\operatorname{diag}\left(\sigma_{11}, \ldots, \sigma_{p p}\right)
$$

Ledoit and Wolf [10] gave test procedures for

$$
\begin{equation*}
H_{0}: \boldsymbol{\Sigma}=\boldsymbol{I}_{p} \quad \text { vs. } \quad H_{1}: \boldsymbol{\Sigma} \neq \boldsymbol{I}_{p} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{0}: \boldsymbol{\Sigma}=\boldsymbol{\Sigma}_{\mathrm{S}} \quad \text { vs. } \quad H_{1}: \boldsymbol{\Sigma} \neq \boldsymbol{\Sigma}_{\mathrm{S}} \tag{3}
\end{equation*}
$$

when $p / n \rightarrow c>0$ and $\boldsymbol{x}_{j}$ is Gaussian. Scott [11] gave test procedures for

$$
\begin{equation*}
H_{0}: \boldsymbol{\Sigma}=\boldsymbol{\Sigma}_{\mathrm{D}} \quad \text { vs. } \quad H_{1}: \boldsymbol{\Sigma} \neq \boldsymbol{\Sigma}_{\mathrm{D}} \tag{4}
\end{equation*}
$$

when $p / n \rightarrow c>0$ and $\boldsymbol{x}_{j}$ is Gaussian. Srivastava et al. [12] considered test procedures for (2) to (4) when $n / p \rightarrow 0$ under an assumption that is stronger than (A-i) given in Section 2. As for a nonparametric approach, Chen et al. [6] considered test statistics based on the U-statistic for (2) and (3). In the current paper, we take a different nonparametric approach and produce a new test statistic for (1). We utilize the extended cross-data-matrix (ECDM) method developed by Yata and Aoshima [14] which is an extension of the cross-data-matrix methodology created by Yata and Aoshima [13]. The ECDM method is a nonparametric method to produce an unbiased estimator for a function of $\boldsymbol{\Sigma}$ at a low computational cost even for ultra high-dimensional data. In addition, the ECDM method possesses a high versatility in high-dimensional data analysis. See Yata and Aoshima [15] for the details.

In this paper, we consider constructing new test procedures for (1), including (2), (3) and (4), by using the ECDM method. In Section 2, we produce an ECDM test statistic when $\boldsymbol{\Sigma}_{*}$ is known. We show that the ECDM test statistic is an unbiased estimator of its test parameter even in a highdimensional setting. In Section 3, we produce an ECDM test statistic when $\boldsymbol{\Sigma}_{*}$ involves unknown parameters. We propose a new test procedure based on the test statistic and evaluate its asymptotic size and power theoretically. In Section 4, we apply the new test procedure to testing (3) and (4).

## 2 Test procedure for (1) when $\Sigma_{*}$ is known

In this section, we propose a test procedure for (1) when $\boldsymbol{\Sigma}_{*}$ is known and evaluate its asymptotic size and power theoretically. Let

$$
\boldsymbol{\Sigma}_{0}=\boldsymbol{\Sigma}-\boldsymbol{\Sigma}_{*} \quad \text { and } \quad \Delta=\left\|\boldsymbol{\Sigma}_{0}\right\|_{F}^{2}=\operatorname{tr}\left(\boldsymbol{\Sigma}_{0}^{2}\right)
$$

where $\|\cdot\|_{F}$ is the Frobenius norm. Note that $\Delta=0$ under $H_{0}$ and $\Delta>0$ under $H_{1}$. We regard $\Delta$ as a test parameter and construct a test procedure for (1) by using an estimator of $\Delta$.

### 2.1 Unbiased estimator of $\Delta$

We first give an unbiased estimator of $\Delta$ by using the ECDM method. Let $n_{(1)}=\lceil n / 2\rceil$ and $n_{(2)}=n-n_{(1)}$, where $\lceil x\rceil$ denotes the smallest integer $\geq x$. Let

$$
\begin{aligned}
& \boldsymbol{V}_{n(1)(k)}= \begin{cases}\left\{\lfloor k / 2\rfloor-n_{(1)}+1, \ldots,\lfloor k / 2\rfloor\right\} & \text { if }\lfloor k / 2\rfloor \geq n_{(1)}, \\
\{1, \ldots,\lfloor k / 2\rfloor\} \cup\left\{\lfloor k / 2\rfloor+n_{(2)}+1, \ldots, n\right\} & \text { otherwise; }\end{cases} \\
& \boldsymbol{V}_{n(2)(k)}= \begin{cases}\left\{\lfloor k / 2\rfloor+1, \ldots,\lfloor k / 2\rfloor+n_{(2)}\right\} & \text { if }\lfloor k / 2\rfloor \leq n_{(1)}, \\
\left\{1, \ldots,\lfloor k / 2\rfloor-n_{(1)}\right\} \cup\{\lfloor k / 2\rfloor+1, \ldots, n\} & \text { otherwise }\end{cases}
\end{aligned}
$$

for $k=3, \ldots, 2 n-1$, where $\lfloor x\rfloor$ denotes the largest integer $\leq x$. Let $\# \boldsymbol{S}$ denote the number of elements in a set $\boldsymbol{S}$. Note that $\# \boldsymbol{V}_{n(l)(k)}=n_{(l)}, l=1,2, \boldsymbol{V}_{n(1)(k)} \cap \boldsymbol{V}_{n(2)(k)}=\emptyset$ and $\boldsymbol{V}_{n(1)(k)} \cup$ $\boldsymbol{V}_{n(2)(k)}=\{1, \ldots, n\}$ for $k=3, \ldots, 2 n-1$. Also, note that $i \in \boldsymbol{V}_{n(1)(i+j)}$ and $j \in \boldsymbol{V}_{n(2)(i+j)}$ for $i<j(\leq n)$. Let

$$
\overline{\boldsymbol{x}}_{(1)(k)}=n_{(1)}^{-1} \sum_{j \in \boldsymbol{V}_{n(1)(k)}} \boldsymbol{x}_{j} \quad \text { and } \quad \overline{\boldsymbol{x}}_{(2)(k)}=n_{(2)}^{-1} \sum_{j \in \boldsymbol{V}_{n(2)(k)}} \boldsymbol{x}_{j}
$$

for $k=3, \ldots, 2 n-1$. Let $u_{n(l)}=n_{(l)} /\left(n_{(l)}-1\right)$ for $l=1,2$,

$$
\boldsymbol{y}_{i j(1)}=\boldsymbol{x}_{i}-\overline{\boldsymbol{x}}_{(1)(i+j)} \quad \text { and } \quad \boldsymbol{y}_{i j(2)}=\boldsymbol{x}_{j}-\overline{\boldsymbol{x}}_{(2)(i+j)}
$$

for all $i<j$. We note that $u_{n(l)} E\left(\boldsymbol{y}_{i j(l)} \boldsymbol{y}_{i j(l)}^{T}\right)=\boldsymbol{\Sigma}$ for $l=1,2$, and $\boldsymbol{y}_{i j(1)}$ and $\boldsymbol{y}_{i j(2)}$ are independent for all $i<j$. For example, Yata and Aoshima [14] gave an estimator of $\operatorname{tr}\left(\Sigma^{2}\right)$ as

$$
\begin{equation*}
W_{n}=\frac{2 u_{n(1)} u_{n(2)}}{n(n-1)} \sum_{i<j}^{n}\left(\boldsymbol{y}_{i j(1)}^{T} \boldsymbol{y}_{i j(2)}\right)^{2} \tag{5}
\end{equation*}
$$

by the ECDM method. Then, it holds that $E\left(W_{n}\right)=\operatorname{tr}\left(\Sigma^{2}\right)$.
Remark 2.1. One can save the computational cost of $W_{n}$ by using previously calculated $\overline{\boldsymbol{x}}_{(i)(k)}, k=$ $3, \ldots, 2 n-1 ; i=1,2$. Then, the computational cost of $W_{n}$ is of the order, $O\left(n^{2} p\right)$.

Now, we can give an unbiased estimator of $\Delta$ as

$$
\begin{equation*}
\widehat{\Delta}_{n}=2 \sum_{i<j}^{n} \frac{\operatorname{tr}\left\{\left(u_{n(1)} \boldsymbol{y}_{i j(1)} \boldsymbol{y}_{i j(1)}^{T}-\boldsymbol{\Sigma}_{*}\right)\left(u_{n(2)} \boldsymbol{y}_{i j(2)} \boldsymbol{y}_{i j(2)}^{T}-\boldsymbol{\Sigma}_{*}\right)\right\}}{n(n-1)} \tag{6}
\end{equation*}
$$

by the ECDM method. Note that $E\left(\widehat{\Delta}_{n}\right)=\Delta$. Here, we write that

$$
\begin{equation*}
\widehat{\Delta}_{n}=W_{n}+\operatorname{tr}\left(\boldsymbol{\Sigma}_{*}^{2}\right)-2 \sum_{i<j}^{n} \frac{\left(u_{n(1)} \boldsymbol{y}_{i j(1)}^{T} \boldsymbol{\Sigma}_{*} \boldsymbol{y}_{i j(1)}+u_{n(2)} \boldsymbol{y}_{i j(2)}^{T} \boldsymbol{\Sigma}_{*} \boldsymbol{y}_{i j(2)}\right)}{n(n-1)} \tag{7}
\end{equation*}
$$

The computational cost of $\widehat{\Delta}_{n}$ by (7) is much lower than that by (6) when $n=o(p)$.

### 2.2 Asymptotic properties of $\widehat{\Delta}_{n}$

We assume the following model:

$$
x_{j}=\Gamma w_{j}+\mu
$$

where $\boldsymbol{\Gamma}=\left(\boldsymbol{\gamma}_{1}, \ldots, \boldsymbol{\gamma}_{d}\right)$ is a $p \times d$ matrix for some $d>0$ such that $\boldsymbol{\Gamma} \boldsymbol{\Gamma}^{T}=\boldsymbol{\Sigma}$, and $\boldsymbol{w}_{j}=$ $\left(w_{1 j}, \ldots, w_{d r}\right)^{T}, j=1, \ldots, n$, are i.i.d. random vectors having $E\left(\boldsymbol{w}_{j}\right)=\mathbf{0}$ and $\operatorname{Var}\left(\boldsymbol{w}_{j}\right)=\boldsymbol{I}_{d}$. Let $\operatorname{Var}\left(w_{s j}^{2}\right)=M_{s}$ for $s=1, \ldots, d$. We assume that $\lim _{\sup _{p \rightarrow \infty}} M_{s}<\infty$ for all $s$. Similar to Bai and Saranadasa [4], Chen and Qin [5] and Aoshima and Yata [1], we assume that
(A-i) $E\left(w_{s_{1 j} j}^{\alpha_{1}} w_{s_{2} j}^{\alpha_{2}} \cdots w_{s_{v} j}^{\alpha_{v}}\right)=E\left(w_{s_{1} j}^{\alpha_{1}}\right) E\left(w_{s_{2} j}^{\alpha_{2}}\right) \cdots E\left(w_{s_{v} j}^{\alpha_{v}}\right)$ for all $s_{1} \neq s_{2} \neq \cdots \neq s_{v} \in[1, d]$ and $\alpha_{i} \in[1,4], i=1, \ldots, v$, where $v \leq 8$ and $\sum_{i=1}^{v} \alpha_{i} \leq 8$.
When $\boldsymbol{x}_{j}$ is Gaussian and $\boldsymbol{\Gamma}=\boldsymbol{H} \boldsymbol{\Lambda}^{1 / 2}$, it holds that $\boldsymbol{w}_{j}=\boldsymbol{z}_{j}$ and $\boldsymbol{z}_{j}$ is distributed as $N_{p}\left(\mathbf{0}, \boldsymbol{I}_{p}\right)$, so that ( $\mathrm{A}-\mathrm{i}$ ) is naturally satisfied.

For $\boldsymbol{\Sigma}$ we assume the following condition as necessary:
(C-i) $\frac{\operatorname{tr}\left(\boldsymbol{\Sigma}^{4}\right)}{\operatorname{tr}\left(\boldsymbol{\Sigma}^{2}\right)^{2}} \rightarrow 0$ as $p \rightarrow \infty$.
Note that (C-i) is equivalent to " $\lambda_{1} / \operatorname{tr}\left(\boldsymbol{\Sigma}^{2}\right)^{1 / 2} \rightarrow 0$ as $p \rightarrow \infty$ ". Aoshima and Yata [2,3] called (C-i) the "non-strongly spiked eigenvalue (NSSE) model". When $\boldsymbol{\Sigma}=\boldsymbol{\Sigma}_{\mathrm{S}}$ or $\boldsymbol{\Sigma}_{\mathrm{D}}$, (C-i) holds. On the other hand, Aoshima and Yata [2,3] proposed the following model.

$$
\begin{equation*}
\liminf _{p \rightarrow \infty}\left\{\frac{\lambda_{1}}{\operatorname{tr}\left(\boldsymbol{\Sigma}^{2}\right)^{1 / 2}}\right\}>0 \tag{8}
\end{equation*}
$$

from the facts that $\lambda_{1}=\sigma\{1+(p-1) \rho\}$ and $\operatorname{tr}\left(\boldsymbol{\Sigma}^{2}\right)=O\left(p^{2}\right)$. Aoshima and Yata [2, 3] called (8) the "strongly spiked eigenvalue (SSE) model". For instance, let us consider a spiked model as

$$
\begin{equation*}
\lambda_{j}=a_{j} p^{\alpha_{j}}(j=1, \ldots, g) \quad \text { and } \quad \lambda_{j}=c_{j}(j=g+1, \ldots, p), \tag{9}
\end{equation*}
$$

where $a_{j} \mathrm{~s}, c_{j} \mathrm{~s}$ and $\alpha_{j} \mathrm{~s}$ are positive (fixed) constants, and $g$ is a positive (fixed) integer. For (9), it is a NSSE model when $\alpha_{1}<1 / 2$ and a SSE model when $\alpha_{1} \geq 1 / 2$. Ishii et al. [7, 8] gave test procedures for equality tests of high-dimensional covariance matrices under the SSE model (8). Also, Ishii et al. [9] gave a test procedure for (1) under the SSE model (8).

Let

$$
m=\min \{p, n\} .
$$

We consider the divergence condition as

$$
p \rightarrow \infty \text { and } n \rightarrow \infty,
$$

which is equivalent to $m \rightarrow \infty$. Let

$$
K=4 \operatorname{tr}\left(\boldsymbol{\Sigma}^{2}\right)^{2} / n^{2} \text { and } K_{*}=4 \operatorname{tr}\left(\boldsymbol{\Sigma}_{*}^{2}\right)^{2} / n^{2}
$$

We assume one of the following assumptions as necessary:
(C-ii) $\limsup _{m \rightarrow \infty} \frac{\Delta}{K^{1 / 2}}<\infty$.
Note that (C-ii) holds under $H_{0}$ in (1). Ishii et al. [9] gave the following result.
Theorem 2.1 ([9]). Assume (A-i), (C-i) and (C-ii). Then, it holds that as $m \rightarrow \infty$

$$
\frac{\widehat{\Delta}_{n}-\Delta}{K^{1 / 2}} \Rightarrow N(0,1)
$$

where " $\Rightarrow$ " denotes the convergence in distribution and $N(0,1)$ denotes a random variable distributed as the standard normal distribution.

### 2.3 Test procedure based on $\widehat{\Delta}_{n}$

Note that $\operatorname{tr}\left(\boldsymbol{\Sigma}^{2}\right)=\operatorname{tr}\left(\boldsymbol{\Sigma}_{*}^{2}\right)$ under $H_{0}$ in (1). Let

$$
\begin{equation*}
T_{n}=\frac{n \widehat{\Delta}_{n}}{2 \operatorname{tr}\left(\Sigma_{*}^{2}\right)} \tag{10}
\end{equation*}
$$

From Theorem 2.1 we propose a test procedure for (1) by

$$
\begin{equation*}
\text { rejecting } H_{0} \Longleftrightarrow T_{n}>z_{\alpha} \tag{11}
\end{equation*}
$$

where $z_{\alpha}$ is a constant such that $P\left\{N(0,1)>z_{\alpha}\right\}=\alpha$ with $\alpha \in(0,1 / 2)$. Then, Ishii et al. [9] gave the following result.

Theorem 2.2 ([9]). Assume (A-i) and (C-i). For the test procedure (11), we have that

$$
\begin{equation*}
\text { Size }=\alpha+o(1) \quad \text { and } \quad \text { Power }=\Phi\left(\frac{\Delta}{K^{1 / 2}}-z_{\alpha} \frac{K_{*}^{1 / 2}}{K^{1 / 2}}\right)+o(1) \text { as } m \rightarrow \infty \tag{12}
\end{equation*}
$$

where $\Phi(\cdot)$ denotes the c.d.f. of $N(0,1)$.
In the next section, we apply the test procedure (11) to testing the identity structure in (2).

### 2.4 Test of the identity structure in (2)

We consider the case when $\boldsymbol{\Sigma}_{*}=\boldsymbol{I}_{p}$. Note that $\Delta=\operatorname{tr}\left(\boldsymbol{\Sigma}^{2}\right)+p-2 \operatorname{tr}(\boldsymbol{\Sigma})$ when $\boldsymbol{\Sigma}_{*}=\boldsymbol{I}_{p}$. From (10) we write that when $\boldsymbol{\Sigma}_{*}=\boldsymbol{I}_{p}$,

$$
T_{n}=\frac{n \widehat{\Delta}_{n}\left(\boldsymbol{I}_{p}\right)}{2 p} \quad\left(=T_{n}\left(\boldsymbol{I}_{p}\right), \text { say }\right)
$$

where $\widehat{\Delta}_{n}\left(\boldsymbol{I}_{p}\right)=W_{n}+p-2 \sum_{i<j}^{n}\left(\left\|\boldsymbol{y}_{i j(1)}\right\|^{2}+\left\|\boldsymbol{y}_{i j(2)}\right\|^{2}\right) /\{n(n-1)\}$. Here, $\|\cdot\|$ denotes the Euclidean norm. Ishii et al. [9] gave the following result.

Corollary 2.1 ([9]). Assume (A-i). For the test procedure (11) with $T_{n}=T_{n}\left(\boldsymbol{I}_{p}\right)$ for (2), we have (12).

Remark 2.2. For (2) Chen et al. [6] gave a test procedure based on the following $U$ statistic:

$$
T_{C Z Z}=A_{n}-\left(\sum_{j=1}^{n} \frac{\boldsymbol{x}_{j}^{T} \boldsymbol{x}_{j}}{n}-\sum_{j \neq j^{\prime}}^{n} \frac{\boldsymbol{x}_{j}^{T} \boldsymbol{x}_{j^{\prime}}}{n(n-1)}\right)+p
$$

where

$$
A_{n}=\sum_{j \neq j^{\prime}}^{n} \frac{\left(x_{j}^{T} x_{j^{\prime}}\right)^{2}}{\prime(n-1)}-2 \sum_{j \neq j^{\prime} \neq j^{\prime}}^{n} \frac{x^{T} T x_{j} x_{j}^{T} x_{j^{\prime \prime}}}{n(n-1)(n-2)}+\sum_{j \neq j^{\prime} \neq l \neq l^{\prime}}^{n} \frac{x_{j}^{T} x_{j^{\prime}} x_{l}^{T} x_{l^{\prime}}}{n(n-1)(n-2)(n-3)} .
$$

Note that $E\left(A_{n}\right)=\operatorname{tr}\left(\Sigma^{2}\right)$. The test procedure by $T_{C Z Z}$ is asymptotically equivalent to (11) with $\boldsymbol{\Sigma}_{*}=\boldsymbol{I}_{p}$. It should be noted that the test of the identity structure is obtained as an example of the test procedure (11).

## 3 Test procedure for (1) when $\Sigma_{*}$ involves unknown parameters

When $\boldsymbol{\Sigma}_{*}=\boldsymbol{\Sigma}_{\mathrm{S}}$ or $\boldsymbol{\Sigma}_{*}=\boldsymbol{\Sigma}_{\mathrm{D}}$, the eigenstructures are identified. Otherwise they involve unknown parameters. In this section, we construct an unbiased estimator of $\Delta$ through the eigenstructures and propose a test procedure by using the unbiased estimator.

Let $\boldsymbol{A}_{j}$ be a $p \times p$ known idempotent matrix with rank $r_{j}(\geq 1)$ for $j=1, \ldots, q$, such that $\sum_{j=1}^{q} r_{j}=p$ and $\sum_{j=1}^{q} \boldsymbol{A}_{j}=\boldsymbol{I}_{p}$, where $r_{1} \leq \cdots \leq r_{q}$ when $q \geq 2$. Note that $\operatorname{tr}\left(\boldsymbol{A}_{j}\right)=r_{j}, \boldsymbol{A}_{j}^{2}=\boldsymbol{A}_{j}$ and $\boldsymbol{A}_{j} \boldsymbol{A}_{j^{\prime}}=\boldsymbol{O}$ for all $j\left(\neq j^{\prime}\right)$. Let $\kappa_{j}(\geq 0)$ be an unknown scalar such that $\operatorname{tr}\left(\boldsymbol{\Sigma} \boldsymbol{A}_{j}\right)=r_{j} \kappa_{j}$ for all $j$. Hereafter, we assume that $\boldsymbol{\Sigma}_{*}$ has the following structure:

$$
\begin{equation*}
\boldsymbol{\Sigma}_{*}=\kappa_{1} \boldsymbol{A}_{1}+\cdots+\kappa_{q} \boldsymbol{A}_{q} \tag{13}
\end{equation*}
$$

Note that $\operatorname{tr}\left(\Sigma_{*}^{2}\right)=\sum_{j=1}^{q} r_{j} \kappa_{j}^{2}$ and $\Delta=\operatorname{tr}\left(\Sigma^{2}\right)-\operatorname{tr}\left(\Sigma_{*}^{2}\right)$, so that $\operatorname{tr}\left(\Sigma^{2}\right) \geq \operatorname{tr}\left(\Sigma_{*}^{2}\right)$. One can summarize as follows:
(I) $\boldsymbol{A}_{1}=\boldsymbol{I}_{p}, \kappa_{1}=\sigma, r_{1}=p$ and $q=1$ when $\boldsymbol{\Sigma}_{*}=\boldsymbol{\Sigma}_{\mathbf{S}}$;
(II) $\quad \boldsymbol{A}_{j}=\operatorname{diag}(0, \ldots, 0,1,0, \ldots, 0)$ whose $j$-th diagonal element is $1, \kappa_{j}=\sigma_{j j}, r_{j}=1$ for all $j$ and $q=p$ when $\boldsymbol{\Sigma}_{*}=\boldsymbol{\Sigma}_{\mathbf{D}}$.

We note that $\operatorname{tr}\left(\boldsymbol{\Sigma} \boldsymbol{A}_{j}\right)^{2} / r_{j}=r_{j} \kappa_{j}^{2}$ for all $j$. Then, we give an estimator of $\operatorname{tr}\left(\boldsymbol{\Sigma}_{*}^{2}\right)$ as

$$
\begin{equation*}
U_{n}=2 \sum_{s=1}^{q} \sum_{i<j}^{n} \frac{u_{n(1)} u_{n(2)} \boldsymbol{y}_{i j(1)}^{T} \boldsymbol{A}_{s} \boldsymbol{y}_{i j(1)} \boldsymbol{y}_{i j(2)}^{T} \boldsymbol{A}_{s} \boldsymbol{y}_{i j(2)}}{r_{s} n(n-1)} \tag{14}
\end{equation*}
$$

by the ECDM method. Note that $E\left(U_{n}\right)=\operatorname{tr}\left(\Sigma_{*}^{2}\right)$. Let

$$
\widetilde{\Delta}_{n}=W_{n}-U_{n}
$$

where $W_{n}$ is given by (5). Then, it holds that $E\left(\widetilde{\Delta}_{n}\right)=\Delta$. Let $q_{\star}$ be the maximum integer such that

$$
r_{1}=\cdots=r_{q_{\star}}=1<r_{q_{\star}+1} \leq \cdots \leq r_{q}
$$

If $r_{1}=\cdots=r_{q}=1$, we set $q_{\star}=q$.
Let $\Psi=\operatorname{tr}\left(\Sigma_{*}^{2}\right)^{2}-\sum_{s=1}^{q_{\star}} \kappa_{s}^{4}$ when $q_{\star} \geq 1$ and $\Psi=\operatorname{tr}\left(\Sigma_{*}^{2}\right)^{2}$ when $q_{\star}=0$. Then, we give an estimator of $\Psi$ by

$$
\widetilde{\Psi}_{n}= \begin{cases}U_{n}^{2}-\sum_{s=1}^{q_{\star}}\left(2 \sum_{i<j}^{n} \frac{u_{n(1)} u_{n(2)} \boldsymbol{y}_{i j(1)}^{T} \boldsymbol{A}_{s} \boldsymbol{y}_{i j(1)} \boldsymbol{y}_{i j(2)}^{T} \boldsymbol{A}_{s} \boldsymbol{y}_{i j(2)}}{n(n-1)}\right)^{2} & \left(q_{\star} \geq 1\right) \\ U_{n}^{2} & \left(q_{\star}=0\right)\end{cases}
$$

Note that $P\left(\widetilde{\Psi}_{n} \geq 0\right)=1$. Let

$$
\begin{equation*}
\widetilde{T}_{n}=\frac{n \widetilde{\Delta}_{n}}{2 \widetilde{\Psi}_{n}^{1 / 2}} \tag{15}
\end{equation*}
$$

Then, for (1) with (13), we propose a test procedure by

$$
\begin{equation*}
\text { rejecting } H_{0} \Longleftrightarrow \widetilde{T}_{n}>z_{\alpha} \tag{16}
\end{equation*}
$$

We consider the test procedure (16) under the NSSE model (C-i). We asssume the following condition.
(C-iii) $\sum_{j, j^{\prime}=1}^{q} \frac{\operatorname{tr}\left(\boldsymbol{\Sigma} \boldsymbol{A}_{j} \boldsymbol{\Sigma} \boldsymbol{A}_{j^{\prime}}\right)^{2}+\left(\sum_{s=1}^{d} \boldsymbol{\gamma}_{s}^{T} \boldsymbol{A}_{j} \boldsymbol{\gamma}_{s} \boldsymbol{\gamma}_{s}^{T} \boldsymbol{A}_{j^{\prime}} \boldsymbol{\gamma}_{s}\right)^{2}}{r_{j} r_{j^{\prime}} \operatorname{tr}\left(\boldsymbol{\Sigma}_{*}^{2}\right)^{2}} \rightarrow 0$ as $p \rightarrow \infty$,
Then, Ishii et al. [9] gave the following result.
Theorem 3.1 ([9]). Assume (A-i), (C-i) and (C-iii). For the test procedure (16), we have (12).

## 4 Applications of the test procedure (16) to testing (3) and (4)

In this section, we apply the test procedure (16) to testing (3) and (4).

### 4.1 Scaled identity structure (3)

We consider the case when $\boldsymbol{\Sigma}_{*}=\boldsymbol{\Sigma}_{\mathbf{S}}$. Note that $\Delta=\operatorname{tr}\left(\boldsymbol{\Sigma}^{2}\right)-p \sigma^{2}, q_{\star}=0$ and $q=1$, so that $\Psi^{1 / 2}=\operatorname{tr}\left(\boldsymbol{\Sigma}_{*}^{2}\right)=p \sigma^{2}$ and $\widetilde{\Psi}_{n}^{1 / 2}=U_{n}$. From (15) we write that

$$
\widetilde{T}_{n}=\frac{n W_{n}}{2 U_{n(\mathrm{~S})}}-n / 2 \quad\left(=\widetilde{T}_{n(\mathrm{~S})}, \text { say }\right)
$$

where

$$
U_{n(\mathrm{~S})}=2 \sum_{i<j}^{n} \frac{u_{n(1)} u_{n(2)}\left\|\boldsymbol{y}_{i j(1)}\right\|^{2}\left\|\boldsymbol{y}_{i j(2)}\right\|^{2}}{p n(n-1)}
$$

Note that $E\left(U_{n(\mathrm{~S})}\right)=p \sigma^{2}$. From Theorem 3.1, Ishii et al. [9] gave the following result.
Corollary 4.1 ([9]). Assume (A-i). For the test procedure (16) with $\widetilde{T}_{n}=\widetilde{T}_{n(S)}$ for (3), we have (12).
Remark 4.1. For (3) Chen et al. [6] gave a test procedure based on a U-statistic. Although the test procedure by Chen et al. [6] is asymptotically equivalent to (16) with $\widetilde{T}_{n}=\widetilde{T}_{n(S)}$, the latter is more applicable to the sequential analysis ensuring prespecified accuracy. See Yata et al. [16] for the details.

### 4.2 Diagonal structure (4)

We consider the case when $\boldsymbol{\Sigma}_{*}=\boldsymbol{\Sigma}_{\mathrm{D}}$. Note that $\Delta=\operatorname{tr}\left(\boldsymbol{\Sigma}^{2}\right)-\sum_{j=1}^{p} \sigma_{j j}^{2}\left(=\Delta_{\mathrm{D}}\right.$, say $)$ and $q_{\star}=p$. Also, note that $\Psi=\operatorname{tr}\left(\boldsymbol{\Sigma}_{\mathrm{D}}^{2}\right)^{2}-\sum_{j=1}^{p} \sigma_{j j}^{4}$. Let $\boldsymbol{y}_{i j(l)}=\left(y_{1 i j(l)}, \ldots, y_{p i j(l)}\right)^{T}$ for all $i, j, l$. From (15) we write that

$$
\widetilde{T}_{n}=\frac{n \widetilde{\Delta}_{n(\mathrm{D})}}{2 \widetilde{\Psi}_{n(\mathrm{D})}^{1 / 2}} \quad\left(=\widetilde{T}_{n(\mathrm{D})}, \text { say }\right)
$$

where $\widetilde{\Delta}_{n(\mathrm{D})}=W_{n}-U_{n(\mathrm{D})}$ and

$$
\widetilde{\Psi}_{n(\mathrm{D})}=U_{n(\mathrm{D})}^{2}-\sum_{s=1}^{p}\left(2 \sum_{i<j}^{n} \frac{u_{n(1)} u_{n(2)} y_{s i j(1)}^{2} y_{s i j(2)}^{2}}{n(n-1)}\right)^{2}
$$

with

$$
U_{n(\mathrm{D})}=2 \sum_{i<j}^{n} \sum_{s=1}^{p} \frac{u_{n(1)} u_{n(2)} y_{s i j(1)}^{2} y_{s i j(2)}^{2}}{n(n-1)}
$$

From Theorem 3.1, Ishii et al. [9] gave the following result.
Corollary 4.2 ([9]). Assume (A-i). For the test procedure (16) with $\widetilde{T}_{n}=\widetilde{T}_{n(D)}$ for (4), we have (12).
Remark 4.2. For (4) Srivastava et al. [12] gave the following test statistic:

$$
\begin{equation*}
T_{S}=\frac{(n-1)\left[c_{n}\left\{\operatorname{tr}\left(\boldsymbol{S}_{n}^{2}\right)-\operatorname{tr}\left(\boldsymbol{S}_{n}\right)^{2} /(n-1)\right\}-c_{n} \sum_{j=1}^{p} s_{j}^{2}\right]}{2 \sqrt{\left(c_{n} \sum_{j=1}^{p} s_{j}^{2}\right)^{2}-\sum_{j=1}^{p} s_{j}^{4}}} \tag{17}
\end{equation*}
$$

where $\boldsymbol{S}_{n}$ is the sample covariance matrix, $s_{j}$ is the $j$-th diagonal element of $\boldsymbol{S}_{n}$ and $c_{n}=(n-$ $1)^{2} /\{(n-2)(n+1)\}$. Under $H_{0}$ in (4), they showed that as $m \rightarrow \infty$

$$
T_{s} \Rightarrow N(0,1)
$$

under the assumptions that $z_{i j}$ s are i.i.d., $E\left(z_{i j}^{8}\right)$ s are uniformly bounded and some regularity conditions. Note that $c_{n}\left\{\operatorname{tr}\left(\boldsymbol{S}_{n}^{2}\right)-\operatorname{tr}\left(\boldsymbol{S}_{n}\right)^{2} /(n-1)\right\}-c_{n} \sum_{j=1}^{p} s_{j}^{2}\left(=\widehat{\Delta}_{s}\right.$, say) is an estimator of $\Delta_{D}$. It should be noted that $\widehat{\Delta}_{s}$ is heavily biased unless $\boldsymbol{x}_{j}$ is Gaussian. In addition, one cannot claim $\operatorname{Var}\left(\widehat{\Delta}_{S} / \Delta_{D}\right)<\infty$ unless $E\left(z_{i j}^{8}\right)$ s are uniformly bounded. Contrary to that, the proposed estimator, $\widetilde{\Delta}_{n(D)}$, is robust against the Gaussian assumption and one can claim that $E\left(\widetilde{\Delta}_{n(D)}\right)=\Delta_{D}$ without any assumptions.
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