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S U M M A R Y
To investigate the influence of fluid viscosity on the fracturing process, we conducted hydraulic
fracturing experiments on Kurokami-jima granite specimens with resins of various viscosities.
We monitored the acoustic emission (AE) activity during fracturing and estimated the moment
tensor (MT) solutions for 54 727 AE events using a deep learning technique. We observed
the breakdown at 14–22 MPa of borehole pressure, which was dependent on the viscosity,
as well as two preparatory phases accompanying the expansion of AE-active regions. The
first expansion phase typically began at 10–30 per cent of the breakdown pressure, where
AEs occurred three-dimensionally surrounding the wellbore and their active region expanded
with time towards the external boundaries of the specimen. The MT solutions of these AEs
corresponded to crack-opening (tensile) events in various orientations. The second expansion
phase began at 90–99 per cent of the breakdown pressure. During this phase, a new planar AE
distribution emerged from the borehole and expanded along the maximum compression axis,
and the focal mechanisms of these AEs corresponded to the tensile events on the AE-delineating
plane. We interpreted that the first phase was induced by fluid penetration into pre-existing
microcracks, such as grain boundaries, and the second phase corresponded to the main fracture
formation. Significant dependences on fluid viscosity were observed in the borehole pressure
at the time of main fracture initiation and in the speed of the fracture propagation in the second
phase. The AE activity observed in the present study was fairly complex compared to that
observed in previous experiments conducted on tight shale samples. This difference indicates
the importance of the interaction between the fracturing fluid and pre-existing microcracks in
the fracturing process.

Key words: Fracture and flow; Earthquake source observations; Induced seismicity; Frac-
tures, faults, and high strain deformation zones.

1 I N T RO D U C T I O N

In the development of unconventional resources, such as shale
gas/oil production and enhanced geothermal system, hydraulic frac-
turing is used to increase the permeability of tight rock mass for
resource extraction. Many previous studies have shown that frac-
turing processes depend on the viscosity of the fracturing fluid.

For example, Zhang et al. (2016) conducted numerical simulations
using the discrete element method and showed that wide fractures
were induced with a fracturing fluid of high viscosity. A wide frac-
ture efficiently accommodates proppants (fine particles of sand or
ceramic designed to support induced fractures), which is advanta-
geous to maintaining high permeability (e.g. Maxwell & Cipolla
2011). Warpinski et al. (2005) performed hydraulic fracturing for
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gas extraction in the Barnett shale formation in Texas, USA, at a
depth of ∼2.3 km using low-viscosity fluid (slickwater) and high-
viscosity gel. They reported that the stimulated reservoir volume
(Mayerhofer et al. 2010) was greater, and the gas production rates
were higher in the case of slickwater.

In addition, the influence of viscosity of the fracturing fluid on
hydraulic fracturing has been studied through laboratory experi-
ments. For example, it has been repeatedly reported that breakdown
(a steep drop in fluid pressure associated with macroscopic fracture
formation) occurs at high fluid pressure with high viscosity fluid
(Ishida et al. 2016; Fallahzadeh et al. 2017). Stanchits et al. (2015)
conducted hydraulic fracturing experiments on Colton sandstone
and Niobrara shale in a laboratory and showed that the fracture
width and number of acoustic emission (AE) events during the ex-
periments increased with the viscosity of the fracturing fluid. Ishida
et al. (2016) analysed the P-wave first-motion polarities of AE
events induced by hydraulic fracturing on Kurokami-jima granite
in a laboratory and showed that AE events corresponding to a crack
opening (i.e. tensile events) became dominant with higher-viscosity
fluid. They also observed the induced fractures on thin-section slices
and pointed out that more complex fractures were induced with a
low-viscosity fluid.

In this study, we investigated the influence of fracturing fluid
viscosity on hydraulic fracturing under uniaxial loading conditions
in laboratory experiments. The fracturing processes were examined
through AE measurement and direct observation of fluid penetra-
tion regions, which was enabled using a fluorescent resin as the
fracturing fluid. This experimental approach was used in our previ-
ous studies, allowing us to observe the temporal development and
detailed structure of the induced fractures. For example, Naoi et al.
(2018) and Yamamoto et al. (2019) demonstrated that AE activity,
fluid pressure history, and dominant fracture modes strongly depend
on the orientation of pre-existing microcracks in a specimen. Naoi
et al. (2020) illustrated that simple bi-wing tensile fractures were
induced in experiments conducted on a very tight shale, consistent
with the classical theory of hydraulic fracturing (e.g. Hubbert &
Willis 1957). Chen et al. (2018) focussed on the morphology of
hydraulically induced fractures in shale samples and showed that
the pre-existing fractures strongly influenced the complexity of the
induced fractures.

In the present experiments, we used Kurokami-jima granite spec-
imens from Yamaguchi Prefecture, Japan, for which a significant
interaction between pre-existing microcracks (such as grain bound-
aries) and fracturing fluid was observed in the experiments con-
ducted by Naoi et al. (2018) and Yamamoto et al. (2019). To inves-
tigate the viscosity dependence of the fracturing process, we used
fluorescent resins of five different viscosities as the fracturing fluid,
which were adjusted using a thickener, and the fluid penetration
regions were observed after fracturing. In addition, we monitored
the AEs and investigated their fracture modes by moment tensor
(MT) analysis. MT analysis of AEs in laboratory experiments re-
quires careful sensitivity calibration of AE transducers (e.g. Aker
et al. 2014; Kwiatek et al. 2014). Thus, we conducted a pulse radi-
ation test for calibration (Yamamoto et al. 2019; Naoi et al. 2020)
immediately before each fracturing experiment. We also estimated
the anisotropic attenuation of each specimen using the test data and
corrected the effect in the MT analysis because the orthorhombic
anisotropy of granite (e.g. Nara & Kaneko 2006) can cause negative
bias in MT estimates, especially in tensile-type events (Stierle et al.
2016), which are expected to be induced by hydraulic fracturing.
Meanwhile, we introduced a convolutional neural network (CNN;
e.g. LeCun et al. 1998) technique to estimate many MT solutions,

and we then observed the details of temporal changes in the focal
mechanisms.

2 E X P E R I M E N TA L M E T H O D

2.1 Sample and experimental procedure

We used 10 Kurokami-jima granite specimens (Table 1), each with
dimensions of 65 × 65 × 130 mm3. Granite generally has a rift
plane in which the rock splits most easily, reflecting the lowest
tensile strength, and its P-wave velocity orthogonal to the plane is
the lowest (Sano et al. 1992). Kurokami-jima granite also exhibits
these features (Kudo et al. 1986, 1987). In this study, we prepared
a block of dimensions 280 × 280 × 280 mm3 and estimated the
direction of the rift plane from its P-wave anisotropy. From this
block, we extracted 65 × 65 × 130 mm3 specimens whose rift
planes were orthogonal to the longitudinal direction. Elastic wave
velocities along the x-, y-, and z-directions (Fig. 1) were measured
for each specimen (Table 1). The obtained values were ∼5 km s−1

or more, indicating that these specimens remained intact without
substantial defects.

Fig. 2 shows the polarizing microscopy observation of a thin sec-
tion extracted from the block. We observed an equigranular texture
composed of quartz, plagioclase and potassium feldspar, which had
a dominant grain size of ∼0.9 mm. Coarser quartzes and plagio-
clase crystals of 3–4 mm in size were occasionally identified. The
boundaries of such grains are expected to act as minor defects or
weak planes in hydraulic fracturing (Chen et al. 2015).

We conducted hydraulic fracturing on air-dried specimens at a
uniaxial loading of 5 MPa (Fig. 1) in a laboratory under the same
setting as that used by Naoi et al. (2020). We set a packer in a 6-mm-
diameter borehole, which was drilled in the centre of the specimen,
to create a 30-mm pressurized section (within x = ±15 mm) by
using a couple of O-rings. A thermosetting acrylic resin, or methyl
methacrylate (MMA, with ∼0.8 mPa s viscosity at room temper-
ature and pressure), was injected into the section by a cylindrical
piston, which was pressurized by water injection from a syringe
pump at a constant flow rate of 1 cc min–1 (1.67 × 10–8 m3 s–1).
Details of the injection system are described in Akai et al. (2015). In
addition to the MMA of ∼0.8 mPa s viscosity, we prepared MMAs
of various other viscosities by adding a little Sumecton-STN (Ku-
nimine Industries Co., Ltd.), a thickener derived from hectorite.
Their viscosities were adjusted to ∼10, ∼50, ∼300 and ∼1000
mPa s, each of which were used to fracture two specimens. The ac-
tual viscosities of the fracturing fluids were measured immediately
before each experiment (Table 1).

The fluid pressure applied to the pressurized section of the bore-
hole (hereinafter ‘borehole pressure’) was measured using a pres-
sure gauge placed ∼700 mm from the packer. The gauge was con-
nected to the packer via a stainless-steel pipe of 1 mm inner diameter.
The pressure loss between the gauge and packer was expected to be
proportional to the fluid viscosity and was estimated to be ∼0.5 MPa
at maximum (under the assumption of a viscosity of 1000 mPa s
and an injection rate of 1 cc min–1). This value of pressure loss does
not affect any of the discussions conducted in the present paper.

The use of a fracturing fluid containing a fluorescent compound
allowed us to observe the fluid penetration regions. Immediately
after each experiment, we heated the fractured specimen in a furnace
at a minimum temperature of 80 ◦C for at least 12 h to solidify the
penetrating fluid. We then cut the specimen into five cross-sectional
slices parallel to the y–z planes at x = −21.7, −10.8, 0, +10.8, and
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Figure 1. Schematic view of a specimen, the AE sensor layout and the
coordinate system. The dashed lines indicate the rift plane direction.

+21.7 mm, and took their photographs with UV light irradiation
under identical photographing conditions.

2.2 AE measurement and cataloguing procedure

We measured the AE events induced by fracturing and developed
their catalogue using the method of Naoi et al. (2020). As shown
in Fig. 1, we attached 16 high-sensitivity broad-band transducers
(M304A, Fuji Ceramics Corp., 4 mm in diameter) and 8 trans-
ducers with a resonance frequency of ∼550 kHz (PICO: Physical
Acoustics Co., 5 mm in diameter) onto a specimen. M304A exhibits
high sensitivity and a broad frequency range owing to its built-in
preamplifier. Although PICO exhibits lower receiver performance,
it can radiate an acoustic wave; this function is necessary in pulse
radiation tests (Section 4.1). The transducers on the side faces of a
specimen were attached using thermofusible wax, and the ones on
the top and bottom were placed with springs in small holes drilled
into each stainless-steel loading plate. The waveforms received at
M304A were recorded only after 45 dB amplification, and those of
PICO were recorded after the application of 46 dB amplification
and a 0.02–3.00 MHz bandpass filter. All waveform data were con-
tinuously recorded at 10 MS s–1 using a 14-bit analogue-to-digital
converter (PXI-5170R, National Instruments Co.).

From the obtained continuous data for each experiment, we ex-
tracted 2048 sample waveforms around AE events that were de-
tected using a ratio of short- and long-term average (Allen 1978).
We automatically read the P-wave arrival times of the cut-out wave-
forms using Takanami & Kitagawa’s (1988) algorithm and esti-
mated their hypocentres, origin times and standard errors by using
a least-squares method considering P-wave anisotropy (Rothman
et al. 1974). We selected well-located events satisfying the fol-
lowing two criteria: (1) the maximum of the three standard errors
along each principal axis of an error ellipsoid was less than 10 mm
and (2) the number of P-wave arrival times used in the hypocen-
tre location exceeded 8 (Naoi et al. 2018). We then relocated the
hypocentres using the double-difference (DD) method (Waldhauser
& Ellsworth 2000), with the arrival time differences calculated from
the automatically picked arrival times and those evaluated using a
cross-correlation method. In the following analyses, we used the
hypocentres determined by the DD method.

We estimated the relative magnitude M of each event using the
equation

M =
∑

log10 (ri × Ai ) /N (1)

where Ai is the peak-to-peak amplitude (mV) of the cut-out wave-
form recorded at the ith transducer, ri is the distance between trans-
ducer i and the hypocentre (mm) and N is the number of transducers
used in the calculation (Naoi et al. 2018). The influence of anelastic
attenuation is not considered here. We only used waveforms whose
signal-to-noise ratio (SNR) was three or more.

3 F LU I D P R E S S U R E H I S T O RY, A E
A C T I V I T Y A N D F LU I D P E N E T R AT I O N
R E G I O N S D E P E N D I N G O N V I S C O S I T Y
O F F R A C T U R I N G F LU I D

3.1 Example of experiments conducted with low-viscosity
fluid (KJG1811; viscosity ∼0.8 mPa s)

As an example of the experiments conducted using MMA without
a thickener, the changes in borehole pressure, cumulative number
of AEs, z-coordinates of AE hypocentres, and relative magnitudes
in the experiment conducted on KJG1811 are shown in Figs 3(a)–
(c), and their enlarged views around the breakdown are shown in
Figs 3(d)–(f). The horizontal axes show the elapsed time, which
takes the timing of the borehole pressure peak as the origin. As
shown in Fig. 3(a), the borehole pressure gradually increased with
time. Its rate of increase became constant at t ∼−270 s and started to
decrease at t ∼ −20 s (Fig. 3d). Then, the pressure attained the peak
value of 14.1 MPa (breakdown pressure; PBD) at t = 0 s (breakdown
time; tBD), followed by a rapid drop in the borehole pressure due to
the generation of a macroscopic failure (breakdown). At this time,
the fluid leaked from the induced fractures appearing on the two
surfaces perpendicular to the x-axis of the specimen. Similar leaks
from surface fractures were observed in all experiments. After the
breakdown, the borehole pressure became stable at ∼7 MPa (at t
∼100 s) and decreased when the fluid injection stopped at t ∼ 120 s.
At t ∼ 245 s, we opened a valve in the injection system to completely
release the borehole pressure.

The cumulative number of AEs increased with borehole pressure.
A significant increase in the AE occurrence rate (dashed black lines
in Figs 3a–c indicate the timing when the rate exceeded four events
per second) was initiated simultaneously with the initiation of the
linear increase in the borehole pressure. From this point onward,
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Figure 2. Photomicrograph of Kurokami-jima granite taken under (a) plane polarized light and (b) crossed Nicols.

the AE-active regions gradually expanded outward from the pres-
surized section of the borehole (z = 0 mm; Fig. 3b). We refer to this
expansion phase of the AE activity as the ‘first expansion phase’.
In addition, the AE occurrence rate started to increase markedly at
t ∼ −20 s (solid black lines in Figs 3a–f), which occurred simulta-
neously with the initiation of the deviation of the borehole pressure
from the linearly increasing trend. These AEs corresponded to a
planar distribution along the x–z plane that emerged around the
pressurized section of the borehole and expanded in the z-direction
(Figs 3b and e). We refer to this expansion phase as the ‘second
expansion phase’. Stanchits et al. (2014), based on the experimen-
tal results obtained on Colton sandstone, indicated that the timing
at which the borehole pressure started to deviate from the linearly
increasing trend corresponded to the initiation of a dry hydraulic
fracture. In the present study, as discussed later, we also obtained
evidence that a main hydraulic fracture was initiated at that time.
A borehole pressure at this timing was called ‘leak-off pressure’
in our previous study (Naoi et al. 2018), while we refer here to
it as the ‘fracture initiation pressure’ (Pinit) and its timing as the
‘fracture initiation time’ (tinit). After tBD, the AE occurrence rate
decreased rapidly, and slightly increased when the fluid injection
stopped (at t ∼ 120 s) and the borehole pressure was released (at t
∼ 245 s). The averages of the relative magnitudes began to increase
at tinit and reached a maximum immediately after tBD, and then
decreased.

Fig. 4 shows a photograph of the cross-sectional slice of KJG1811
at x = 0, taken under UV light irradiation, where the bright and
bluish-white parts correspond to the fluid penetration regions, in-
cluding induced fractures. A higher luminance indicates the pene-
tration of more fracturing fluid. AE hypocentres before tinit (Fig. 4a),
from tinit to tBD (Fig. 4b), and after tBD (Fig. 4c) are overlaid on the
photograph. Before tinit, the AEs were widely distributed in the fluid
penetration region (Fig. 4a). In addition to this distribution, an AE
alignment along the z-direction emerged in the second expansion
phase (Fig. 4b). After tBD, the alignment extended further from the
borehole (Fig. 4c).

Based on these features, we interpreted that the first expansion
phase was caused by the penetration of the fracturing fluid into pores
and pre-existing microcracks. We also interpreted that the second
expansion phase corresponded to the quasi-static propagation of
a main hydraulic fracture along the z-direction. According to the
classical theory of hydraulic fracturing based on the solution of a
stress field around a borehole (Hubbert & Willis 1957), hydraulic
fractures are expected to propagate in the direction of maximum
compression. The AE alignment observed in the second expansion
phase was consistent with this expectation. The breakdown, or the
rapid drop in borehole pressure, is likely to have occurred because
of the dynamic propagation, as a result of the fracture growth ex-
ceeding the critical crack size. Similar AE activity, likely to be
representing a transition from quasi-static to dynamic propagation,
was observed in previous experiments conducted on Eagle Ford
shale (Naoi et al. 2020). AEs that still occurred after the breakdown
(Fig. 3b), were likely be due to the stress disturbance caused by the
induced fractures and the penetration of fracturing fluid into these
fractures, including the subsidiary ones (Yamamoto et al. 2019).

3.2 Example of experiments conducted with high-viscosity
fluid (KJG1804; viscosity ∼300 mPa s)

As an example of the experiments conducted with a higher-viscosity
fluid, the experimental results obtained for KJG1804 (fracturing
fluid viscosity ∼300 mPa s) are shown in Fig. 5. Features similar to
those observed for KJG1811 (fracturing fluid viscosity ∼0.8 mPa
s; Fig. 3) were observed in the temporal changes in the cumula-
tive number of AEs, AE-active regions, and relative magnitudes.
Meanwhile, the second expansion phase started only 3.3 s before
tBD, which was significantly later than ∼20 s for KJG1811, and the
duration of the second expansion phase was significantly shorter for
KJG1804 than that for KJG1811. Such shorter second expansion
phases were observed for all experiments with fracturing fluids of
more than ∼10 mPa s viscosity.
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Figure 3. Borehole pressure history and AE activity against relative time whose origin corresponds to tBD in the experiment conducted on KJG1811 (fracturing
fluid viscosity ∼0.8 mPa s). (a) Temporal changes in borehole pressure and the cumulative number of AEs. (b) Change in the z-coordinates of the hypocentres.
(c) Change in the relative magnitudes. (d–f) Enlarged views of (a)–(c) around tBD. The dots in (b), (c), (e), and (f) are colour-coded according to the c-values
of MT solutions for tensile-dominated or DC-dominated events. The vertical dashed black lines in (a)–(c) indicate the time at which the AE occurrence rate
exceeds four events s–1. The solid black lines indicate the timing of the fracture initiation (tinit).

3.3 Influence of viscosity of fracturing fluid

Fig. 6 shows the relations of PBD, Pinit, PBD − Pinit and tBD – tinit

with the viscosity of the fracturing fluid for each experiment. Higher
PBD and Pinit values were observed in the experiments conducted
with higher viscosity (Fig. 6a). The use of a higher-viscosity fluid
resulted in a smaller change in borehole pressure during the second
expansion phase (Fig. 6b), as well as its shorter duration (Fig. 6c);
that is, the quasi-static fracture was likely to have grown faster and
reached the critical size rapidly.

Fig. 7 shows photographs of the cross-sectional slices at x =
0 mm for five specimens that were fractured by a fluid of ∼0.8,
∼10, ∼50, ∼300 and ∼1000 mPa s viscosities. In all specimens, an

elliptical fluid penetration region of 20–30 mm width was observed
around the borehole. This region was smaller for specimens with
higher-viscosity fluids, indicating that the penetration of a higher-
viscosity fluid into the rock matrix is more difficult. In all specimens,
the AE events during the first expansion phase spread out over
the region. In addition, in all specimens fractured with fluids of
10 mPa s or more viscosity, a thin, high-luminescence elongated
region from the borehole along the z-axis could be recognized.
A 2-D AE distribution delineating the region appeared after tinit,
which was likely to be corresponding to the formation of a main
hydraulic fracture. Even in the experiments conducted with a fluid
of ∼0.8 mPa s viscosity (KJG1810 and KJG1811), such planar
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Figure 4. Fluid penetration region revealed by the fluorescence method on KJG1811 (∼0.8 mPa s) on the y–z plane at x = 0. The black circles in the centre
correspond to the borehole. The DD-relocated hypocentres, within x = ±5 mm (yellow dots), are overlaid for AEs (a) before tinit, (b) from tinit to tBD and (c)
after tBD.

AE distribution was recognized, although the corresponding high-
luminescence region was not observed (Figs 4 and 7a and f).

4 M O M E N T T E N S O R A NA LY S I S

4.1 Estimation of AE sensor coupling and anelastic
attenuation

We estimated the MT solutions of the DD-relocated AEs from their
P-wave first motion polarities and amplitudes using a method sim-
ilar to that used by Yamamoto et al. (2019) and Naoi et al. (2020).
The sensitivity of an AE transducer depends on its coupling condi-
tion; that is, the obtained amplitudes are influenced by the coupling
condition. To correct this influence, we conducted a pulse radiation
test in which a pulse radiated from each PICO was received at the
other 23 transducers before each fracturing experiment. Based on
the obtained P-wave first motion amplitudes, we inversely estimated
the coupling condition of each transducer. In addition, the parameter
of anelastic attenuation (quality factor Q) was estimated from the
same data under the assumption of an orthorhombic anisotropy in
the x-, y-, and z-directions. The approach was the same as that used
by Naoi et al. (2020), except that Q was included as an unknown
parameter.

When a pulse of amplitude A0 is radiated from transmitter j, the
amplitude Aijobtained at receiver i can be expressed as

Ai j = Si Ii Gi j I j S j A0 (2)

(summation is not taken for i and j) in the frequency domain
(Kwiatek et al. 2014), where Si and Sj indicate the coupling co-
efficients of the receiver and transmitter, respectively, Gij indicates
a Green’s function of the medium, Ii and Ij indicate the transducer re-
sponses, including directivity, which are assumed to be bell-shaped
curves defined by

Ii ∝ exp
(−aαb

)
, I j ∝ exp

(−aβb
)
. (3)

Here, α and β are the incident and projection angles, respectively,
and a and b indicate the transducer coefficients that determine the
shape of the functions. In the following analyses, we used the values
of a = 0.90, b = 1.47 for M304A, and a = 0.53, b = 2.35 for PICO
(Naoi et al. 2020). As Green’s function in eq. (2), we used

Gi j = 1

Ri j
exp

(
π Ri j f

VP Q

)
, (4)

where geometrical spreading and anelastic attenuation were con-
sidered. Here, f is the frequency, and Rij is the distance between
the receiver i and transmitter j. The P-wave velocity VP and quality
factor Q for a ray path are assumed to be

VP =
√

V x2
P l2

x + V y2
P l2

y + V z2
P l2

z , (5)

Q =
√

Q2
x l2

x + Q2
yl2

y + Q2
z l2

z , (6)

under the assumption of an orthorhombic anisotropy, where VP
x, VP

y

and VP
z indicate the P-wave velocities in the x-, y- and z-directions,

respectively; Qx, Qy, and Qz are the quality factors in each direction;
lx, ly and lz are the direction cosines of a vector from transmitter j to
receiver i. Based on these equations, we inversely estimated Si, Sj,
Qx, Qy and Qz from the amplitudes of P-wave first motions obtained
in the pulse radiation test for each fracturing experiment. As the P-
wave velocities, we used the values listed in Table 1. We solved eq.
(2) ignoring its frequency dependence and using f = 265 kHz for
all data, which corresponded to the median of the pulse widths of
the P-wave first motions in the pulse radiation tests (Fig. 8a). The
obtained estimates of Qx, Qy and Qz for each specimen are shown
in Table 1.

Fig. 9(a) illustrates an example of the P-wave first motion am-
plitudes obtained in the pulse radiation tests (on KJG1810), and
Fig. 9(b) shows the amplitudes obtained after correcting the effects
of coupling and attenuation. In Fig. 9(b), the red curves, which
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Figure 5. Borehole pressure history and AE activity in the experiment conducted on KJG1804 (∼300 mPa s) in the same manner as that shown in Fig. 3.

Figure 6. Relationship of fracturing fluid viscosity with (a) PBD and Pinit, (b) �P = PBD − Pinit and (c) tBD − tinit.
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Preparatory AE activity of hydraulic fracture in granite 501

Figure 7. (a–e) Fluid penetration regions revealed by the fluorescence method on the y–z planes at x = 0. (f–j) The same figures with the DD-relocated
hypocentres within x = ±5 mm. (a and f) KJG1811 (∼0.8 mPa s). (b and g) KJG1813 (∼10 mPa s). (c and h) KJG1805 (∼50 mPa s). (d and i) KJG1804
(∼300 mPa s). (e and j) KJG1806 (∼1000 mPa s). As all the photographs were taken under the same conditions, we can compare the luminance among the
different specimens.

represent the theoretical amplitudes for three specific cases, are
overlaid, where each curve corresponds to the cases of (1) α = 0◦

and β = 2θ , (2) α = β = θ and (3) α = 2θ and β = 0◦ when
M304A receives a pulse wave radiated from PICO. Case (1) also
corresponds to the case where both the transmitter and receiver
are PICO. The corrected amplitudes in Fig. 9(b) lie roughly within
the curves, indicating that the effects of coupling and anelastic at-
tenuation have been appropriately corrected. Similar results were
obtained for all experiments.

4.2 CNN for estimating P-wave first motion polarity

To efficiently estimate many MTs, we adopted a CNN to automati-
cally read the P-wave first motion polarities (Ross et al. 2018; Hara
et al. 2019). For training a network, we prepared the data set as
follows: From the DD-relocated events of all experiments, we ex-
tracted 3599 events for which SNR ≥ 15 waveforms were obtained
at 14 or more transducers. We manually read the P-wave first motion

polarities of the corresponding 86 376 waveforms. Thus, a total of
68 152 polarities were successfully read, including 51 333 polari-
ties (up: 35 932; down: 15 401) for M304A and 16 819 (up: 12 259;
down: 4560) for PICO. We used 80 per cent of the data set as the
training data set and the remaining 20 per cent as the validation data
set.

Fig. 10(a) shows our developed network, which used 150 sample
waveforms around the theoretical arrival times as the input data. For
each waveform A(τ ), we applied z-score normalization

Az (τ ) = A (τ ) − μ

σ
, (7)

before inputting the waveforms to the network, where μ is the
mean and σ is the standard deviation of A(τ ). The network had
1-D convolutional layers (Kiranyaz et al. 2015) and fully connected
layers. We used max-pooling (Krizhevsky et al. 2012) and global
average pooling (Lin et al. 2013), which reduced the number of
parameters, resulting in an efficient feature extraction and accuracy
improvement. Dropout (Hinton et al. 2011) was used to suppress
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Figure 8. Histograms of the pulse widths of P-wave first motions obtained in
(a) the pulse radiation tests and (b) hydraulic fracturing experiments (manual
reading results). (c) Relation between relative magnitudes and pulse widths
in the fracturing experiments, where the triangles show the median of the
pulse widths for every 0.1-mag unit and the red and blue dots show the
results obtained for M304A and PICO, respectively.

over-fitting. As activation functions, we applied sigmoid in the fi-
nal layer and rectified linear unit (ReLU; Nair & Hinton 2010) in
the others. In addition, binary cross-entropy was used as the loss
function and Adam (Kingma & Ba 2014) as the optimizer. The pre-
diction result obtained for the polarity of an input waveform was
outputted as a continuous value between 0 and 1, where values close
to 1 represent ‘up’ and 0 represent ‘down’.

Figs 10(b)–(e) depict changes in the loss and accuracy against the
epochs (the number of times all input data are processed through a
network) for the training and validation data sets. Here, we label the
data ‘up’ (‘down’) when a prediction score is more (less) than 0.5,
and calculate the accuracy based on this criterion. The two exactly
same networks were trained separately for M304A and PICO. For
the validation data set, the improvement in the loss and accuracy
continued during the training for M304A but it stopped at epoch =
41 for PICO, indicating that over-fitting had started at that epoch.
For polarity prediction, we used the parameters obtained at epoch
= 100 for M304A and 41 for PICO. The accuracies for M304A and
PICO at these epochs were 96.04 and 94.08 per cent, respectively.
The use of a stricter criterion of 0.95 for up and 0.05 for down
resulted in higher accuracies of 99.44 per cent for M304A and

Figure 9. Results of the coupling coefficient and quality factor analysis
conducted for KJG1810. (a) Raw amplitudes recorded at each receiver in
the pulse radiation test. (b) Amplitudes corrected for the effects of coupling,
geometrical spreading and anelastic attenuation. The horizontal axes denote
the average θ of the incident angle α and projection angle β. The black
and blue dots indicate the first motion amplitudes of waveforms received at
M304A and PICO, respectively. Amplitudes recorded at the same receiver
are connected by a line.

99.15 per cent for PICO. In the MT analysis, we used this criterion
to select the prediction results.

4.3 Moment tensor inversion

Using the trained network, we read the P-wave first motion polarities
for ∼1.76 million waveforms of the DD-relocated events. The num-
ber of successful readings was 993 070 for M304A and 373 048 for
PICO. To estimate the MTs, we also obtained the first motion ampli-
tudes: the maximum (minimum) amplitudes of 30 samples around
the theoretical arrival times for waveforms read as ‘up’ (‘down’).

Six independent components of MTs were estimated from the po-
larities and amplitudes of the events for which 10 or more polarities
of M304A were obtained. We used the amplitudes after correcting
the effects of sensor directivity, coupling condition, and attenua-
tion. To correct the anelastic attenuation, we assumed f = 385 kHz,
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Figure 10. (a) CNN model for estimation of P-wave first motion polarity. Training results (changes in loss and accuracy) for waveforms received by (b and c)
M304A and (d and e) PICO.
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Figure 11. Source–type plots of MT solutions for each experiment. The colours indicate the number of events in each grid. Solutions in the dashed lines
correspond to events with DC components of ≥ 50 per cent (i.e. |c| ≤ 0.5). The orange line, which is evaluated from the ratio of VP to VS, corresponds to the
ideal shear-tensile event (Vavryčuk, 2011, 2015). The right and left edges of the line correspond to pure tensile and compressive events, respectively.

which corresponded to the median of the pulse widths of the P-
wave first motions of AE events during the fracturing experiments
(Fig. 8b). This assumption is reasonable because the pulse widths
did not depend on the relative magnitudes (Fig. 8c) but probably
on the frequency responses of the AE transducers. The estimation
method was the same as that used by Naoi et al. (2020), except that
the effect of the anelastic attenuation was corrected.

For each MT, we calculated the variance reduction

R =
(

1 − 	|Ae|2
	|A|2

)
× 100, (8)

to represent the consistency between the theoretical and observed
amplitudes, where A indicates the observed amplitude of the P-wave
first motions for individual sensors and Ae indicates the residuals of
the amplitudes for the inversion results. In the following analysis,
we used MT solutions with R ≥ 50.

We decomposed the MTs into isotropic (ISO), shear (double
couple; DC) and compensated linear vector dipole (CLVD) com-
ponents by using the simplified decomposition method (Vavryčuk
2015). We calculated the consistency coefficient c (Vavryčuk 2011)
as follows:

c = sign

(
MISO

MCLVD

) ∣∣∣∣1 − MDC

100

∣∣∣∣ , (9)

where MISO, MCLVD and MDC indicate the percentage of each compo-
nent. The variable c takes a value between −1 and 1, and MTs with
c ≥ 0 correspond to a shear-tensile model where shear and opening
(closure) occur in a single-crack surface (Vavryčuk 2011). A c value
close to 1 indicates the dominance of a tensile (corresponding to
crack opening) or compressive (crack closure) component, while a

value close to 0 indicates the dominance of a shear component. In
addition, we calculated the fault-normal vector n and dislocation
vector ν using the following equations (Vavryčuk 2011):

n =
√

M1 − M2

M1 − M3
e1 +

√
M3 − M2

M3 − M1
e3, (10)

v =
√

M1 − M2

M1 − M3
e1 −

√
M3 − M2

M3 − M1
e3, (11)

where M1, M2 and M3 indicate the maximum, intermediate, and
minimum eigenvalues of MTs, respectively, and e1, e2 and e3 indi-
cate the corresponding eigenvectors. n and v have complementary
solutions, where eq. (10) yields the dislocation vector, and eq. (11)
yields the fault-normal vector.

Fig. 11 shows the source–type plots of the MTs for each experi-
ment, where the use of CNN allowed us to estimate a large number
of (54 727) solutions. In all plots, events were concentrated in the
upper right regions, indicating that tensile events were dominant
regardless of the fracturing fluid viscosity. Hubbert & Willis (1957)
expected that hydraulic fractures would have a tensile mechanism
opening along the direction of the minimum principal stress. To
confirm whether the obtained MTs corresponded to the expected
mechanism, we observed the directions of the vectors n and v; that
is, we calculated ϕ, the smaller one of the angles between these
vectors and the y-direction (i.e. the theoretical opening direction).
The results are shown in Fig. 12, which shows only the events that
satisfy c > 0.5 and MISO ≥ 0 (tensile-dominated events). Regardless
of the viscosity, events with various opening axes occurred before
tinit. In the second expansion phase, events with orientations close
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Figure 12. (a, c, e, g and i) Temporal changes in ϕ, which is the smaller angle between the y-axis and the two candidates of crack-opening axes of each MT
solution. The black dots indicate the angles for the solutions satisfying c > 0.5 and MISO ≥ 0 (i.e. tensile-dominated events). The red lines indicate the moving
average of ϕ in each 6-s window (the results only for windows containing five or more events are plotted). The blue lines indicate the borehole pressure history.
The dashed black lines indicate the time at which the AE occurrence rate exceeds four events s–1. The solid black lines indicate tinit. (b, d, f, h and j) Enlarged
views of (a), (c), (e), (g) and (i), respectively, around tBD.
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506 R. Tanaka et al.

Figure 13. (a, c, e, g and i) Temporal changes in the c-values for the obtained MT solutions (only c ≥ 0). The black and red dots indicate the solutions with
MISO ≥ 0 and MISO < 0, respectively. The blue lines indicate borehole pressure history. The dashed black lines indicate the time at which the AE occurrence
rate exceeds four events in 1 s. The solid black lines show tinit. (b, d, f, h and j) Enlarged views of (a), (c), (e), (g) and (i) around tBD.
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Figure 14. Uncertainty of MT solutions obtained for KJG1811 experiment. (a) Examples of reliable solutions (ce = 0.03–0.05 and R = 88.7–97.5). (b) An
example of unreliable solutions (ce = 0.51 and R = 62.3). The blue and green dots indicate bootstrap and jackknife results, respectively. The blue ellipses
represent 95 per cent confidence regions estimated from the bootstrap results, and the red dots indicate the best solutions. (c) Relation between R and ce

obtained by the bootstrap approach for all MT solutions. The red line shows the average of ce for every 1.0-interval bin of R.

Figure 15. Relationship of fracturing fluid viscosity to PBD and Pinit. (a) The case where �P = PBD − Pinit decreases with increasing viscosity (this study).
(b) The case where �P increases with increasing viscosity (Zoback & Pollard 1978; Shimizu et al. 2011; Stanchits et al. 2015).

to the theoretically expected direction (ϕ = 0) frequently occurred,
which rarely occurred before tinit. After breakdown, the fraction of
such events decreased.

To observe temporal changes in the focal mechanisms, we esti-
mated the temporal variation in c for c ≥ 0, where the events were
consistent with the shear–tensile model (Fig. 13). Regardless of
the viscosity, events with a larger tensile component (events with
larger c and positive MISO) dominantly occurred before tinit. From
tinit, events with smaller c increased with time. Until 5–15 s after
tBD, events with c ranging from 0 to 1, including shear-dominated
events, occurred. Thereafter, events with a larger c dominated again.
Compressive-dominated events (events with larger c and negative
MISO) began to occur after tinit and more frequently after tBD.

To investigate the reliability of the above findings, we evaluated
the uncertainties of MT solutions using the residual bootstrap ap-
proach (e.g. Ford et al. 2009). Figs 14(a) and (b) show examples of

source-type plots for solutions obtained from 2000 bootstrap sam-
ples with 95 per cent confidence ellipses calculated from the results.
We also tested the jackknife approach (e.g. Boyd et al. 2015) by re-
moving 1, 2 and 3 sensors in the inversion process. In Figs 14(a) and
(b), the jackknife solutions were plotted after the correction with
the scale factor of

√
(n − j − 5)/

√
j (e.g. Tichelaar & Ruff 1989),

where n and j are the number of sensors used in the inversion, and
removed sensors (i.e. 1–3), respectively, for the deviation from the
best solution (the solution without the removal) in each of the six
independent MT components. As shown in the figure, the results
are roughly similar to the bootstrap ones, and hence we discuss only
the former results in the following. Fig. 14a (b) shows examples of
reliable (unreliable) solutions with small (large) uncertainties.

As shown in Fig. 14(b), MT solutions with large errors were used
in Figs 11–13, but the tendencies observed in many solutions in the
above discussion are likely to be reliable. Here, we introduce the
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standard error of c-values (ce) estimated by the bootstrap approach
to select reliable solutions. Fig. 14(c) shows the relationship between
R and ce for every solution of KJG1811. As shown in Fig. 14(c), ce

is significantly small for R > 80, but there are also many solutions
with small ce for small R values. In Supporting Information Figs
S1–S3, only the solutions satisfying ce < 0.2 are plotted in the
same format as Figs 11–13. We can find tendencies similar to those
discussed above, although the temporal resolutions are low.

5 D I S C U S S I O N

5.1 Two preparatory phases of hydraulic fracture
formation

In the present study, we identified two preparatory phases of AE
activity prior to the breakdown, whose active regions expanded
outward from the pressurized section of the borehole. The first ex-
pansion phase began when the borehole pressure was several MPa,
typically 10–30 per cent of the breakdown pressure. During this
phase, the AE-active region expanded three-dimensionally from the
pressurized section to the outside. The activity comprised tensile-
dominated events with various opening axes, which were likely
to be attributed to the penetration of the fracturing fluid into pre-
existing microcracks, such as grain boundaries. The second expan-
sion phase began simultaneously with the deviation of the borehole
pressure from its linearly increasing trend, which occurred at 90–
99 per cent of the breakdown pressure. During this phase, another
AE-active region expanded two-dimensionally from the pressurized
section along the maximum compression axis. In addition, tensile-
dominated events with opening axes close to the y-direction, which
were rare in the first expansion phase, occurred frequently. These
features are consistent with the classical theory of hydraulic fractur-
ing, and we consider that the second expansion phase corresponds
to the formation of a main hydraulic fracture. In this phase, many
shear-dominated events also occurred, which were rarely observed
in the first expansion phase. After the breakdown, the fraction of
shear-dominated events decreased and tensile-dominated events be-
came dominant again. Meanwhile, compression-dominated events
also occurred, possibly due to the decrease in the fluid pressure
inside the induced fractures.

The average relative magnitudes in the second expansion phase
increased compared to those in the first expansion phase. We in-
terpreted that the AE magnitudes in the first expansion phase bear
a relationship with the scale of the pre-existing microcracks (grain
boundaries). Meanwhile, the magnitudes in the second expansion
phase were likely to have been constrained by larger stress concen-
trations because of the higher borehole pressure and the presence of
induced fractures, generating larger AEs. While the existence of the
second expansion phase has been confirmed previously (Stanchits
et al. 2015; Naoi et al. 2018; Yamamoto et al. 2019), the first ex-
pansion phase was discovered for the first time in the present study.
The use of high-sensitivity AE sensors with a built-in pre-amplifier
enabled us to detect very small AEs in the first expansion phase.

Shear events have been predominantly detected in actual produc-
tion fields (e.g. Maxwell & Cipolla 2011; Šı́lený et al. 2014). Some
previous studies suggested that shear events induced by hydraulic
fracturing had larger magnitudes than tensile events, resulting in
the dominance of detected shear events (Ishida et al. 2004; Shimizu
et al. 2011; Maxwell & Cipolla 2011). In this study, the averages
of relative magnitudes were greater for shear-dominated events, re-
flecting the fact that they occurred intensively in the latter half of

the second expansion phase, where the fraction of large events was
greater. Meanwhile, as shown in Figs 3(f) and 5(f), many of the
tensile-dominated events (c ∼ 1) were as large as the largest shear-
dominated events (c ∼ 0), which do not support the expectation of
the previous studies.

Apparently, the AE activity during hydraulic fracturing strongly
depends on the rock type. Naoi et al. (2020) conducted hydraulic
fracturing experiments in a laboratory on a very tight Eagle Ford
shale under the same setting as that used in the present study. They
likely detected AEs as small as those in the present experiments.
However, only one simple AE activity that delineated a growing
main fracture was observed: it occurred during ∼10 s preceding
the breakdown and exhibited focal mechanisms of tensile cracks, as
expected from the classical theory of hydraulic fracturing. Unlike
the previous study, in the present study, we observed various AE
activities, such as the activity caused by fluid penetration in the
first expansion phase, many shear-dominated events in the second
expansion phase, and activity after the breakdown. Such differ-
ences are attributable to the presence of pre-existing microcracks
(grain boundaries) of Kurokami-jima granite. The hydraulically in-
duced AE activity in the granite was presumably affected by fluid
penetration into pre-existing microcracks and their interaction with
the induced fractures. The importance of interactions among dis-
crete fractures has been indicated in the generation process of shear
fractures in rock compression tests (Reches & Lockner 1994) and
magma-induced seismic swarming (Hill 1977).

5.2 Viscosity dependence of borehole pressure

In this study, the breakdown pressure, PBD, and fracture initiation
pressure, Pinit, increased with the viscosity of the fracturing fluid.
Similar trends have been repeatedly confirmed through laboratory
experiments (Zoback & Pollard 1978; Stanchits et al. 2015; Ishida
et al. 2016; Fallahzadeh et al. 2017) and numerical simulations
(Shimizu et al. 2011). It has been proposed that the viscosity de-
pendence of the borehole pressure is caused by the difference in
pore pressure induced by the penetration of the fracturing fluid into
the rock matrix around a borehole. In other words, an increase in
the pore pressure decreases the effective stress, decreasing the bore-
hole pressure required for the formation of the main tensile fracture
(Hubbert & Willis 1957). The penetration of a higher-viscosity fluid
into a rock matrix is more difficult, resulting in a decrease in the pore
pressure around the borehole and an increase in the borehole pres-
sure required for fracturing (Zoback & Pollard 1978; Shimizu et al.
2011). The previous studies also proposed a mechanism whereby
the penetration of a higher-viscosity fluid into an induced fracture
is more difficult, which suppresses an increase in the stress inten-
sity factor at the fracture tip. These mechanisms are likely to have
caused the viscosity dependence of PBD and Pinit observed in this
study.

In the present experiments, the increase rates of Pinit against
viscosity were greater than those of PBD (Fig. 6b), and hence, �P
= PBD − Pinit decreased with increasing viscosity, as shown in
Fig. 15(a). Meanwhile, the opposite trend, as shown in Fig. 15(b),
has been observed in some previous studies on hydraulic fracturing
conducted in a laboratory (Zoback & Pollard 1978; Stanchits et al.
2015) and through numerical simulation (Shimizu et al. 2011).
As the two aforementioned mechanisms indicate that the use of
high-viscosity fluid suppresses crack propagation, they cause an
increase in �P with viscosity, as shown in Fig. 15(b); hence, another
mechanism is required to explain the currently observed �P trend.
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One possibility for this is that the fluid pressure is transferred to
a crack tip with a small pressure loss, even when a high-viscosity
fluid is used. If the increase rate of Pinit against viscosity exceeds
that of the pressure loss in a fracture, the stress intensity factor
and crack propagation speed can increase with viscosity. The stress
intensity factor after fracture initiation is likely to be determined by
the balance between the initiation pressure and pressure loss that
occurred in the induced fractures, pre-existing microcracks, and
pores. The condition for the �P trend can possibly be investigated
with numerical simulation, such as that performed by Shimizu et al.
(2011).

6 C O N C LU S I O N S

To investigate the effect of the viscosity of the fracturing fluid on hy-
draulic fracturing, we conducted hydraulic fracturing experiments
on Kurokami-jima granite in a laboratory, using fracturing fluids
with multiple viscosities. We performed AE measurements with
high-performance sensors and direct observation of fluid penetra-
tion regions using the fluorescent method. In addition, to observe
temporal changes in the focal mechanisms, we estimated many
(54 727) MTs by introducing a deep learning technique. Based on
these observations and analysis, we found two preparatory phases
preceding the breakdown. The first expansion phase corresponded
to fluid penetration into the rock matrix, accompanied by small ten-
sile AEs in various orientations that expanded three-dimensionally,
and the second expansion phase corresponded to the initiation and
propagation of a main hydraulic fracture, which was delineated by
a two-dimensional AE distribution. In the second phase, the dura-
tion and initiation pressure clearly depended on the viscosity of the
fracturing fluid, and a significant number of shear events occurred.
Such complicated preparatory phases and their dependence on the
fracturing fluid’s viscosity were likely to have been caused by the
interactions among the fracturing fluid, pre-existing microcracks,
and induced fractures. The results of this study would, therefore,
be useful for understanding the hydraulic fracture behaviour in not
only granite but also the rock mass containing many pre-existing
fractures.
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