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Nomenclature

a Action

at Action taken at step t

a(i) Action indexed as i

Ā Cross-sectional area assigned to existing truss members

Ai Cross-sectional area of member i

As
i Distribution of the seismic shear force coefficient along with the build height

A Cross-sectional area vector

b
(i)
k Bias of k-th unit in layer i of the NN

bi Penalty coefficient for the violation of i-th constraint in metaheuristic algorithms

c Smaller positive number for function smoothing in the FDM

CB Base shear coefficient

Ci Penalty function with respect to the i-th constraint

Cij (i, j) element of the connectivity matrix

Cs
i Shear force coefficient of story i

C Connectivity matrix for a directed graph

CA Non-oriented connectivity matrix

C1 Matrix to identify the nodes that each member leaves

C2 Matrix to identify the nodes that each member enters

di,j Elongation of member i in load case j

E Elastic modulus of the structural material

E Force density matrix

Ẽ Matrix assembling the force density matrices in x-, y- and z-directions

Ẽfix Sub-matrix of Ẽ concerning indices of fixed coordinates

Ẽfree Sub-matrix of Ẽ concerning indices of free coordinates

Ẽlink Sub-matrix of Ẽ concerning the other indices

fb Allowable bending stress

fc Allowable compressive stress

ft Allowable tensile stress

Fd Design strength of the material

Fyb Design strength of the beam element material

Fyc Design strength of the column element material

G1 Clipping and scaling function of reward setting 1 in frame optimization

G+
2 Clipping and scaling function of reward setting 2 for increasing cross-sections

h1 Aggregated data of a member with respect to member inputs
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h2 Aggregated data of a member with respect to node inputs

h
(tu)
3 Weighted self-member feature of a member at step tu

h
(tu)
4 Aggregated data of a member with respect to member features at step tu

ĥ1 Aggregated data of all members with respect to member inputs

ĥ2 Aggregated data of all members with respect to node inputs

ĥ
(tu)
3 Weighted self-member feature of all members at step tu

ĥ
(tu)
4 Aggregated data of all members with respect to member features at step tu

H Height of the structure

Ii Moment of inertia of member i

Iyi Moment of inertia of member i along the weak axis

Izi Moment of inertia of member i along the strong axis

Ji Cross-section index chosen from a list of standard cross-sections

J Set of cross-section indices chosen from a list of standard cross-sections

K Global stiffness matrix of the structure

Ki Local stiffness matrix with respect to member i

L Loss function to be minimized for training parameters

Li Length of member i

Le Length of the eliminated member

Mpb Full plastic moment of beams

Mpc Full plastic moment of columns

Mi,j Bending moment at the j-th tip of member i

na Number of actions

nd Number of DOFs of the structure

ne Number of members whose cross-sections have been changed by the action

nep Number of training episodes

nf Number of the size of each member feature

nfm Number of the size of each member input

nfn Number of the size of each node input

nl Number of layers in the NN

nL Number of loading conditions in the structural analysis

nm Number of members

nn Number of nodes

no Number of outputs of the NN

np Number of particles/solutions generated at each step of metaheuristic algorithms

ns Number of states

nsf Number of stories of the building frame

nsy Synchronization frequency of updating the trainable parameters

nt Stopping criterion of metaheuristic algorithms

nu,i Number of units in layer i of the NN

Ni Axial force of member i

ok Linear combination of inputs of the k-th unit in the NN

p Nodal load vector in the stiffness method

p̄i Load vector assigned to member i

pj Load vector with respect to load case j
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P̄i Load value to be specified in the FDM

P a
ss′ Probability of transitioning from state s to s′ by taking action a

P Nodal load vector in the FDM

Pfix Nodal load vector corresponding to fixed nodal coordinates Xfix

Pfree Nodal load vector corresponding to free nodal coordinates Xfree

Px x-directional nodal load vector

Py y-directional nodal load vector

Pz z-directional nodal load vector

qi Force density of member i

qi,x x-directional component of the force density of member i

qi,y y-directional component of the force density of member i

qi,z z-directional component of the force density of member i

q Force density vector

Q Action value

Qπ Action value based on policy π

Q∗ Optimal action value

Qi Shear force of i-th story

r Reward

rt Reward obtained at step t

rass′ Reward obtained when transitioning from state s to s′ by action a

Ri i-th reaction force in a structural system

Rt Return at step t

Rs Vibration characteristics of the building

R Reaction force vector

s State

st State at step t

s′ Next state

s(i) State indexed as i

t Step in the episode

tc Elapsed CPU time

tu Step number of updating the member feature

T Terminal step of the episode

Tf Primary natural period

Tu Terminal step number of updating the member feature

ū Upper bound displacement

ui,j Nodal displacement of DOF i for load case j

u Nodal displacement vector

uj Nodal displacement vector with respect to load case j

ūi Nodal displacement vector of member i

vk Input from node k in the graph

vi,j Input from the j-th end of member i

v̂ Set of node inputs in the current state of the graph

v̂′ Set of node inputs in the next state of the graph

V State value

11



Vinit Initial structural volume

Vs Structural volume

V π State value based on policy π

V ∗ Optimal state value

V̄ Structural volume after applying a trained RL for the FDM optimization

w
(i)
k,j j-th weight of k-th unit in layer i of the NN

wi Input from member i in the graph

ŵ Set of member inputs in the current state of the graph

ŵ′ Set of member inputs in the next state of the graph

Wi Weight of story i

WT Total structural weight

x Nodal x coordinates

xfix Nodal x coordinates fixed to move

xfree Nodal x coordinates free to move

Xfix Nodal coordinates fixed to move

Xfree Nodal coordinates free to move

Xk Nodal coordinate vector of node k

y
(i)
k Output of the k-th unit in layer i of the NN

y Nodal y coordinates

yfix Nodal y coordinates fixed to move

yfree Nodal y coordinates free to move

zk Final output of the k-th unit of the NN

z̄k Target value of k-th unit’s output of the NN

z Nodal z coordinates

zfix Nodal z coordinates fixed to move

zfree Nodal z coordinates free to move

Z Coefficient to scale the shear force coefficient Cs
i

Zi Section modulus of member i

Zy
i Section modulus of member i along the weak axis

Zz
i Section modulus of member i along the strong axis

Zpb Plastic section modulus of beams

Zpc Plastic section modulus of columns

Zp,i Plastic section modulus of member i

α Learning rate

β COF at a node

βk COF at node k

γ Discount rate

∆i,x x-directional component of the unitary directional vector of member i

∆i,y y-directional component of the unitary directional vector of member i

∆i,z z-directional component of the unitary directional vector of member i

ϵ Small number ∈ [0, 1] used for ϵ-greedy policy

η Factor ∈ (0, 1) to adjust the inheritance of past updates in RMSProp

ηc Axial force ratio

θ Trainable parameters of the NN
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θ̃ Previous trainable parameters of the NN

θ∗ Ideal trainable parameters of the NN

θ
(i)
k Trainable parameters of k-th unit in layer i of the NN

∆θ
(i)
k Momentum of updating trainable parameters θ

(i)
k

θ Trainable parameters used in the proposed GE method

θ1 Trainable parameters to weight member inputs

θ2 Trainable parameters to weight node inputs

θ3 Trainable parameters to weight node inputs

θ4 Trainable parameters to weight self-member features

θ5 Trainable parameters to weight features of neighbor members

θ6 Trainable parameters to weight features of neighbor members

θ7 Trainable parameters to compute action values from member features

θ8 Trainable parameters to compute action values from member features

θ9 Trainable parameters to compute action values from member features

Θ Set of trainable parameters {θ1, · · · ,θ9}
Θ̃ Set of previous trainable parameters

λ Effective slenderness ratio

Λ Critical slenderness ratio

µi Member feature of member i in the graph

µ
(tu)
i Member feature of member i at steptu

µ̂ Set of member features in the graph

µ̂(tu) Set of member features at step tu

µ̂
(Tu)
Σ Matrix containing the sum of the member features

ν Coefficient of momentum ∈ (0, 1) for updating the NN parameters

π Policy

πp Probability of transition based on policy π

σ̄ Upper bound stress

σi,j Axial stress of truss member i for load case j

σa
i Axial stress of beam member i

σb
i,j Bending stress of at the j-th tip of beam member i

τ Factor in computing full plastic moments

φ(i) Activation function assigned to layer i of the NN

Φi,j Set of indices of members connecting to the j-th end of member i

ψi Ratio of the weight of story i to the total structural weight

ω
(i)
k Running average of the magnitudes of recent gradients for θ

(i)
k

Ωa Set of indices of available actions

Ωb Set of indices of beam members

Ωc Set of indices of column members

Ωd Set of indices of DOFs of existing nodes

Ωm Set of indices of existing members

ΩR Set of indices of reactions to be specified in the FDM

Ωβ Set of indices of middle-layer nodes
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Chapter 1

Introduction

1.1 Background of overall study

1.1.1 Structural optimization

Structural design of buildings requires complex decision making that considers
costs and human activities and is not limited to simple strength and displace-
ment calculations. Furthermore, there are a wide variety of contents to be
integrated for structural design, such as materials, member cross-sections and
their layout, and the overall shape. For these difficult requirements, major de-
cisions have usually been made by architects without the strong involvement
of engineers during the initial conceptual design phase, which significantly in-
fluences the cost of the project [1]. Structural engineers and other consultants
conventionally work to realize the conceptual design, in which there are few
opportunities for them to greatly improve the initial design [2]. In addition, the
structural design is conventionally determined by the experience and intuition
of structural engineers at first, and then its performance is evaluated through
numerical analysis with a computer. However, this conventional process is inef-
ficient due to a great deal of iterative work to change and evaluate the structural
design, and it becomes difficult to design structures with complex shapes and
mechanical properties.

Structural optimization is a technology that applies the optimization theory
to the design of building structures, and mechanically and mathematically de-
termines a rational structure by making full use of computational power. To
implement an optimization approach, it is necessary to determine which vari-
ables to change during the optimization and formulate a numerical index called
objective function that the structure should maximize (or minimize) and con-
straints that the structure must satisfy. After formulating the optimization
problem consisting of the above elements, the solution can be searched using
an optimization algorithm. By applying structural optimization to the architec-
tural design process, not only can designers and computers collaborate efficiently
to reach the desired structure, but also can design complex architectural shapes
that are difficult to reach only with the intuition of architects and structural
engineers. Cui and Sasaki [3] proposed a plan for the competition of a new sta-
tion in Florence, Italy, which has a structure with an organic shape obtained by
structural optimization removing unnecessary materials that do not bear stress.
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Kimura et al. [4] optimized the structure of a funeral hall with an organic roof
shape with the thickness and shape of the roof as design variables, and suc-
cessfully reduced the total structural weight. Zegard et al. [5] implemented
density-based topology optimization to a 3D-printed housing project to obtain
a material distribution that achieves both light-weight and strong structure.

Mathematical programming and metaheuristics have mainly been used as
optimization algorithms to solve structural optimization problems. Mathemat-
ical programming guarantees the local optimality of the solution based on the
gradient of the objective and constraint functions and is frequently used for con-
tinuous optimization problems, where design variables take continuous values.
Simplex method [9] and interior point method [10] are representative mathe-
matical programming methods for linear optimization problems. For non-linear
optimization problems, gradient descent method [11] and sequential program-
ming method [12] are widely acknowledged as available algorithms. Although
a metaheuristic is categorized as a stochastic optimization method that does
not guarantee to satisfy any optimality criterion; however, it is applicable to
a variety of optimization problems including discrete optimization problems,
where design variables take integer values. There are a number of metaheuristic
methods, such as genetic algorithm (GA) [13], simulated annealing (SA) [14]
and particle swarm optimization (PSO) [15].

1.1.2 Machine learning for structural engineering

Apart from the above methods, there is an increasing number of studies that
attempt structural optimization based on the knowledge acquired by machine
learning (ML). ML is a method of analyzing patterns from many samples. One
field of ML is supervised learning, in which sets of input-output pairs are given as
training data so that the output can be predicted from the input. ML methods
capable of approximating a highly nonlinear function with a support vector
machine (SVM) or a neural network (NN) have become available as open-source
libraries for Python [16, 17] and a toolbox for MATLAB [18], and attempts have
been made to predict the complex response and performance of structures using
supervised learning. Examples of the prediction target are diverse including the
shear strength of reinforced concrete beams [19], the compression strength of a
concrete material [20], and the ground vibration induced by blasting [21].

The trained ML model may be used to reduce the computational cost during
optimization. Tamura et al. [22] used an SVM and a decision tree to classify
desirable and non-desirable brace placements of steel frames and the trained
model boosted the efficiency of optimization with SA. Papadrakakis et al. [23]
used a multilayer perceptron, which is a simple class of NNs, to predict the
objective function value for shape optimization of continuous materials and
size optimization of frames. Note that these researches are also categorized as
supervised learning.

Reinforcement learning (RL) is also an area of ML, in which rewards for giv-
ing feedback to an action taker called agent are defined, and the agent is trained
to learn which action to take so as to maximize the cumulative reward. Unlike
supervised learning, the training does not require input-output data sets, and
the training is performed in an environment where a next state and a reward
are sequentially observed by inputting the current state and an action. Assum-
ing that the next state and the reward observed there do not depend on the

16



(a)

(b)

(c)

Figure 1.1: Examples of architectural works that are designed with the aid of
structural optimization. (a) Proposal for the competition of a new station in
Florence, Italy [6]. (b) Crematorium in Kawaguchi, Japan [7]. (c) 3D-printed
house, the United States [8] (left and middle photos: Carlos Jones; right photo:
Jason Richards)
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history of past states or actions, but only on the current state-action pair, and
such a sequential decision-making process is called a Markov decision process
(MDP) [24]. The agent selects an action based on value, which is associated
with the expected future rewards related to each state and action. By repeat-
edly performing simulations in the environment set up as described above, the
agent learns to calculate more precise values in accordance with actual rewards
based on the experience, and accordingly, becomes able to take appropriate
actions that lead to obtaining more rewards. Previous researches showed that
the trained agents overwhelmed the top players in Go [25], and obtained higher
scores than skilled human players in arcade games [26]. There are also a few ex-
amples of using RL in the field of structural engineering. Nakamura and Suzuki
[27] trained an RL agent to choose initial or tangential stiffness for each step of
iterative calculation of nonlinear structural analysis for the purpose of acceler-
ating convergence. Chiba et al. [28] learned the control method of an actuator
attached to the steel frame by RL and confirmed response reduction against the
earthquake. However, there are few pieces of research that tried to utilize RL
for the optimal design of building structures.

RL and structural optimization are similar in that a certain objective func-
tion is defined and the solution with the best objective function is searched
within the constraints. If the process of solving a structural optimization prob-
lem can be transformed into an MDP in the same way that a structural designer
makes design changes at each step, a task synonymous with the problem solved
by structural optimization becomes trainable by RL. Even when a professional
engineer designs a building structure, if only the structural performance is fo-
cused on, the design can be changed by using only the current design contents as
a judgment material without tracing the history of past design changes. There-
fore, it is possible to formulate the design process of building structures as an
MDP. Furthermore, the trained RL agents can be used to save the computa-
tional cost in the process of structural design, and they are also expected to
become a powerful tool to support the decision making of structural designers.
In addition, when the global optimality of the solution cannot be proved in
the structural optimization problem, it is difficult to prepare sufficient desired
outputs to implement supervised learning; on the other hand, RL does not re-
quire explicit input and output data as training material and thus it is easier to
implement the training.

The remarkable results of ML in recent years largely depend on the im-
provement of ML algorithms. In particular, a convolutional neural network
(CNN) [29] that adds arithmetic processing called convolution to a NN has
made prominent achievements in the field of ML since the 2010s. For simplicity,
the explanation is focused on the case where raster images consisting of a set of
pixels are used as the input in the following. Convolution is a process in which
a small matrix called a filter is overlaid on a part of the image and the linear
summation of the filter value and the pixel value of the image is computed while
sliding the filter over the entire area of the image. In the convolution process,
the feature including the position information between pixels can be extracted,
and patterns composed of a group of pixels can be recognized by repeating the
convolution. Due to this property, CNNs have demonstrated high performance
as ML algorithms for a wide range of tasks such as image classification [30, 31],
image generation [32], object recognition [33, 34], audio classification [35], and
natural language processing [36].
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continuum structure

truss frame

skeletal structures

Figure 1.2: Types of structure that CNN can conveniently process and structures
that CNN cannot.

Figure 1.2 shows types of structures that CNNs can conveniently handle and
structures that CNNs cannot. Here, the skeletal structure is a type of structure
consisting of a series of linear members such as trusses and frames. Due to
its calculation procedure, the convolution operation is particularly suitable for
extracting the feature of continuum structure models with a regular shape rather
than skeletal structures, because a well-shaped continuum model can be easily
converted into data expressed as a rectangular array. In fact, when glancing
over previous studies using a CNN-based ML method for structural optimization
problems, most of them are for continuum structures. For example, there are
a number of CNN-based topology optimization methods proposed to predict
an optimal material density distribution from a continuum structural model
with specified boundary conditions [37, 38, 39, 40, 41, 42]. In other studies,
the true stress distributions of continuum structures are predicted with a good
accuracy using a CNN [43, 44]. Note that CNNs might be applicable to skeletal
structures; in Ref. [45], a truss is replaced with a raster image composed of a set
of pixels so as to process through a CNN for supervised learning; they intended
to predict whether the optimal solution using the selected members as design
variables is expected to be a good solution for structural weight minimization of
the truss with pure compression. However, if a skeletal structure is pixelated for
the CNN, the original data structure in which the member connectivity between
nodes is explicitly given is destroyed, and it becomes difficult to consider the
connectivity relationship of the skeletal structure.

Feature extraction methods for graphs called graph embedding (GE) have
recently been proposed to deal with data structures that are difficult to handle
in CNNs [46]. Here, a graph is a general term for data consisting of nodes and
edges connecting them, and GE can be defined as an operation that calculates
a vector representing some features of the input graph. GE enables to extract
features of data with irregular connectivity, preserving the topological structure
of the graph. GE-based methods have shown remarkable results for prediction
of chemical properties of organic compounds [47, 48] and classification of users
with multiple labels in social networking services (SNS) [49].

Attempts have been made to solve optimization problems for graphs by com-
bining RL and GE. Bello et al. [50] applied RL to traveling salesman problems
(TSPs) and achieved near-optimal results on two-dimensional Euclidian graphs
with up to 100 nodes; however, the method is specially designed for TSP and is
difficult to apply to other graph problems conveniently. Dai et al. [51] extracted
the feature of each node using GE and formulated an RL method that calculates
the value of selecting the node from the extracted feature. They tried to solve
typical NP-hard combinatorial optimization problems such as minimum vertex
cover, maximum cut, and TSP, and succeeded in obtaining a good solution with
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whole graph

edge
feature

:  feature vector

Figure 1.3: Three types of GE: whole graph embedding (left), node embedding
(middle), and edge embedding (right).

a small computational load for a large-scale graph with 1000-1200 nodes after
training with small graphs with 50-100 nodes.

However, this method is limited to the problem of choosing nodes, and can-
not be applied to the problem of choosing edges. There are other methods that
combine RL and GE [52, 53, 54]; however, they are also limited to the problem
that selects nodes, and very few studies have focused on the problem that aims
to extract edge features and select edges. Although Grover and Leskovec [55]
and Zhao et al. [56] dealt with the problem of detecting the existence of an edge
between two nodes through supervised learning, they predicted the existence of
the edge from the node features at both ends of the assumed edge instead of
embedding the feature of the assumed edge.

In fact, GE is roughly divided into three types depending on which property
of the graph is embedded, as shown in Fig. 1.3. In whole graph embedding,
the whole graph is represented with a single vector. In node embedding and
edge embedding, each node and edge are encoded with their own vector repre-
sentation, respectively. Wang et al. [57] pointed out that existing GE methods
are node-based and the edge feature cannot be expressed as a low-dimensional
vector directly.

When dealing with skeletal structures as a graph, it is common to represent
the joints of members with nodes and the members with edges. For example,
Furuta et al. [58] replaced the truss structure with a graph as described above
and considers the stability conditions. In the initial phase of the design of build-
ing structures, the placement and cross-sections of the members are important
rather than the design of the joints, to ensure that the joints hold sufficient
strength over the members. In other words with the graph theory, it is im-
portant to extract the characteristics of edges instead of nodes as features and
change the property of the edges when considering initial structural design prob-
lems. It might be a peculiarity of the design of building structures that edges
are more important than nodes in the problem setting. Hence, for the problem
of designing building members, it is desirable to combine methods of GE and
RL focusing on how to embed the features of edges instead of nodes. For this
reason, among the three major types of GE in Fig. 1.3, edge embedding should
be the focus of this research.

1.1.3 Optimization of trusses

There are three major categories in the field of truss optimization, as shown
in Fig. 1.4. The first one is size optimization, where the cross-sectional ar-
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Figure 1.4: Three types of structural optimization for trusses. Size optimization
(left). Topology optimization (middle). Geometry optimization (right).

eas of members vary as design variables. Since the 1960s, size optimization is
extensively studied for the optimal design under stress constraints. An approx-
imate optimal design can be obtained by the fully stressed design [59], where
the stress of any member is equal to its upper or lower bound for at least one
of the assumed loading conditions.

The method to obtain optimal connectivity of members is called topology
optimization, which is a well-established field of research [60, 61]. In particular,
the ground structure (GS) method is widely used for the basis of topology
optimization, in which a densely connected structure called GS and unnecessary
members are eliminated [62]. In topology optimization, the nodal locations do
not move during the optimization. The complexity of the GS ranges from Level-
1, where all neighboring nodes are connected, to full level, where each node is
connected to all the other nodes. Although the full level GS is required in order
to obtain the global optimal solution for the given nodes and the loading and
support conditions, the combination of node pairs explodes to nn(nn − 1)/2 as
the number of nodes nn increases. For this reason, a truss with a limited number
of members connecting to only adjacent nodes is frequently used as an initial
GS, and the GS grids with Level-1 connectivity are used in this study.

However, it becomes difficult to obtain the global optimal topology even for
the sparser initial GS stated above when stress constraints of the members are
added to the optimization problem under multiple loading conditions, because
the stress constraints can be neglected for members whose cross-sectional area
is reduced to zero during the optimization process [60, 63, 64, 65]. To overcome
this discontinuity, branch-and-bound type techniques are proposed. Sheu and
Schmit [66] formulated a two-level optimization problem where the existence
of members and nodes varies in the upper-level linear optimization problem
and they are fixed in the lower-level nonlinear programming (NLP) problem.
Ringertz [67] improved the above method so as to consider the displacement
constraints in the lower-level problem; however, only small-scale trusses with 10
to 29 members are studied. Ohsaki and Katoh [68] also adopted a branch-and-
bound approach to optimize trusses with constraints on stresses, nodal insta-
bility and the intersection of members; however, the number of LP steps and
the computational cost increase drastically as the size of the problem increases.
Besides branch-and-bound type techniques for trusses with integer design vari-
ables, metaheuristic techniques such as GA [69] and SA [70] have been presented.
A method heuristically adding nodes and members from a relatively sparse GS
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is also proposed [71].
Geometry optimization, or shape optimization, is a method to obtain the op-

timal shape of the truss geometry by controlling nodal locations. The most basic
approach is to directly handle nodal coordinates as design variables; however,
extremely short members, called melting or coalescent nodes, may appear if the
domain in which the node can move is too large to overlap other domains. The
occurrence of melting nodes causes two numerical difficulties; first, the stiffness
equation cannot be solved due to the divergence of the member’s axial stiffness;
second, the speed of convergence becomes slower due to the divergence of the
gradient of the member’s axial stiffness with respect to the nodal coordinates.

A generalized GS method with variable nodal locations can also be used
for optimizing the geometry of a truss. The authors proposed a force den-
sity method (FDM) for simultaneous optimization of topology and geometry of
trusses [72, 73]. By using the force densities as design variables, the numerical
difficulties caused by melting nodes were successfully avoided.

There are few research cases applying ML to truss structures. Hajela and
Berke [74] utilized a multi-layer perceptron, a class of NNs that does not em-
ploy convolutional layers, for predicting the sensitivity of the design variables
for optimization of frames and trusses. Lee et al. [75] also utilized a multi-layer
perceptron for predicting nodal displacements and member stresses of 10-bar
trusses. Swift and Batill [76] applied the trained multi-layer perceptron to
structural optimization problems of trusses. Szewczyk and Hajela [77] adopted
a counterpropagation network [78], which is a variant of the multi-layer percep-
tron, to predict the axial stresses from a set of cross-sectional areas, and utilized
the trained network to save the computational cost during the optimization with
SA for weight minimization with constraints on the axial stresses. However, in
the above cases, the trained model cannot be applied to different trusses without
modifying the structure of the NN and their methods are not versatile.

1.1.4 Cross-section optimization of steel frames

The frame is a type of structure consisting of linear members such as columns
and beams. In some cases, truss structures in which the joints of the mem-
bers are pin-jointed without restraining rotation may be included as a part
of the frame structures, but here the frame structures are limited to those in
which joints are rigidly connected to distinguish themselves from the truss struc-
ture. In the design of standard building frames, the frame shape is often de-
termined mainly from the building plan. Therefore, determining the member
cross-sections after fixing the shape occupies a large weight in the structural
design. Although the fixing condition of the supports is also an important fac-
tor to design steel frames, the supports are not the target of the design changes
and assumed to be fixed in both translation and rotation for simplicity in this
study.

The truss is designed so that the load is transmitted only by the axial
force; on the other hand, axial forces, shearing forces, and bending moments
are considered as the internal forces in the frame structure. Assuming elastic
deformation, the axial stiffness and the shear stiffness are proportional to the
cross-sectional area of the member, while the bending stiffness is proportional
to the second moment of area of the member. Assuming elastic deformation
and the internal forces do not change, the axial and shear stresses are inversely
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proportional to the cross-sectional area, and the bending stress is inversely pro-
portional to the section modulus of the member. Therefore, it can be said
that the correlation between the member cross-sections and the stresses/dis-
placements in frames is more complicated than that in trusses. For the above
reasons, the cross-section optimization problem of frames in which the cross-
section of the members are handled as design variables is one of the problems
of great practical interest.

If the member cross-sections are treated as continuous variables, the opti-
mization problem can be formulated as an NLP based on the sensitivity anal-
ysis, and mathematical programming methods such as the extended Lagrange
multiplier method [79] and the sequential quadratic programming method [12]
can be used. Kimura et al. [80] used the plate thickness of square steel pipes
and the flange-web thickness of I-beams as continuous design variables to for-
mulate an optimization problem that minimizes the horizontal displacement at
the top of the frame. However, most of the steel materials used for general
buildings are standard products manufactured at a factory. The dimensions of
the cross-section of available structural steel members are also standardized for
each manufacturing plant, and the cross-sectional dimensions take discrete val-
ues. In order to deal with this situation, it is preferable that the design problem
is described as a discrete or combinatorial optimization problem in which each
member cross-section of the frame is selected from finite standard sizes [81]. In
this case, metaheuristics such as GA [13] and SA [14] are often used to solve the
optimization problems. In addition, a number of methods have been proposed
to obtain the optimal discrete cross-sections by solving a relaxation problem
with continuous variables [82, 83].

Tamura et al. [22] is an example of the application of ML in the optimal brace
placement design of steel frames, where an area surrounded by the columns and
the beams is regarded as one pixel, and convolution and pooling are imple-
mented, which are arithmetic processes used in CNNs to extract features con-
sidering the arrangement of adjacent braces. Using the features, they trained a
binary decision tree and an SVM whether the brace arrangement is preferable
or not. The trained model greatly enhanced the efficiency of the solution search
with SA.

However, the above method is designed for the area surrounded by columns
and beams, and cannot be applied to design changes of columns and beams
themselves. In the case of optimizing the cross-sections of a frame, it is possible
to handle the properties of columns and beams more directly by inputting the
frame configuration as a graph and applying GE to extract the member features.

1.2 Objective

The objective of this study is to demonstrate simplified structural design pro-
cesses of skeletal structures through RL-based intelligent structural optimization
in which the variables are changed based on the knowledge acquired by the al-
gorithm instead of relying on mere repetitive calculations. To achieve this goal,
skeletal structures are regarded as graphs consisting of nodes and edges, and
GE is applied to extract the member features that capture the structural prop-
erty from the inputs of nearby nodes and members. Furthermore, in order to
implement RL, the feature vector of each member is mapped to a scalar value
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indicating the action value of a pre-specified design change associated with the
member so that the agent can quantitatively evaluate the design changes.

1.3 Advantages of the proposed method

When using the proposed GE method, the feature quantity can be extracted
while explicitly maintaining the connectivity relations of skeletal structures un-
like CNNs, and it can be expected to grasp the properties of skeletal structures
more accurately.

Considering that conventional GE methods are mostly about extracting node
features [57] and the method by Wang et al. [57], which is one of the few meth-
ods that can directly extract edge features, can handle node inputs only, the
proposed GE method in this study is more suitable for the optimal design of
the members of skeletal structures because both node and edge inputs can be
handled simultaneously to express the member features. The attributes for
nodes and members are both important inputs that characterize the structure.
By using the proposed GE method, member features can be extracted without
missing information on both nodes and members.

The computational cost to use the trained agent is very low. Although it
requires an enormous number of simulations in the training phase to learn the
causal relationship between the design change to the members and the change
in the structural properties, the agents can efficiently find solutions without the
need for repetitive calculations once trained.

Furthermore, the trained agent is versatile, because it can be applied to
skeletal structures with different connectivity and the number of nodes and
members while maintaining the size of training parameters. In other words,
the trained model is re-usable to different structures without re-training if it
properly learns the knowledge to change the structural design.

1.4 Thesis structure

The following chapters are organized as follows. Chapter 2 explains the theo-
retical background of RL, which forms the basis of the proposed method. In
Chapter 3, the proposed method combining GE and RL is formulated in detail.
RL tasks are problem-specific and must be defined for each problem. In Chap-
ters 4 and 5, two optimization problems are demonstrated as the case studies
and converted them into the tasks that can be handled by RL, and then the
proposed method is applied to the training of the RL tasks. In Chapter 4,
as the first case study, the agents learn the topology optimization problem of
trusses through the proposed method. Furthermore, as an application example,
the trained RL agents are utilized to generate initial solutions for simultaneous
optimization of topology and geometry of trusses by the FDM. In Chapter 5,
as the second case study, the proposed method is demonstrated through a dis-
crete cross-section optimization problem for steel frame structures. Chapter 6
is a concluding remark that summarizes the above chapters and findings of the
proposed method obtained through the case studies.
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Chapter 2

Basics of reinforcement
learning

2.1 Characteristic of reinforcement learning

Machine learning (ML) is a term first used by Arthur Samuel [84], and can
be defined as the study of computer algorithms to learn tasks without explicit
programming by humans. Because of this automatic self-improvement prop-
erty, ML is regarded as a subset of artificial intelligence (AI). Depending on
the approach of the algorithm, ML is roughly divided into three types: super-
vised learning, unsupervised learning, and reinforcement learning, as shown in
Figs. 2.1 and 2.2.

Supervised learning requires a set of data that contains inputs and desired
outputs, known as training data. Using them, a mathematical model is trained
so that it approximates the output from the input only [85]. For example,
Togootogtokh and Amartuvshin [86] tried to fine-tune one of the state-of-the-
art pre-trained image classifier known as VGG19 [87] to recognize Chihuahua
and muffin with 1000 pre-labeled images of them.

By contrast, unsupervised learning solely requires inputs and infers the struc-
ture in the inputs. One of the most common applications of unsupervised learn-
ing is clustering, which aims at finding hidden grouping in the data. van der
Maaten and Hinton [88] proposed an unsupervised learning method called t-
SNE, a visualization method for high-dimensional data like images by embed-
ding them into a two or three-dimensional space.

Reinforcement learning (RL) seeks to take actions in an environment so as
to maximize the cumulative reward. Similarly to unsupervised learning, RL
does not require desired outputs as training data; instead, it requires a reward
function that evaluates the current state. For instance, Gu et al. [89] utilized
RL to train robots to learn a door opening task, in which the robot successfully
learned the accurate sequence of the manipulation, which is very difficult to
provide explicitly.

The name reinforcement learning derives from operant conditioning, a method
of learning that improves behaviors through rewards and punishments, as ob-
served in the experiment called Skinner box using rats [91, 92]. Figure 2.3 shows
what the Skinner box looks like; electrical charges can be given to a rat, and the

25



Figure 2.1: Three areas of ML: supervised learning (left), unsupervised learning
(middle), and reinforcement learning (right) [90]

Unsupervised learning
clustering
dimensionality reduction

Supervised learning
classification
regression

Reinforcement learning
skill-acquisition
decision making

Figure 2.2: Application examples of supervised learning (left) [86], unsupervised
learning (middle) [88], and reinforcement learning (right) [89]
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Figure 2.3: Conceptual diagram of a Skinner box [91, 92]

electric shock is turned off and pellets are dispensed when the lever is pressed
down. At first, the rat accidentally presses down the lever to stop the electric
shock and obtain the food, without noticing the relationship between press-
ing down the lever and the outcomes. However, the rat gradually learns the
relationship while repeating the experience that the electrification can be inter-
rupted and the pellet comes out when the lever is pressed down. Consequently,
the behavior of pressing down the lever is reinforced. The observed result sup-
ports Thorndike’s law of effect, which suggests that behaviors that produce a
satisfying outcome become more likely to occur and behaviors that produce an
unpleasant outcome become less likely to occur Thorndike [93].

The concept of RL takes the same approach to the training of numerical
models as this behavioral learning mechanism, characterized in the following
two points:

· Selective : trying out different alternatives, comparing and choosing
· Associative : associating the alternatives and situations

Metaheuristics such as GA and SA are selective in the sense that variables
are changed to obtain solutions and a good solution is selected among them;
however, they are not associative because it merely searches the neighborhood
of a good solution stochastically. On the other hand, supervised learning is
associative because it gives sets of input and output as the learning material
and learns the relationship between them, but not selective because the model
does not learn the input-output relationship by changing variables [94].

The mathematical formulation of RL is based on the optimal control theory.
In particular, as researches related to RL, Bellman [95, 96] defined the method
of solving the Bellman equations for optimal control problems as dynamic pro-
gramming. He also introduced a discrete stochastic control problem to solve
with dynamic programming known as an Markov decision process (MDP) [97],
which is explained in Sec. 2.2. Later, a notable variant of dynamic program-
ming called policy iteration was developed [98]. These methods are still the
foundational elements of the RL methods even today.

2.2 Markov decision process

RL mainly deals with tasks within the framework of MDP. As a prerequisite,
the following elements are necessary to set up an MDP environment:
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θ

Figure 2.4: Pole balancing problem [99, 100]

· state s : input for the agent to make the decision
· action a : operation that changes the state s to the

next state s′

· reward r(s, s′) : reward immediately provided after
transitioning from s to s′

· transition model {s, a} → s′ : model that inputs s and a and outputs s′

An example of the above elements are explained through a pole balancing
problem [99, 100], which is a typical MDP. As shown in Fig. 2.4, a rigid pole is
hinged to a motor-driven cart in a two-dimensional space. The remote controller
applies an impact force of fixed magnitude in right or left direction to the cart
at discrete time intervals. The cart-pole system is simulated with a detailed
physical model considering various parameters such as the coefficient of friction,
the length of the pole, the mass of the pole and of the cart. The goal of this
problem is to operate the controller so as not to fall the pole and not to move the
cart beyond the threshold from the original position without prior knowledge
about the system.

The pole balancing problem contains four state variables:

· x : cart position
· θ : pole angle from the vertical axis
· ẋ : cart velocity

· θ̇ : angle velocity of the pole

From the problem definition, two types of actions can be easily determined:
applying an impulsive force to the right and to the left. One of the easiest
reward settings is to provide a reward of +1 at every time-step if the pole
remains upright [101].

The way an agent behaves is called a policy, which is described in the form
of π|s → a with a probability of selecting an action a in a certain state s. In
RL, the goal is to acquire the agent’s policy that maximizes the cumulative
reward finally obtained. In other words, the rewards must be appropriately set
so that the agent achieves the goal by maximizing the rewards. Suppose we
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try to acquire a strategy for winning Othello through RL. If more reward is
given when taking a corner position, the agent may learn how to occupy the
corners without the consideration of winning the game. Although taking corner
positions is often advantageous in winning the game, a better reward setting is
to give a reward only when winning the game.

A discrete time-step decision-making process is assumed hereafter. When
considering how the environment changes at step t + 1 with respect to the
action taken at step t, it is generally necessary to trace all the state, action, and
reward histories from step 0 to t; that is described as

Pr{st+1 = s′, rt+1 = r|st, at, rt, st−1, · · · , r1, s0, a0} (2.1)

The Markov property is one of the characteristics of specific stochastic pro-
cesses, in which the probabilistic transition from the current state to the next
and the expected future rewards does not depend on any past state, action, and
reward, but only on the present state and the action selected [24].

Pr{st+1 = s′, rt+1 = r|st, at} (2.2)

A task that satisfies the Markov property is called an MDP, and an MDP
with finite state and action spaces is especially called a finite MDP. Examples of
a finite MDP is the task of considering the next move of Othello and chess. In
Othello and chess, it is not important to know the past situations and players’
moves reaching the current board, and it is enough to know the situation on
the current board to decide the next move. In the following, the discussion will
proceed on the assumption that all the targeted RL tasks are finite MDPs. In
addition, the MDPs in this study are assumed to be episodic having terminal
states or the maximum steps, and the sequence of MDP from the initial step
t = 0 to the terminal step t = T is defined as an episode hereafter.

2.3 Reinforcement learning

2.3.1 Value function

The agent observes the next state and the reward from the environment when
the action in a certain state is selected based on the policy. At this time, the
policy is updated based on a value function: the notion of expected future
rewards to be accumulated from the state. If the policy is updated solely using
the reward instead of the value function, the agent will acquire a short-sighted
policy that only considers immediate rewards. By using the value to update the
policy, it is possible to acquire a better policy that considers not only immediate
rewards but also expected future rewards.

In considering the value function, it is important to first define the notion
of future rewards, known as a return. The simplest way to estimate a return Rt

at step t is to compute the sum of discounted rewards while following the policy
[102] as

Rt =

T∑
i=t

γi−tri (2.3)
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Figure 2.5: State value and action values in the situation of playing three lines

where γ ∈ [0, 1] is a discount factor to adjust the importance of long-term re-
wards; the immediate reward is only considered and the following future rewards
are disregarded when γ = 0 and the rewards at any future step are treated with
the same importance as the immediate reward when γ = 1. The discount factor
with a value less than 1 is particularly convenient when there are a large number
of total steps in one episode, because it prevents the return from becoming an
enormous value, and when training the agent to obtain relatively short-term
rewards.

There are mainly the following two types of value functions: state value V (s)
and action value Q(s, a).

· V π(s) : expected return by successively following policy π from state s
· Qπ(s, a) : expected return by taking action a at state s and then successively

following policy π

Let Eπ{Rt} denote the expected return at step t by following policy π. Using
Eπ{Rt}, the two values are specifically computed as

V π(s) = Eπ{Rt|st = s}

= Eπ{
∞∑
k=0

γkrt+k+1|st = s}
(2.4a)

Qπ(s, a) = Eπ{Rt|st = s, at = a}

= Eπ{
∞∑
k=0

γkrt+k+1|st = s, at = a}
(2.4b)

These values can be intuitively understood supposing playing with three
lines, as illustrated in Fig. 2.5. It is possible to judge if a current situation
is advantageous or disadvantageous by looking at the board. At this time,
the player estimates the state value V (s) of the current state of the board.
Simultaneously, the player’s next move will change the situation of the board,
and will be an important factor for winning or losing. When considering the
next move from the current board, the player considers its action value Q(s, a).
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2.3.2 Policy

Let P a
ss′ and r

a
ss′ denote the probability and the reward when transitioning from

state s to state s′ by taking action a, respectively. In order to determine the
action that is expected to maximize the return from the current state value
V π(s), all possible actions in that state should be listed, and the action that
maximizes the state value of the next state should be selected as

π(s) = argmax
a

P a
ss′ (r

a
ss′ + γV (s′)) (2.5)

Similarly, once the action values are estimated, the agent’s policy that is ex-
pected to maximize the return can be determined as

π(s) = argmax
a

Q(s, a) (2.6)

This policy is called greedy policy. Equations (2.5) and (2.6) imply the im-
portance of estimating correct state and action values, as a reasonable policy
cannot be obtained without an accurate estimation of the values. However,
deterministic policies such as the greedy policy are inefficient in exploring bet-
ter solutions, because such policies persist in exploiting current state-value and
action-value estimates and does not attempt other actions that are currently
estimated to yield low returns, even though there may be other more profitable
actions among them. During the training phase, the ϵ-greedy policy instead of
the greedy policy is often used to enhance exploration in the state space, which
is given as

π(s) =


argmax

a∈{1,··· ,na}
Q(s, a) (if random [0, 1] > ϵ)

unirand
a∈{1,··· ,na}

a (else)
(2.7)

where unirand is an operation to choose a value from a set of values with a uni-
form probability. The difference of the ϵ-greedy policy from the standard greedy
policy is that it chooses an action randomly with a low probability ϵ and this
randomness improves exploration. Although both of exploring a space that the
RL agent has less experienced and exploiting the agent’s current knowledge are
very important, they are fundamentally conflicting concepts and thus incompat-
ible at the same time. This is well known as an exploration-exploitation dilemma
[103, 104] and also discussed in the area of RL [105, 106]. In order to balance
the exploration-exploitation trade-off, ϵ is typically set around 0.1. There are
also studies on adaptive ϵ-greedy methods, where the value of ϵ changes during
the training [107, 108]. Still, ϵ = 0.1 is adopted for the ϵ-greedy policy in this
study to focus on the formulation of the RL method.

RL methods can be classified into two types depending on how the policy
is used and updated during the training. One is off-policy methods, which
separates the policy to be improved and the policy used for simulation. The
other is on-policy methods, which assume the future actions in the simulation
are determined based on the policy to be improved; in other words, an on-policy
method uses the same policy for improvement and for simulation.

The difference between off-policy and on-policy methods are illustrated in
Fig. 2.6. In Fig. 2.6, the agent is trained to find the movement to obtain the
reward of +1 at the goal, while avoiding bottom squares with the reward of
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Figure 2.6: Difference of off-policy and on-policy methods. ϵ is fixed at a small
positive value.

−10. If an off-policy method is adopted, the state values are updated without
considering the randomness caused by the ϵ-greedy policy. In contrast, if an on-
policy method is adopted, the state values are updated on the premise that the
best action is not always taken; the lower state values are estimated for squares
close to the bottom squares with the reward of −10. In order to converge to the
optimal policy using the on-policy method, it is necessary to gradually reduce
ϵ to 0 during the training process.

In this study, an RL method is formulated based on an off-policy method.
Simulations are performed using the ϵ-greedy policy with ϵ = 0.1 during the
training, and the deterministic greedy policy is used when designing the struc-
ture using the trained RL agent. Therefore, it is expected that the design using
the trained RL agent will not be a redundant design with a margin of structural
constraints, but a challenging design in which the amount of materials used is
reduced as much as possible within the structural constraints.

2.3.3 Bellman equation

Let πp(s, a) denote the probability to choose an action a at a state s by the
current policy. The Bellman equation is a consistency condition for any arbitrary
policy π and state s that holds between the value of state s and the value of the
possible successor states.

V π(s) = Eπ{
∞∑
k=0

γkrt+k+1|st = s}

= Eπ{rt+1 + γ

∞∑
k=0

γkrt+k+2|st = s}

=
∑
a

πp(s, a)
∑
s′

P a
ss′

(
rass′ + γEπ{

∞∑
k=0

γkrt+k+2|st+1 = s′}

)
=
∑
a

πp(s, a)
∑
s′

P a
ss′ (r

a
ss′ + γV π(s′))

(2.8a)

32



Qπ(s, a) = Eπ{
∞∑
k=0

γkrt+k+1|st = s, at = a}

= Eπ{rt+1 + γ

∞∑
k=0

γkrt+k+2|st = s, at = a}

=
∑
s′

P a
ss′

(
rass′ + γEπ{

∞∑
k=0

γkrt+k+2|st+1 = s′}

)

=
∑
s′

P a
ss′

(
rass′ + γ

∑
a′

Eπ{
∞∑
k=0

γkrt+k+2|st+1 = s′, at+1 = a′}

)

=
∑
s′

P a
ss′

(
rass′ + γ

∑
a′

πp(s
′, a′)Qπ(s′, a′)

)
(2.8b)

where a′ is the action taken at the next state s′. Note that the state and action
values with respect to the next state s′ are discounted by γ both in Eqs. (2.8a)
and (2.8b). In order to maximize the return, the policy ∗ satisfying the following
equations must be searched.

V ∗(s) = max
π

V π(s) (2.9a)

Q∗(s, a) = max
π

Qπ(s, a)

= E∗{rt+1 + γV ∗(st+1)|st = s, at = a}
(2.9b)

The policy ∗ satisfying Eqs. (2.9a) and (2.9b) is called the optimal policy, and
V ∗(s) and Q∗(s, a) are called the optimal state value and the optimal action
value, respectively. For the optimal policy ∗, the Bellman equations (2.8a) and
(2.8b) are rewritten as

V ∗(s) = max
a

E∗{rt+1 + γV ∗(st+1)|st = s}

= max
a

∑
s′

P a
ss′ (r

a
ss′ + γV ∗(s′))

(2.10a)

Q∗(s, a) = E∗{rt+1 + γmax
a′

Q∗(st+1, a
′)|st = s, at = a}

=
∑
s′

P a
ss′

(
rass′ + γmax

a′
Q∗(s′, a′)

) (2.10b)

Equation (2.10a) expresses that the state value under the optimal policy is
equal to the expected return by taking the best actions from state s. Similarly,
Eq. (2.10b) expresses that the action value under the optimal policy is equal to
the expected return by taking the best actions after taking action a at state s.

2.3.4 Dynamic programming and Monte Carlo methods

A dynamic programming (DP) method [109, 98] and a Monte Carlo (MC)
method [110, 94], which are the theoretical foundations of RL methods, are
briefly explained.
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DP is a method to compute state values using the Bellman equation and
improve the policy based on the computed state values. Given that the number
of states and actions are ns and na, respectively. Although the number of
possible deterministic policies is nns

a , it is theoretically guaranteed to reach the
optimal policy in polynomial time when using DP. Therefore, the convergence of
dynamic programming is much faster than other methods based on enumeration.

However, when evaluating the policy, the value of all states must be calcu-
lated at each step, in which the computational cost is too high. In addition,
since the current value of all states must be stored for updating the policy, a
memory corresponding to the number of states is required. To make matters
worse, DP can only be applied when the probability of state transitions P a

ss′ is
known for all the possible combinations of s, s′ and a. In general tasks, P a

ss′ is
often unknown, and thus the applicability of DP is limited.

By contrast, MC does not require the probability of state transitions. MC is
an algorithm that relies on the repetition of sampling the observation of states,
actions, and rewards through the simulation of the RL task. Typically, the state
value of st is updated using the following equation:

V (st)← V (st) + α (Rt − V (st)) (2.11)

where α ∈ (0, 1] is the learning rate to determine to what extent the observation
overrides old action values; the convergence of the learning is slow but stable
when α is closer to 0, and fast but might be unstable due to divergence or
oscillation of the estimated action values when α is closer to 1. As seen in
Eq. (2.11), the estimation of state values is updated so as to minimize the error
to Rt, the return to be obtained from step t. Since only the actually obtained
rewards through the simulations are used to update the state values without
estimating subsequent state values, MC is a stable method so that the correct
state values can be estimated. Meanwhile, Eq. (2.11) means that the state value
is updated once all the rewards from the current state to the terminal state are
observed. In other words, the policy cannot be updated until the final outcome
of the episode is known, which is disadvantageous in terms of learning efficiency
for tasks with a large number of steps per episode.

2.3.5 Temporal difference learning

Temporal difference(TD) learning [111] is a class of RL methods that has the
advantages of DP and MC. In TD learning, a typical update scheme for the
state values is described as

V (st)← V (st) + α (rt+1 + γV (st+1)− V (st)) (2.12)

In Eq. (2.12), the estimation of V (st) is updated so as to minimize the error
to rt+1 + γV (st+1). By using the actually observed immediate reward rt+1 and
the estimated value of the next state V (st+1), the value and the policy can be
updated every step like DP. Moreover, Eq. (2.12) does not require a probabilistic
model of state transitions P a

ss′ like MC.
For example, consider that the state values are estimated for the following

6 episodes:
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s(1)
r=0→ s(2)

r=0→ s(3) (2.13a)

s(2)
r=0→ s(3) (2.13b)

s(2)
r=1→ s(3) (2.13c)

s(2)
r=1→ s(3) (2.13d)

s(2)
r=1→ s(3) (2.13e)

s(2)
r=1→ s(3) (2.13f)

In this example, V ∗(s(2)), the optimum state value for s(2), is naturally expected
to be 2/3. Then how about V ∗(s(1))? If MC method is used, V ∗(s(1)) is
estimated to be 0 as the return after observing state s(1) is 0, whereas, V ∗(s(1))
is estimated to be γV ∗(s(2)) = γ2/3 in TD learning as the transition probability
from state s(1) to state s(2) is 100%. The difference between these two estimates
is a good indication of the difference between MC and TD learning methods. In
TD learning, not only the episode in which the state s(1) is observed but also
the other episodes are associated to update the estimation of V ∗(s(1)), while
MC methods merely focus on the episode in which s(1) is observed. This way,
TD learning has the advantage of fast convergence through the learning based
on a certainty-equivalence estimate, which assumes that the observed value of
the transition ratio from the state s(i) to the state s(j) is the true transition
probability, and the average of the rewards observed for a certain transition is
assumed to be the true expected reward for the transition.

A SARSA algorithm [112] is an RL method that applies the concept of TD
learning. The difference from TD learning is that it is formulated to learn action
value estimates instead of state value. Before the learning begins, each action
value is initialized with arbitrary values. In SARSA, the action value Q(s, a) is
updated as

Q(s, a)← Q(s, a) + α (r + γQ(s′, a′)−Q(s, a)) (2.14)

As seen in Eq. (2.14), SARSA depends on current state s, current action a,
reward observed r, next state s′ and next action a′, which is the origin of the
name SARSA. SARSA minimizes the error between Q(s, a) and r + γQ(s′, a′),
which is the sum of the observed reward r and the discounted action value of
s′ and a′ determined by the current policy. SARSA is categorized as on-policy
method because the tuple (s, a, r, s′, a′) are obtained from the current policy to
be improved.

Q-Learning [102] is a well established off-policy RL method. When reward
r and next state s′ are observed from state s by taking action a, estimation of
action value Q(s, a) is updated by the following equation:

Q(s, a)← Q(s, a) + α
(
r + γmax

a
Q(s′, a)−Q(s, a)

)
(2.15)

In Eq. (2.15), Q(s, a) is updated so as to reduce the error from r+γmaxaQ(s′, a),
which is the sum of observed reward r and the estimated optimal future state
value at s′ weighted by γ. Here, the greedy policy is used to estimate the opti-
mal future state instead of the current policy; this is the reason why Q-Learning
is an off-policy method.
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Q-Learning is guaranteed to converge to the optimal action value Q∗(s, a) for
arbitrary state-action pairs under the following conditions: states and actions
take discrete values, the action value is associated with each unique state-action
pair without the use of function approximation, and all the state-action pairs
are repeatedly observed [113, 114].

Note that the choice of γ will greatly affect the meaning of action values. If
γ = 0, the error to reduce is r − Q(s, a), which implies that the action value
merely estimates an immediate reward obtained by taking action a at state s.
If γ = 1, the error to reduce is r +maxaQ(s′, a) − Q(s, a), which implies that
future and immediate rewards are regarded as equivalently important.

2.4 Surrogate modelling

2.4.1 Curse of dimensionality

In order to store all the possible state-action pairs, a tabular representation is
utilized, as shown in Table 2.1. The value in each cell represents the action
value corresponding to taking action a(j) at state s(i). When a state-action
pair is observed in the simulation, the corresponding cell value is updated using
Eq. (2.15). This storing scheme is available when the number of possible state-
action pairs ns·na is small enough to store all the pairs in a computer’s memory
device.

Table 2.1: Tabular representation of action values

a(1) · · · a(j) · · · a(na)

s(1) Q(s(1), a(1)) · · · Q(s(1), a(j)) · · · Q(s(1), a(na))
...

...
. . .

...
. . .

...
s(i) Q(s(i), a

(1)) · · · Q(s(i), a(j)) · · · Q(s(i), a(na))
...

...
. . .

...
. . .

...
s(ns) Q(s(ns), a(1)) · · · Q(s(ns), a(j)) · · · Q(s(ns), a(na))

However, a problem arises due to the curse of dimensionality [115]; when the
state and action spaces are too large, it is unrealistic to estimate, update and
store the exact action values for all the state-action pairs. For example, Othello’s
state space size is approximately 1028 [116] and that of Chess is roughly 1043

[117]. For such a case, it is necessary to approximate action values using a
surrogate model such as a NN which is explained in the next section. Deep-Q
network [26], a novel method for learning to approximate action values using
NN, is further described in Sec. 2.4.3.

2.4.2 Neural network

A NN is a technique to approximate an input-output relationship. The con-
cept of NN derives from how neurons in a brain are thought to work. Note
that convolution, a pervasive technique for NNs to reduce the dimensionality of
rectangular arrays while preserving spatial information between pixels, is not
explained here because they are not used in this study.
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Figure 2.7: Illustration on mathematical operation in each neuron

The NN architecture is defined by the number of layers nl, the number of
units in each layer nu,i (i = 1, · · · , nl), and the choice of activation functions for

each layer. Let w
(i)
k,j denote j-th weight and b

(i)
k the bias of k-th unit in layer i,

respectively. The unit contains weights w
(i)
k,i, · · · , w

(i)
k,nu,i−1

and a bias b
(i)
k , which

are the trainable parameters that vary during the training; they are written as

θ
(i)
k for brevity.

y
(i)
k , k-th unit’s output in layer i, is expressed as

y
(i)
k = φ(i)

nu,i−1∑
j=1

w
(i)
k,jy

(i−1)
j

+ b
(i)
k

 (2.16)

Figure 2.7 illustrates how inputs are transmitted through the k-th neuron in
layer i. Like a neuron passing electric signals, the unit takes values from units
in the previous layer i − 1 as inputs, computes a weighted linear sum of them
with a bias term, and passes the value through an activation function φ(i).

Six representative activation functions are shown in Fig. 2.8. An activation
function φ needs to be nonlinear in order to approximate a nonlinear function
and differentiable to apply a gradient-based optimization algorithm. ReLU is
widely used as an activation function of NNs despite the non-differentiability
at x = 0, because its computational cost is very low and the gradient does not
vanish even when the input is a large positive value.

Let no denote the number of outputs from the NN. If the target NN output
z̄k (k = 1, · · · , no) is known, the loss function L can be determined as the mean
squared error between z̄k and zk, the k-th output from the NN, as

L =

no∑
k=1

(zk − z̄k)2 (2.17)

The NN is trained to minimize the loss by modifying the trainable parameters
of the units. The simplest way is a gradient descent method where the trainable

parameters θ
(i)
k are iteratively modified based on the gradient of the loss function

as
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Figure 2.8: Examples of activation functions

θ
(i)
k ← θ

(i)
k − α

∂L

∂θ
(i)
k

(2.18)

where α is the learning rate as introduced in Eq. (2.15). This method is well

known as stochastic gradient descent (SGD) [118]. In application, ∂L/∂θ
(i)
k is

often obtained by randomly sampling a set of losses called a mini-batch and
computing the average of them to stabilize the training, referred as the batch
gradient descent method [119].

To prevent oscillation during iterative updates with an SGD method, a mo-
mentum term can be added to Eq. (2.18) as

θ
(i)
k ← θ

(i)
k + ν∆θ

(i)
k − α

∂L

∂θ
(i)
k

(2.19a)

∆θ
(i)
k ← ν∆θ

(i)
k − α

∂L

∂θ
(i)
k

(2.19b)

where ν ∈ (0, 1) is a coefficient of momentum that determines how much the
algorithm inherits the previous updates.

Root mean square propagation (RMSProp) [120] is one of the most prevalent
variants of SGD, in which the learning rate varies for each of the trainable
parameters. The updating scheme of RMSProp is given as

θ
(i)
k ← θ

(i)
k −

α√
ω
(i)
k

∂L

∂θ
(i)
k

(2.20a)

ω
(i)
k ← ηω

(i)
k + (1− η)

(
∂L

∂θ
(i)
k

)2

(2.20b)

where η ∈ (0, 1) is the factor to adjust how much the past update amount is

inherited and ω
(i)
k is a running average of the magnitudes of recent gradients for

the trainable parameters. The running average is utilized to divide the learning
rate α for the trainable parameters in Eq. (2.20a).
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To implement one of the update algorithms above, it is necessary to calculate

the partial derivatives ∂L/∂θ
(i)
k . For simplicity, only the k-th NN output zk is

focused and the parameters in the k-th unit in the output (i.e. nl-th) layer θ
(nl)
k

is derived. The derivatives can be decomposed using the chain rule as

∂L

∂θ
(nl)
k

=
∂L

∂zk

∂zk
∂ok

∂ok

∂θ
(nl)
k

(2.21)

where ok is the k-th unit’s linear combination of inputs from the previous layer.
The first factor of the right-hand side is easily obtained from Eq. (2.17) as

∂L

∂zk
=
∂ (zk − z̄k)2

∂zk
= 2 (zk − z̄k) (2.22)

The second factor is obtained by partial differentiation of the activation function
φ : o→ z as the following equation holds:

∂zk
∂ok

=
∂φ(ok)

∂ok
(2.23)

From Eq. (2.23), the activation function needs to be differentiable. The last
factor is calculated depending on whether the trainable parameter is a weight
or a bias; which is given as

∂ok

∂w
(nl)
k,j

=
∂
(∑nu,nl−1

j=1

(
w

(nl)
k,j y

(nl−1)
j

)
+ b

(nl)
k

)
∂w

(nl)
k,j

= y
(nl−1)
j (2.24a)

∂ok

∂b
(nl)
k

=
∂
(∑nu,nl−1

j=1

(
w

(nl)
k,j y

(nl−1)
j

)
+ b

(nl)
k

)
∂b

(nl)
k

= 1 (2.24b)

This way, the derivatives with respect to the parameters can be obtained
analytically. The derivatives of the trainable parameters in the previous layers
are also obtained in a similar way using the chain rule, which implies that they
depend on the derivatives in the subsequent layers. Hence, as opposed to the
forwarding process from inputs to outputs, the computation of the gradients
is implemented from the output layer to the input layer. For this reason, the
gradient descent methods for NNs mentioned above are called back-propagation
method as a generic term; see more details on [121].

2.4.3 Deep Q-network

A deep Q-network (DQN) [26] is a method combining conventional Q-Learning
and deep learning: a method to estimate the relation between inputs and out-
puts using a deep NN architecture. In a DQN, the agent learns by tuning the
NN parameters θ to find the ideal values θ∗ so that it can approximate proper
action values Q(s, a; θ) from the input states as

Q(s, a; θ∗) ≈ Q∗(s, a) (2.25)

where Q∗(s, a) is an optimal action value equal to the highest expected dis-
counted rewards obtained by an optimal sequence of taking actions. Equa-
tion (2.15) intended to minimize the difference between the current estimation
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of the action value Q(s, a) and the sum of the observed reward and the dis-
counted Q-value thereafter r+ γmaxaQ(s′, a). Similarly, the NN parameters θ
are optimized to minimize the squared error L defined as

L(θ) =
(
r(s′) + γmax

a
Q(s′, a; θ)−Q(s, a; θ)

)2
(2.26)

The optimal target values r(s′)+γmaxaQ(s′, a; θ) are substituted by r(s′)+
γmaxãQ(s′, ã; θ̃), using θ̃ from previous θ to stabilize the algorithm, where ã is
distinguished from a because it is derived from different Q-values [26]. There-
fore, the NN parameters are tuned so as to minimize the following equation:

minimize L̃(θ) =
(
r(s′) + γmax

ã
Q(s′, ã; θ̃)−Q(s, a; θ)

)2
(2.27)

Since the loss function is defined this way, the tuning problem (2.27) can be
solved with any arbitrary back-propagation method, which is already explained
in Sec. 2.4.

Another contribution of the DQN is the use of experience replay [122] for
mini-batch updates instead of single updates on the last experience [114]. Expe-
rience replay is a technique to store the tuples of agent’s experience at each step
(st, at, rt, st+1) into a memory. In the process of tuning the NN parameters, a
set of random tuples from the memory to create a mini-batch data and compute
the averaged loss computed using Eq. (2.27) for each tuple. In order to utilize
experience replay, the RL method needs to be off-policy because the parameters
of the NN when each sample is stored in the memory and those of the current
NN are different. This is the reason why the DQN is based on Q-Learning,
which is an off-policy method, rather than on-policy methods like SARSA.

2.5 Conclusion

In this chapter, several conventional RL methods have been briefly summarized,
which are the basis of the proposed method to be introduced in Chapter 3. The
relationship of this chapter and Chapter 3 is illustrated in Fig. 2.9. RL is
characterized as a method for simulating the behavioral learning mechanism
for the training process, in which rewards are given according to the selected
action and the observed state. The methods explained here aim at estimating
the optimal value functions that consider not only immediate rewards but also
future rewards. Since the number of action values is equal to the product of
the numbers of states and actions, it is necessary to approximate the value
functions with a small number of parameters when dealing with a problem with
a huge number of states. NNs are a typical example of function approximation
methods, and the DQN algorithm is regarded as an important approach that
combines NNs and RL. The original DQN utilizes a specific type of NN called the
CNN, which specializes in extracting features from rectangular arrays and is not
suitable for data with irregular connections. The proposed method explained in
the next chapter adopts a GE-based approach instead of NNs for approximating
the action values. By introducing GE, the features of data expressed as a graph
with irregular connectivity of nodes can be easily extracted.
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Figure 2.9: The relationship of the contents explained in Chapter 2 and those
to be explained in Chapter 3.
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Chapter 3

Hybrid method of graph
embedding and
reinforcement learning for
training an optimal design
agent of skeletal structures

3.1 Conversion of an optimization problem into
a reinforcement learning task

In this section, the common procedure to convert an optimization problem into
an RL task is described. As explained in Sec. 2.2, the RL task needs to be
defined as a finite MDP. Therefore, state s, action a and reward r, which are
the elements of the finite MDP, must be defined. Note that the transition of
states by taking an action is deterministic in this study, because the environment
for training agents assumes the structural design of skeletal structures, and
it is not necessary to consider randomness when changing the design of the
structure. Although RL tasks require problem-specific settings and cannot be
fully generalized, here the common points are explained regardless of the types
of structural optimization problems to be converted into the RL task. More
concrete settings are explained in each individual problem in Chapters 4 and 5.

(1) state s

Consider a skeletal structure with nn nodes and nm members. In addition, given
that each node input, member input, and member feature to be extracted have
dimensions nfn, nfm, and nf , respectively. Let θ denote the trainable parameters
that vary during the training. The roll of θ is same as θ in NNs explained
in Chapter 2; weighting the inputs for approximating desirable outputs. In
the proposed method, a state s is represented as a set of member features
µ̂ = [µ1, · · · ,µnm ] ∈ Rnf×nm embedded from numerical data at nodes v̂ =
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[v1, . . . ,vnn
] ∈ Rnfn×nn , those at members ŵ = [w1, . . . ,wnm

] ∈ Rnfm×nm , and
trainable parameters θ, which is expressed as

s ≈ µ̂(v̂, ŵ,θ) (3.1)

It is desirable for a state to include numerical information of the skele-
tal structure as much as possible, such as the geometry of the structure, the
property of the nodes and members, and the loading and support conditions,
which can be the elements of inputs v̂ and ŵ. The dimension of node inputs
vk (k ∈ {1, · · · , nn}) can take an arbitrary positive integer depending on the
problem definition, and the same is true for the dimension of member inputs
wi (i ∈ {1, · · · , nm}). Note that the values of v̂ and ŵ should be within the
range of [−1, 1] in order to enhance the RL agent’s performance. This is because
the larger values will have a higher contribution to the output error, and the
error reduction algorithm for the RL agent will neglect the information from
the small-valued variables [123]. Therefore, the best situation is when all in-
puts are in the same order of magnitude [124]. Several studies also discussed
achieving scale-invariance of the inputs [125, 126, 127]. Note that the connec-
tivity of nodes and members is not considered here as it can be expressed by
GE described in Sec. 3.2.

For the process in which the total structural volume is gradually increased by
the design change, the terminal state is defined as when the structural design
reaches a feasible design from an initial infeasible design. Similarly, for the
process in which the total structural volume is gradually reduced by the design
change, the terminal state is defined as when reaches infeasible design from an
initial redundant design. Otherwise, one can define the maximum step instead
of the terminal state.

(2) action a

An action in this study is defined as the smallest unit of design changes applied
to a member of the structure. One action is assigned to each member, and there
are at most nm types of actions that an agent can take in each step. In practice,
in order to reduce the action space to be explored, the action is selected from
Ωa which represents a set of possible actions that excludes clearly inappropriate
actions from nm actions. Here, the excluded actions are those in which the next
state associated with the action does not exist obviously, such as an action of
removing a member that no longer exists and increasing/reducing a member
size exceeding the upper/lower bounds.

(3) reward r

The basic idea of reward settings is to provide larger rewards for good design
changes and smaller or negative rewards (i.e. penalties) for bad design changes
based on the objective and constraints of the original structural optimization
problem. In the same manner as node and member inputs v̂ and ŵ, respectively,
the rewards should be scaled within the range of [−1, 1] so that the same hyper-
parameters of the RL agent can be used across various environments [26, 128].
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3.2 Edge features estimated by graph embed-
ding

In this section, skeletal structures are regarded as graphs and the feature of
each member is represented as a vector by aggregating numerical data about
neighbor nodes and members. Let nf denote the size of the feature vector of
each member, which is to be determined through a careful adjustment with
trial-and-error for better performance, because a size that is too small leads
to inaccuracy in expressing the features, and a size that is too large requires
redundant computation time in training and application of the agent after the
training. The trainable parameters θ1 ∈ Rnf×nfm , θ2 ∈ Rnf×nf , θ3 ∈ Rnf×nfn ,
θ4 ∈ Rnf×nf , θ5 ∈ Rnf×nf , and θ6 ∈ Rnf×nf are introduced to weight the inputs
to extract features that integratively consider the structural property. Using
θ1-θ6, the feature vector of each member µi ∈ Rnf (i = 1, · · · , nm) is updated
as follows:

µ
(0)
i = 0 (3.2a)

µ
(tu+1)
i = ReLU

(
h1 + h2 + h

(tu)
3 + h

(tu)
4

)
(3.2b)

h1 = θ1wi (3.2c)

h2 = θ2

2∑
j=1

ReLU (θ3vi,j) (3.2d)

h
(tu)
3 = θ4µ

(tu)
i (3.2e)

h
(tu)
4 = θ5

2∑
j=1

ReLU

θ6
∑

k∈Φi,j

µ
(tu)
k

 (3.2f)

where h1,h2, h
(tu)
3 and h

(tu)
4 are the elements that make up the feature, tu

is the step number of updating the features, vi,j is the nodal inputs of the
j-th (j ∈ {1, 2}) end of member i, and Φi,j is the set of indices of members
connecting to the j-th end of member i. Note that Φi,j does not include the
index of member i itself. ReLU is one of activation functions as explained in
Fig. 2.8, which is defined as

ReLU(x) =

{
x (if x > 0)

0 (else)
(3.3)

To simplify the expression, the ReLU function is applied in Eq. (3.2) to a vector
to output a vector with the same size.

The operation in Eq. (3.2) is illustrated in Fig. 3.1. The numerical data
of two nodes and members connecting to them are aggregated into the feature
vector of a member through a single operation. The aggregated numerical data
include member input data h1 in Eq. (3.2c), connecting nodes’ input data h2

in Eq. (3.2d), embedded feature of the member itself h
(tu)
3 in Eq. (3.2e), and

embedded features of neighboring members h
(tu)
4 in Eq. (3.2f). Accordingly,

µ̂(tu) = {µ(tu)
1 , · · · ,µ(tu)

nm } is the set of feature vectors incorporating connectivity

of the truss after µ
(tu)
i for all the members is computed from Eq. (3.2).
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Figure 3.1: The concept of Eq. (3.2). It aggregates numerical data of neighbor
nodes and members.

However, the operation of Eq. (3.2) should be iterated more than once in
order to capture the features of distant members that are not directly connected.
The number of iterations Tu should be carefully selected because it determines
the training difficulty and how far distant nodes and members are considered. If
Tu is set closer to 1, the computational cost is cheaper and the risk of divergence
of trainable parameters θ1, · · · ,θ6 during the training with a backpropagation
method is lower; however, the extracted features cannot capture the property of
distant nodes and members. In contrast, if a large positive integer is assigned to
Tu, the extracted features are capable of considering distant nodes and members
but the computational cost becomes higher and the risk of divergence of the
trainable parameters also becomes higher. In accordance with the previous
research of Dai et al. [51], the number of iterations Tu is set to be 4. It should

be noted that the embedded feature vector µ
(Tu)
i has the same size nf regardless

of the connectivity. Owing to this property, all the members can be evaluated
based on the same measure.

In the following, the operation of Eq. (3.2) is re-formulated utilizing matrix
operations to reduce the computational cost. At first, the connectivity (or
incidence) matrix C ∈ Rnm×nn for a directed graph is defined, such that each
element Cij is provided as follows:

Cij =


−1 if member i leaves node j

1 if member i enters node j

0 else

(3.4)

this matrix contains information about the connectivity between nodes and the
orientation of the edges. The non-oriented connectivity matrix CA ∈ Rnm×nn is
obtained by taking an absolute value for each element of C. We further obtain
C1 and C2 ∈ Rnm×nn to identify the nodes that each member leaves and those
that each member enters as

C1 =
1

2
(CA −C) (3.5a)

C2 =
1

2
(CA +C) (3.5b)

Using these matrices, the operation of Equation (3.2) for all the members
can be integrated as

µ̂(0) = 0 (3.6a)
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Figure 3.2: An example truss to extract member features. (a) Node and member
index. (b) vk (k = 1, · · · , 4). (c) wi (i = 1, · · · , 5).

µ̂(tu+1) = ReLU
(
ĥ1 + ĥ2 + ĥ

(tu)
3 + ĥ

(tu)
4

)
(3.6b)

ĥ1 = θ1ŵ (3.6c)

ĥ2 = θ2 (ReLU (θ3v̂))C
⊤
A (3.6d)

ĥ
(tu)
3 = θ4µ̂

(tu) (3.6e)

ĥ
(tu)
4 = θ5

(
ReLU

(
θ6

(
C1C

⊤
A µ̂(tu)⊤ − µ̂(tu)⊤

)⊤)

+ReLU

(
θ6

(
C2C

⊤
A µ̂(tu)⊤ − µ̂(tu)⊤

)⊤)) (3.6f)

Although the operation of Eq. (3.6) yields the same result as repeating Eq. (3.2)
for all the members, the former is more computationally efficient than the latter,
owing to efficient matrix multiplication algorithms [129, 130, 131, 132].

Example: extraction of member features of a truss

In this example, the above method is demonstrated through a truss with four
nodes and five members, as shown in Fig. 3.2(a). Given that the dimension
of node and member inputs are nfn = 1 and nfm = 2, and that the node and
member inputs are assigned as shown in Figs. 3.2(b) and 3.2(c), respectively.
Note that the values here are arbitrarily provided without any structural mean-
ing to focus on demonstrating the mathematical operations of the proposed GE
method. The dimension of member features to be extracted is assumed to be
nf = 3.

Firstly, v̂ ∈ R1×4 and ŵ ∈ R2×5 are expressed as

v̂ =
(
0.6 0.7 0.8 0.9

)
(3.7a)

ŵ =

(
−1.0 −1.0 0.0 1.0 1.0
0.1 0.2 0.3 0.4 0.5

)
(3.7b)

The connectivity matrix of the truss C ∈ R5×4 is obtained as
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C =


−1 0 1 0
0 −1 0 1
0 0 −1 1
−1 0 0 1
0 −1 1 0

 (3.8)

Member 5 is directed from node 2 to node 3; accordingly, -1 is assigned to (5, 2)
element, 1 is assigned to (5, 3) element of the matrix, and the other elements
in the fifth row are all 0. The non-oriented connectivity matrix CA ∈ R5×4 is
obtained by simply computing an absolute value of the connectivity matrix for
each element as

CA =


1 0 1 0
0 1 0 1
0 0 1 1
1 0 0 1
0 1 1 0

 (3.9)

Using C and CA, C1 and C2 ∈ Rnm×nn are also obtained as

C1 =


1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 0
0 1 0 0

 (3.10a)

C2 =


0 0 1 0
0 0 0 1
0 0 0 1
0 0 0 1
0 0 1 0

 (3.10b)

The values of trainable parameters θ1 ∈ R3×2, θ2 ∈ R3×3, θ3 ∈ R3×1,
θ4 ∈ R3×3, θ5 ∈ R3×3, and θ6 ∈ R3×3 are assumed as follows.

θ1 =

0.11 0.12
0.13 0.14
0.15 0.16

 (3.11a)

θ2 =

0.21 0.22 0.23
0.24 0.25 0.26
0.27 0.28 0.29

 (3.11b)

θ3 =

0.31
0.32
0.33

 (3.11c)

θ4 =

−0.041 −0.042 −0.043
0.044 0.045 0.046
−0.047 −0.048 −0.049

 (3.11d)

θ5 =

 0.051 0.052 0.053
−0.054 −0.055 −0.056
0.057 0.058 0.059

 (3.11e)
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Figure 3.3: Extracted features µ̂(4) of the example truss

θ6 =

−0.061 −0.062 −0.063
0.064 0.065 0.067
−0.067 −0.068 −0.069

 (3.11f)

Using the above values and Eq. (3.6), µ̂(1) ∈ R3×5 is computed as

µ̂(1) =

0.198 0.252 0.395 0.475 0.487
0.220 0.282 0.450 0.546 0.560
0.243 0.312 0.505 0.618 0.634

 (3.12)

Similarly, µ̂(2), µ̂(3) and µ̂(4) ∈ R3×5 are sequentially computed as

µ̂(2) =

0.388 0.490 0.759 0.902 0.925
0.449 0.580 0.935 1.145 1.174
0.476 0.608 0.974 1.179 1.210

 (3.13)

µ̂(3) =

0.571 0.715 1.093 1.282 1.314
0.686 0.893 1.452 1.793 1.840
0.700 0.887 1.407 1.687 1.730

 (3.14)

µ̂(4) =

0.746 0.925 1.396 1.618 1.657
0.932 1.221 2.002 2.490 2.555
0.915 1.150 1.806 2.144 2.198

 (3.15)

Figure 3.3 describes extracted features µ̂(4) of the truss. Each column of µ̂(4)

corresponds to the feature of each member. It should be noted again that
the member features can be represented by vectors of the same size nf = 3
regardless of the connection relationship of the members. If µ̂(10) and µ̂(100)

are to be computed, the results are as follows:

µ̂(10) =

1.624 1.899 2.630 2.767 2.826
2.595 3.503 5.936 7.601 7.806
1.997 2.387 3.512 3.884 3.975

 (3.16)

µ̂(100) =

37.432 30.744 2.962 2.853 2.910
20.668 36.539 212.93 578.993 598.968
40.205 33.136 4.184 4.205 4.295

 (3.17)
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μi
(Tu) Q(      ,i)μ(Tu)

Figure 3.4: The concept of Eq. (3.18). It converts the extracted member features
into the action value.

3.3 Q-learning using the embedded features

Using µ̂(Tu) =
[
µ

(Tu)
1 , · · · ,µ(Tu)

nm

]
∈ Rnf×nm , the action value to eliminate mem-

ber i in the current state is approximated using trainable parameters θ7 ∈ R2nf ,
θ8 ∈ Rnf×nf , and θ9 ∈ Rnf×nf as follows:

Q(µ̂(Tu), i) = θ⊤
7

(
ReLU

[
θ8

nm∑
i=1

µ
(Tu)
i ;θ9µ

(Tu)
i

])
(3.18)

where [·; ·] is a concatenation operator of two vectors or matrices in the column
direction. The operation in Eq. (3.18) is illustrated in Fig. 3.4. With Eq. (3.18),
the vector that represents the member feature is converted to a scalar that rep-

resents the action value to choose the member. The feature θ9µ
(Tu)
i is the local

information about member i, although the peripheral nodes and members are

taken into consideration. Therefore, the term θ8
∑nm

i=1 µ
(Tu)
i is further arranged

to capture the global information about the structure by aggregating local in-

formation about each member. The term θ8
∑nm

i=1 µ
(Tu)
i also plays an important

role in estimating appropriate action values for structures of various scales.
As well as µ̂(Tu), Eq. (3.18) is reformulated so that Q̂(µ̂(Tu)) =

[
Q(µ̂(Tu), 1),

· · · , Q(µ̂(Tu), nm)
]
∈ R1×nm is obtained at once, which is given as

Q̂(µ̂(Tu)) = θ⊤
7

(
ReLU

[
θ8µ̂

(Tu)
Σ ;θ9µ̂

(Tu)
])

(3.19)

where µ̂
(Tu)
Σ ∈ Rnf×nm is the matrix in which a column vector

∑nm

i=1 µ
(Tu)
i is

repeated in the row direction for nm times.
Since µ̂ is computed using {θ1, · · · ,θ6}, the set of action values Q̂(µ̂) is

dependent on Θ = {θ1, · · · ,θ9}. In the following, the training method for
tuning the parameters Θ is described. The parameters Θ are tuned using a
method based on 1-step Q-learning, which is frequently used as an RL method.
Here the same equation as Eq. (2.15) is shown below again. When a function
approximator is not utilized, the action value is updated using state s, chosen
action a, observed next state s′ and reward r as

Q(s, a) = Q(s, a) + α
(
r(s′) + γmax

a
Q(s′, a)−Q(s, a)

)
(3.20)

In Eq. (3.20), the action value is updated so as to minimize the difference be-
tween the sum of the observed reward and estimated action value at the next
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state r(s′) + γmaxaQ(s′, a) and the estimated action value at the previous
state Q(s, a). Following this scheme, the parameters are trained by solving the
following optimization problem [26]:

minimize L̃(Θ) =

(
r(s′) + γ max

ã∈Ωa(s′)
Q(s′, ã; Θ̃)−Q(s, a;Θ)

)2

(3.21)

where Ωa(s
′) is a set of actions available at state s′. In Eq. (3.21), the training

can be stabilized by using previous parameters Θ̃ obtained during the training
for an estimation of action values at the next state s′ [26]. Θ̃ synchronizes
with Θ once every nsy episodes, where nsy is an arbitrary positive integer. In
the same manner as NNs, the inputs are repeatedly weighted by the train-
able parameters and processed through activation functions. Therefore, a back-
propagation method can be used for solving Eq. (3.21). Among a number of
back-propagation methods proposed so far, RMSProp [120] which is already
explained in Eq. (2.20) is adopted as an optimization method in this study.

Example: computation of action values of a truss

In the following, the same truss as Fig. 3.2 is discussed. We suppose θ7 ∈ R6,
θ8 ∈ R3×3 and θ9 ∈ R3×3 as

θ7 =
(
0.71 0.72 0.73 −0.74 −0.75 −0.76

)
(3.22a)

θ8 =

0.081 0.082 0.083
0.084 0.085 0.086
0.087 0.088 0.089

 (3.22b)

θ9 =

0.091 0.092 0.093
0.094 0.095 0.096
0.097 0.098 0.099

 (3.22c)

µ̂
(4)
Σ is given from µ̂(4), which is already obtained in Eq. (3.15), as follows:

µ̂
(4)
Σ =

6.342 6.342 6.342 6.342 6.342
9.200 9.200 9.200 9.200 9.200
8.211 8.211 8.211 8.211 8.211

 (3.23)

Using the above values and Eq. (3.19), Q̂(µ̂(4)) ∈ R5 is computed as

Q̂(µ̂(4)) =
(
3.812 3.661 3.253 3.029 2.995

)
(3.24)

Each element of Q̂(µ̂(4)) corresponds to the action value to choose the member,
as illustrated in Fig. 3.5. In this example, choosing the first member is ex-
pected to obtain the largest cumulative reward, and choosing the fifth member
is expected to obtain the least cumulative reward.
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Figure 3.5: Action values Q̂(µ̂(4)) of the example truss

3.4 Training workflow

The whole training workflow is described in Fig. 3.6. At first, parameters Θ
and Θ̃ are randomly initialized with a normal distribution with 0 for the mean
and 0.05 for the standard deviation, which is very important to avoid symmetry
within each parameter [133]; if the parameters are initialized with the same
value and a deterministic learning algorithm is adopted, the gradients of the
loss function with respect to the parameters may become the same value, and
the parameters with the same gradients will be updated in the same way. The
synchronization frequency nsy is fixed as 100 in this study.

An episode is defined as a sequence of design changes to the members from
the initial state to the terminal state or step. At the beginning of each episode,
structural conditions are randomly provided so that the agent can demonstrate
good performance for various conditions. At each step, the agent selects an
action to apply the design change to the member of the structure, using an ϵ-
greedy policy. Although ϵ may vary depending on the RL task to obtain better
results, ϵ is fixed as 0.1 in this study. After taking an action, the agent observes
the reward r, the next state s′ represented by v̂′ and ŵ′, and a set of possible
actions at the next state Ωa(s

′). To reduce a required capacity of a storage
device, 1000 sets of observed transitions (v̂, ŵ, a, v̂′, ŵ′, r,Ωa(s

′)) are stored at
the maximum. When the number of transition steps reaches 1000, the latest
transition overrides the oldest one.

Between the steps, the set of trainable parameters Θ is optimized using
RMSProp as follows; 32 datasets out of the stored transitions are randomly
chosen to create a minibatch and Θ is updated based on the mean squared
error of the loss function of each dataset computed by the right-hand side of
Eq. (3.21). The size of edge feature nf , the number of training episodes nep, the
learning rate α, and the discount rate γ are set depending on the RL task, which
are mentioned in the case studies in Chapters 4 and 5. Not only nf as explained
in Sec. 3.2, nep and α are also very important hyper-parameters determined
through trial-and-error. When a smaller value is assigned to α, a larger value
for nep is required for the RL agent to perform well; on the other hand, if α is
too large, not only will the learning become unstable, but trainable parameters
Θ may diverge.

Once in 10 episodes of the training, the performance of Θ is tested for a
prescribed condition. The cumulative reward until the terminal state is recorded
using the greedy policy without randomness (i.e. the ϵ-greedy policy with ϵ = 0)
during the test. If the cumulative reward is larger than the previous best score,
Θ at that step is saved. The most recently savedΘ after the training is regarded
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Figure 3.6: Training workflow utilizing RL and GE

as the best parameters.

3.5 Conclusion

In this chapter, the hybrid method of GE and RL has been proposed. The
state of the skeletal structure is expressed by member features, which are com-
puted through GE from node and member inputs. The trainable parameters
that change during the training play a role in weighting the inputs. By adjust-
ing these parameters, the agent becomes capable of obtaining member features
grasping the overall structural properties from the local inputs of nodes and
members of the structure. Each member feature is expressed as a vector of the
same size for all the members.

Considering that there are few research examples of edge embedding com-
pared to whole graph embedding and node embedding, and that only node
inputs can be handled even in the recent edge embedding method [57], it is a
major highlight of the proposed edge embedding method that the inputs of both
nodes and members can be handled at the same time.

The feature vector is finally converted to a scalar value that represents an
action value of applying a pre-specified design change to the member. Since the
feature and action value of the members can be calculated using the common
trainable parameters regardless of the member connectivity, the trained agent
can be applied without re-training to other skeletal structures with different
connectivity and numbers of nodes and members.
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Chapter 4

Case study 1: Topology
optimization of trusses

4.1 Topology optimization problem of planar
trusses considering stress constraint

In this section, the topology optimization problem of planar trusses is formu-
lated for minimizing the total structural volume under stress and displacement
constraints. The optimization problem becomes the RL task to be handled in
Secs. 4.2 - 4.4. Note that the proposed method belongs to a binary type ap-
proach where the cross-sectional area of each member either keeps its initial
value, or takes a very small value.

Displacements of nodes and axial stresses of members are computed for nL
static loading conditions using a standard stiffness method. Consider a planar
truss with the total number of degrees of freedom (DOFs) nd, the number
of members nm and the constant elastic modulus E. Let Ai and Li denote
the cross-sectional area and the length of member i. If only axial stiffness is
considered for the member stiffness, the member stiffness matrix with respect to
the local coordinates of member i is a matrix Ki ∈ R4×4 where (1, 1) and (3, 3)
elements are EAi/Li, (1, 3) and (3, 1) elements are −EAi/Li and the others are
0. Member stiffness matrices of all the members are transformed into the global
coordinate system to be assembled to the global stiffness matrix K ∈ Rnd×nd .
Using K, the nodal displacements are obtained by solving the following stiffness
equation [134]:

Kuj = pj (4.1)

where uj ∈ Rnd and pj ∈ Rnd are the nodal displacement and nodal load vectors
corresponding to load case j ∈ {1, · · · , nL}. Let σi,j denote the axial stress of
member i for load case j, which is expressed as

σi,j =
Edi,j
Li

(4.2)

where di,j is the elongation of member i for load case j, which is simply calcu-
lated after obtaining the nodal displacements.
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Let A = {A1, · · · , Anm
} denote the vector of cross-sectional areas. This

research aims to obtain the optimal topology of a truss that minimizes the to-
tal structural volume Vs(A) under stress constraints. However, some solutions
to this problem are trivial; for example, if all the members connecting to sup-
porting nodes are eliminated, the structure cannot resist external loads at all
while the stress constraints for existing members are satisfied. For this rea-
son, displacement constraints are further added to avoid apparently infeasible
trusses that deform excessively. By assigning the upper-bound stress σ̄ and the
upper-bound displacement ū, the optimization problem is formulated as follows:

minimize Vs(A) (4.3a)

subject to max
i∈Ωm, j∈{1,··· ,nL}

(
|σi,j(A)|

σ̄

)
≤ 1 (4.3b)

max
i∈Ωd, j∈{1,··· ,nL}

(
|ui,j(A)|

ū

)
≤ 1 (4.3c)

Ai ∈ {Ā× 10−6, Ā} (i = 1, · · · , nm) (4.3d)

where Ωm and Ωd are the sets of indices of existing members and DOFs of ex-
isting nodes including loaded nodes and ui,j is the i-th displacement component
for load case j. Hereafter, the ratio |σi,j |/σ̄ is called stress safety ratio, which
indicates a safe state if it is small. The cross-sectional areas are chosen from Ā
for existing members and a small value Ā × 10−6 instead of 0 for non-existing
members to prevent singularity of the stiffness matrix K in Eq. (4.1).

4.2 Conversion to a reinforcement learning task

The optimization problem Eq. (4.3) is converted to a RL task in this sec-
tion. First, a state is represented by a set of numerical data at nodes v =
{v1, . . . ,vnn} and that at members w = {w1, . . . ,wnm}, as described in Ta-
bles 4.1 and 4.2 based on the loading and support conditions, the geometry of
the truss, and the stress safety ratios. In Table 4.1, the load intensity is defined
as the magnitude of the external load applied at the node, which is decomposed
into x and y directions; the magnitude in z direction is omitted because only
planar trusses are focused in this example. In Table 4.2, the orientation of mem-
bers is expressed by trigonometric quantities instead of the angle itself so as to
avoid discontinuity when the angles are 0 and 2π.

In this case study, the action is defined as eliminating a member from exist-
ing ones. By repeating the actions, a sparse topology is obtained from a densely
connected initial GS. Note again that the members regarded as removed vir-
tually have a very small cross-sectional area as seen in Eq. (4.3d) to avoid
instability in computing nodal displacements. Any state-action pair determin-
istically leads to a unique next state without random transitions to the other
states. The reward is evaluated after each removal of a member. When the
truss violates the stress or displacement constraints, a reward of −1 is provided
and the removal process is terminated. Otherwise, the reward computed by the
following equation is provided:
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Table 4.1: Detail of node input vk

index input
1 1 if pin-supported, 0 otherwise
2 load intensity [kN] at the node in x direction (load case 1)
3 load intensity [kN] at the node in y direction (load case 1)
...

...
2nL load intensity [kN] at the node in x direction (load case nL)
2nL + 1 load intensity [kN] at the node in y direction (load case nL)

Table 4.2: Detail of member input wi

index description
1 the cosine of the angle formed by the member with respect to

the positive x-direction
2 the sine of the angle formed by the member with respect to

the positive x-direction
3 member length [m]
4 1 if remained, 0 if removed
5 stress safety ratio (load case 1)
...

...
nL + 4 stress safety ratio (load case nL)

r = Le

(
1− max

i∈Ωm, j∈{1,··· ,nL}

|σi,j |
σ̄

)
(4.4)

where Le is the length of the eliminated member. Equation (4.4) is derived
considering the total structural volume to be minimized and the stress safety
ratio to be constrained; accordingly, the reward is large when the eliminated
member is long and the maximum stress safety ratio of the resulting topology
is small.

4.3 Training setting

The detail of the training implementation is explained in this section. The agent
is trained using a 72-member truss as shown in Fig. 4.1. The truss has 4 × 4
grids, and each grid is a 1m square. The bracing members are not connected
at the intersection. The upper-bound stress σ̄ is 200 N/mm2 for both tension
and compression. The elastic modulus E is 200 kN/mm2 and the initial cross-
section Ai is 1000mm2. At the beginning of each episode, two pin-supports are
randomly chosen; one from nodes 1 and 2, and the other from nodes 4 and 5.
The number of load cases nL is 2. A horizontal or vertical load with a fixed
magnitude of 1.0 kN is applied at a node randomly chosen from right tip nodes
for each loading condition.

Note that the loading conditions may be identical, loaded nodes may be
the same but the load directions are different, or the load directions may be
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the same but loaded nodes are different between the two load cases. Thus, the
training concerns a total of 2 × 2 × 20 × 20 = 1600 combinations of support
and loading conditions, and these combinations are almost equally simulated as
long as the number of training episodes is sufficient. The topology that does
not satisfy stress or/and displacement constraints is regarded as the terminal
state. The episode ends when the terminal state is reached, and then a new
episode starts with all the members of the initial GS reset as existing and the
support/load conditions re-randomized. The number of training episodes nep
is set to be 5000. In this example, the training is implemented with different
learning rates α, discount rates γ and the sizes of the member feature nf in
order to investigate the effect of these values on the training results.

1 m 1 m 1 m 1 m

1 m

1 m

1 m

1 m

X

Y

[2] [7] [12] [17]
[22]

[3] [8] [13] [18]
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[4] [9] [14] [19]
[24]

[5] [10] [15] [20]
[25]

[1] [6] [11] [16]
[21]

Figure 4.1: 4× 4-grid truss used for training (Vs = 0.0853 [m3])

During the test, nodes 1 and 5 are pin-supported, and loads are applied at
node 23 in positive x and negative y directions separately as different loading
conditions, which is denoted as loading condition L1.

4.4 Training result

4.4.1 Training history and performance for 4×4-grid truss

Figure 4.2 plots the histories of the obtained cumulative rewards in the test
simulations recorded at every 10 episodes for the trainings with three different
learning rates: α = 1.0×10−5, α = 5.0×10−5 and α = 1.0×10−3 while fixing γ
as 0.99 and nf as 100. When α = 1.0× 10−5, the cumulative reward earned by
the agent have steadily increased as the number of training episodes increases,
but the rate of increase was slow. In contrast, the history of obtained cumulative
reward fluctuates when α = 1.0× 10−3. In this example, α = 5.0× 10−5 is the
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best setting because the performance improvement is stable and fast. The score
improved significantly in the first 1000 episodes and has remained stable mostly
above 35.0 since then. Therefore, α is fixed at 5.0× 10−5 in the following. For
α = 5.0× 10−5, it took about 8.6 hours for the training through 232810 linear
structural analyses with Intel(R) Core(TM) i7-8850H CPU @ 2.60GHz. The
maximum test score of 42.9 is obtained at the 1400th episode.
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Figure 4.2: Histories of the cumulative reward of each test measured every 10
episodes (γ = 0.99, nf = 100)

Next, the difference in training results was investigated by varying the size
of the extracted feature: nf = 3, nf = 10, nf = 100 and nf = 200, while fixing γ
as 0.99 and α as 5.0×10−5. The training histories are shown in Fig. 4.3. nf = 3
is clearly an appropriate setting for this problem; the cumulative reward earned
have peaked around 15. Although the training takes a relatively shorter time
for nf = 10, the learning is unstable because the cumulative reward obtained for
each test varied widely and it required more episodes to obtain the cumulative
reward comparable to the other results. The learning histories are very similar
between the two cases nf = 100 and nf = 200, but when the feature size is
nf = 200, the required training time is more than three times longer than when
the feature size is nf = 100. Note that the total size of trainable parameters in
Θ is 90 for nf = 3, 720 for nf = 10, 61200 for nf = 100 and 242000 for nf = 200.
From Fig. 4.3, nf = 100 is adopted as the best hyper-parameter in the following.

The removal sequence of the members when the maximum score is recorded
is illustrated in Fig. 4.4. Trivial members close to the pin-supports or placed
upper-right or bottom-right that do not bear stress are first removed, and im-
portant members along the load paths are removed afterward. This is evidence
that the agent is capable of detecting the load paths among the members, and
this capability is owing to the proposed GE method that is capable of extracting
member features considering the truss connectivity.

The final truss in the removal process of members presented in Fig. 4.4(b)
is the terminal state, where the nodal displacements are excessive due to the
unstable connectivity. Therefore, the topology just before the terminal state sur-
rounded by a red square in Fig. 4.4(b) shall be a sub-optimal topology, which
is a truss with 12 members and Vs = 0.0145. Since the removal of any remain-
ing member will cause a violation of the displacement constraints, there is no
unnecessary member in the sub-optimal topology. It forms a very simple truss
composed of six pairs of members connecting linearly. Note that the connection
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Figure 4.3: Histories of the cumulative reward of each test measured every 10
episodes (γ = 0.99, α = 5.0× 10−5)

between the members in each pair is an unstable node, and must be fixed to
generate a single long member.

In utilizing the trained agent, nload! different removal sequences can be ob-
tained for a different order of the same set of load cases in node input data vk;
for example, exchanging the values at indices 2 and 4 and those at indices 3 and
5 in vk maintains the original loading condition but may lead to different ac-
tions to be taken during the member removal process because the trained agent
estimates different action values due to the exchange. As shown in Fig. 4.5, a
different removal sequence of the members is observed with the reverse order of
the load cases.

We further investigated the performance of RL agents trained with another
discount rate: γ = 0.9. After training with the same settings except for the
discount rate, the RL agent showed other removal sequence of members as
shown in Figs. 4.6 and 4.7. From these results, the RL agent trained with
γ = 0.9 acquired a short-sighted policy compared with the agent trained with
γ = 0.99, because the agent apparently first removes the diagonal members and
then removes the horizontal and vertical members. In this case, where rewards
are given according to the length of the member, removing the diagonal member
in the initial steps will certainly give a lot of rewards first, but the cumulative
reward will not necessarily increase.
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load case 1

load case 2

(a)

(b)

Figure 4.4: Best scored removal process of members for loading condition L1 of
4× 4-grid truss (γ = 0.99). (a) Initial GS. (b) Removal sequence of members.
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load case 2

load case 1

(a)

(b)

Figure 4.5: Loading condition L1 of 4× 4-grid truss (reversed the order of load
cases, γ = 0.99). (a) Initial GS. (b) Removal sequence of members.
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load case 1

load case 2

(a)

(b)

Figure 4.6: Loading condition L1 of 4 × 4-grid truss (γ = 0.9). (a) Initial GS.
(b) Removal sequence of members.
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load case 2

load case 1

(a)

(b)

Figure 4.7: Loading condition L1 of 4× 4-grid truss (reversed the order of load
cases, γ = 0.9). (a) Initial GS. (b) Removal sequence of members.
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To investigate the performance of the RL agents in another loading condition,
the structure with the loads as shown in Fig. 4.8(a), denoted as loading condition
L2, is also optimized using the same RL agents trained with γ = 0.99 and
γ = 0.9. Nodes 1 and 5 are pin-supported and nodes 22 and 24 are subjected
to an 1 kN load in the positive x direction separately as two load cases. The
removal sequences of members are illustrated in Figs. 4.8 - 4.11. Similarly to
loading condition L1 in Fig. 4.4, the sub-optimal topology is a well-converged
solution that does not contain unnecessary members. From these results, the
agent is confirmed to behave well for a different loading condition.

Furthermore, the robustness of the proposed method is also investigated by
implementing 2000-episode training with γ = 0.99 using different random seeds
20 times. The statistical data with respect to the maximum test scores for each
training are as follows; the maximum is 43.41, the median is 43.19, the minimum
is 42.77, the average is 43.19, the standard deviation is 0.15, and the coefficient
of variation is only 3.55 × 10−3. Moreover, all the trained RL agents with the
best parameters led to 12-member sub-optimal solutions similar to Figs. 4.4 -
4.7 for loading condition L1. These results imply that the proposed method is
robust against the randomness of boundary conditions and actions during the
training.
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load case 2

load case 1

(a)

(b)

Figure 4.8: Loading condition L2 of 4× 4-grid truss (γ = 0.99). (a) Initial GS.
(b) Removal sequence of members.
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load case 1

load case 2

(a)

(b)

Figure 4.9: Loading condition L2 of 4× 4-grid truss (reversed the order of load
cases, γ = 0.99). (a) Initial GS. (b) Removal sequence of members.
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load case 2

load case 1

(a)

(b)

Figure 4.10: Loading condition L2 of 4× 4-grid truss (γ = 0.9). (a) Initial GS.
(b) Removal sequence of members.
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load case 1

load case 2

(a)

(b)

Figure 4.11: Loading condition L2 of 4×4-grid truss (reversed the order of load
cases, γ = 0.9). (a) Initial GS. (b) Removal sequence of members.
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4.4.2 Investigation of generalization performance 1: 3×2-
grid truss

The trained agent with the proposed method is reusable to other trusses with
different numbers of nodes and members. In this subsection, the agents trained
in Sec. 4.4.1 with γ = 0.99 and γ = 0.9 are reused for a smaller 3×2-grid
truss without re-training in order to verify the generalization performance of the
agents towards a smaller truss. Fig. 4.12 shows the initial GS. As in Example
1, each grid is a square with a side length of 1 m. The topology is optimized for
two boundary conditions.

In the first boundary condition B1, as shown in Fig. 4.13(a), left tip nodes
1 and 3 are pin-supported and bottom-right nodes 7 and 10 are subjected to a
downward unit load of 1 kN separately as different loading cases. As shown in
Fig. 4.13(b), the RL agent trained with γ = 0.99 utilizes a reasonable policy to
eliminate apparently non-load-bearing members in order. From this result, it is
confirmed that the agent is capable of eliminating unnecessary members prop-
erly for a smaller-scale truss. The topology just before the terminal state is a
sub-optimal truss with Vs = 0.0121[m3] that efficiently transmits the downward
loads to the pin-supports. In Fig. 4.14, another removal sequence of members
is observed by exchanging the order of load cases. The sub-optimal truss with
Vs = 0.0175[m3] contains successive V-shaped braces but node 10 is unstable
against a horizontal load.

Similarly, the removal sequences of members by the RL agent trained with
γ = 0.9 are shown in Figs. 4.15 and 4.16. The sub-optimal topology in Fig. 4.15
is the same as Fig. 4.13; on the other hand, the sub-optimal topology in Fig. 4.16
is inferior to the other solutions in the total structural volume. In particular,
the 14th member connecting nodes 2 and 3 hangs from the supported node
2 without being connected to other nodes during steps 9-14. According to
Table 4.7, the action value to remove the redundant 14th member at the 10th
step (Q = 1.1) is almost equal to the action value to remove the critical 21st
member connecting nodes 5 and 7. This implies that the agent mistakenly
understands the importance of the members in this case. In order to quickly
remove locally unstable members, one can penalize them in the reward setting
to estimate the action value more correctly.

In the second boundary condition B2, the bottom center nodes 4 and 7
are pin-supported and the upper tip nodes 3 and 12 are subjected to outward
unit loads along x axis as shown in Fig. 4.17(a). Similarly to the boundary
condition B1, the agent eliminates members that do not bear forces as shown
in Figs. 4.17 - 4.20. In each result, a tower-like symmetric topology is created
with extending members from upper tips to loaded nodes around the 18th step.

Table 4.3: Connectivity of member i (i = 1, · · · , 29) of 3× 2-grid truss

.

PPPPPnode
i

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

start 1 4 7 2 5 8 3 6 9 1 4 7 10 2 5

end 4 7 10 5 8 11 6 9 12 2 5 8 11 3 6

PPPPPnode
i

16 17 18 19 20 21 22 23 24 25 26 27 28 29

start 8 11 1 2 4 5 7 8 2 3 5 6 8 9

end 9 12 5 4 8 7 11 10 6 5 9 8 12 11
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After the 18th step, the topology became asymmetric in Figs. 4.17 and 4.20
despite the symmetry of the problem definition; however, asymmetric solutions
should be accepted because Guo et al. [135] explained that solving a quasi-
convex symmetric optimization problem may yield a highly asymmetric solution.

The action values estimated by the RL agents are described in Tables 4.4
- 4.11. It is possible to quantitatively understand which member the agent
considers important through the action values; If the action value is small, the
agent considers the member corresponding to the action value to be a more
necessary member. In particular, if the action value is negative, the member
is considered indispensable. As a whole, the action values of removing the
remaining members decrease as the number of steps increases. In addition, the
members that have not been removed in the sub-optimal topology have smaller
action values compared with the members that have been removed. From these
results, it was confirmed that the agents were able to estimate the action value
based on not only the local information about the member to be removed but
also the connection relationship of the entire structure. The agent trained with
a learning rate of 0.99 tends to estimate action values larger than the agent
trained with a learning rate of 0.9. This is because the former includes the
rewards expected to be obtained in further steps in the action value.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

1 m 1 m 1 m

1 m

1 m

X

Y

Figure 4.12: 3× 2-grid truss (Vs = 0.0340 [m3])
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load
case 1

load
case 2

(a)

(b)

Figure 4.13: Boundary condition B1 of 3 × 2-grid truss (γ = 0.99). (a) Initial
GS. (b) Removal sequence of members.

Table 4.4: Action values Q(s, i) (i = 1, · · · , 29) at each step of Fig. 4.13(b)

.

@
@t
i

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

0 -2.5 3.8 4.6 5.0 4.8 5.0 0.0 3.9 5.1 4.9 4.7 4.5 4.4 5.1 4.7 4.7 5.0 3.9 5.3 4.8 4.9 5.0 4.9 5.1 4.0 5.0 4.8 5.0 5.2
1 -2.5 3.2 4.3 4.7 4.5 4.7 -0.1 3.7 4.8 4.7 4.3 4.2 4.1 4.8 4.3 4.5 4.7 2.9 — 4.4 4.5 4.7 4.6 4.8 3.6 4.6 4.6 4.8 5.0
2 -2.8 2.5 3.9 4.3 4.1 4.1 -0.3 3.6 4.0 4.3 4.0 3.8 3.7 4.4 4.0 4.0 4.0 2.8 — 4.0 4.1 4.3 4.1 4.4 3.2 4.2 4.1 4.2 —
3 -2.7 2.4 3.7 4.0 3.8 3.9 -0.2 3.0 3.8 4.1 3.7 3.5 3.4 4.1 3.5 3.7 3.8 2.3 — 3.8 3.9 4.0 3.9 — 2.2 3.9 3.8 3.9 —
4 -2.8 2.3 3.5 3.8 3.7 3.8 -0.4 2.9 3.7 4.0 3.6 3.4 3.3 — 3.4 3.6 3.7 2.2 — 3.6 3.8 3.9 3.7 — 2.0 3.7 3.7 3.8 —
5 -2.9 2.1 3.4 3.6 3.5 3.6 -0.5 2.7 3.5 — 3.5 3.2 3.1 — 3.2 3.4 3.5 2.1 — 3.4 3.7 3.7 3.6 — 1.8 3.6 3.5 3.6 —
6 -3.0 1.9 2.5 3.3 3.2 3.3 -0.7 2.3 3.0 — 3.1 2.5 3.2 — 2.8 3.2 2.8 1.8 — 3.1 3.2 — 2.9 — 1.5 3.2 3.2 3.1 —
7 -3.2 1.6 2.1 2.9 2.8 — -1.0 2.0 2.6 — 2.8 2.1 2.8 — 2.5 2.9 2.3 1.6 — 2.6 2.8 — 2.5 — 1.2 2.9 2.8 2.6 —
8 -3.3 1.4 1.9 — 2.4 — -1.2 1.7 2.4 — 2.4 1.8 2.5 — 2.1 2.6 2.0 1.2 — 2.3 2.4 — 2.2 — 0.7 2.4 2.5 2.3 —
9 -3.6 1.1 1.6 — 2.0 — -0.9 1.9 1.9 — 2.1 1.4 2.1 — 1.5 — 1.4 1.1 — 1.6 2.1 — 1.8 — 0.1 2.5 1.4 1.6 —
10 -3.6 0.9 1.3 — 1.7 — -1.0 1.7 1.5 — 1.9 1.2 1.9 — 1.2 — 1.2 0.8 — 1.4 1.9 — 1.6 — -0.2 — 1.2 1.4 —
11 -3.7 -0.3 -0.5 — 1.3 — -0.5 1.7 1.9 — 1.4 1.2 — — 0.5 — 1.9 0.7 — 1.4 1.3 — -0.2 — -0.8 — -0.0 1.9 —
12 -3.8 -0.4 -0.6 — 1.2 — -0.6 1.6 — — 1.4 1.2 — — 0.4 — 1.7 0.6 — 1.3 1.2 — -0.3 — -0.9 — -0.1 1.8 —
13 -3.8 -0.5 -0.7 — 1.1 — -0.8 1.4 — — 1.2 1.1 — — 0.3 — 1.6 0.4 — 1.1 1.1 — -0.5 — -1.1 — -0.3 — —
14 -3.8 -0.6 -0.8 — 1.0 — -0.9 1.3 — — 1.1 1.0 — — 0.2 — — 0.4 — 1.1 1.0 — -0.6 — -1.1 — -0.4 — —
15 -3.9 -0.7 -0.9 — 0.9 — -0.9 — — — 1.0 0.9 — — 0.1 — — 0.3 — 1.0 0.9 — -0.7 — -1.3 — -0.5 — —
16 -3.4 -1.1 -0.9 — 0.6 — -1.2 — — — — 1.0 — — -0.1 — — -0.0 — 1.2 0.3 — -0.9 — -1.0 — -0.9 — —
17 -3.5 -1.2 -1.1 — 0.5 — -1.3 — — — — 0.9 — — -0.3 — — -0.1 — — 0.1 — -1.1 — -1.2 — -1.1 — —
18 -2.7 -1.5 -1.1 — 0.4 — -1.3 — — — — — — — -0.6 — — -0.3 — — -1.7 — -1.3 — -2.5 — -1.2 — —
19 -2.8 -1.6 -1.2 — — — -1.4 — — — — — — — -0.7 — — -0.4 — — -1.9 — -1.4 — -2.5 — -1.3 — —
20 -4.4 -2.1 -1.1 — — — -1.0 — — — — — — — -0.3 — — — — — -1.9 — -1.4 — -2.8 — -0.9 — —
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load
case 2

load
case 1

(a)

(b)

Figure 4.14: Boundary condition B1 of 3 × 2-grid truss (reversed the order of
load cases, γ = 0.99). (a) Initial GS. (b) Removal sequence of members.

Table 4.5: Action values Q(s, i) (i = 1, · · · , 29) at each step of Fig. 4.14(b)

@
@t
i

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

0 -0.4 4.0 4.7 5.0 5.1 5.1 0.5 4.1 5.1 5.0 4.7 4.3 4.0 5.0 4.6 4.7 5.0 4.0 5.3 4.8 5.0 4.9 5.2 5.1 4.1 5.0 4.9 5.1 5.2
1 -0.4 3.5 4.4 4.6 4.7 4.7 0.3 3.8 4.7 4.6 4.2 4.0 3.7 4.7 4.2 4.4 4.6 3.2 — 4.3 4.6 4.6 4.8 4.8 3.5 4.6 4.6 4.8 4.8
2 -0.6 3.1 4.0 4.1 4.0 4.1 -0.1 2.9 4.1 4.1 3.7 3.5 1.0 4.2 3.8 3.7 4.1 2.8 — 3.6 4.0 3.7 — 4.3 3.1 4.1 4.0 4.1 4.1
3 -0.5 3.0 3.8 3.9 3.8 3.9 0.0 2.4 3.9 4.0 3.5 3.3 0.8 4.0 3.5 3.5 3.9 2.3 — 3.5 3.9 3.5 — — 2.3 3.8 3.8 3.9 3.9
4 -0.6 2.9 3.7 3.7 3.6 3.7 -0.2 2.2 3.8 — 3.3 3.2 0.6 3.8 3.3 3.4 3.7 2.3 — 3.3 3.7 3.4 — — 2.1 3.6 3.6 3.8 3.8
5 -0.7 2.7 3.5 3.4 3.4 3.6 -0.4 2.0 3.6 — 3.2 3.0 0.5 — 3.2 3.2 3.6 2.2 — 3.1 3.5 3.2 — — 1.8 3.4 3.4 3.6 3.6
6 -1.0 2.3 3.2 3.1 3.1 3.1 -0.6 1.7 3.4 — 2.9 2.8 0.0 — 2.8 2.8 3.3 1.9 — 2.7 3.2 2.7 — — 1.5 3.0 3.1 — 2.3
7 -1.1 2.2 3.0 2.9 2.9 2.9 -0.8 1.4 — — 2.7 2.6 -0.2 — 2.6 2.6 3.1 1.7 — 2.6 3.0 2.5 — — 1.3 2.8 2.9 — 1.9
8 -1.2 2.0 2.9 2.8 2.8 2.7 -0.9 1.2 — — 2.6 2.5 -0.7 — 2.5 2.5 — 1.6 — 2.4 2.9 2.3 — — 1.2 2.6 2.8 — 1.5
9 -0.6 1.4 2.0 2.2 2.1 2.1 -1.7 0.7 — — 1.4 0.7 -1.4 — 1.6 1.9 — 0.6 — 1.3 — 1.4 — — 0.8 1.8 1.8 — 1.1
10 -0.7 1.2 1.7 — 1.9 1.9 -1.9 0.4 — — 1.2 0.4 -1.6 — 1.3 1.7 — 0.2 — 1.0 — 1.2 — — 0.5 1.5 1.5 — 0.9
11 -0.6 0.9 1.4 — — 1.5 -2.3 0.1 — — 0.9 0.1 -2.0 — 1.0 1.3 — -0.3 — 0.7 — 0.9 — — 0.3 1.3 0.8 — 0.3
12 -0.8 0.7 1.1 — — — -2.5 -0.1 — — 0.7 -0.3 -2.3 — 0.7 1.0 — -0.5 — 0.5 — 0.7 — — 0.1 1.1 0.4 — -0.2
13 -0.9 0.4 — — — — -2.7 -0.3 — — 0.5 -0.6 -2.6 — 0.6 0.9 — -0.6 — 0.4 — 0.4 — — -0.1 0.9 0.2 — -0.4
14 -1.5 0.1 — — — — -2.2 0.4 — — 0.0 -0.8 -2.7 — 0.2 0.5 — -0.4 — -0.1 — 0.3 — — -0.9 — -0.6 — -0.6
15 -1.5 -0.0 — — — — -2.7 0.2 — — 0.1 -1.0 -2.8 — 0.0 — — -0.6 — -0.1 — 0.0 — — -0.8 — -0.9 — -0.1
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load
case 1

load
case 2

(a)

(b)

Figure 4.15: Boundary condition B1 of 3 × 2-grid truss (γ = 0.9). (a) Initial
GS. (b) Removal sequence of members.

Table 4.6: Action values Q(s, i) (i = 1, · · · , 29) at each step of Fig. 4.15(b)

.

@
@t
i

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

0 -0.6 1.2 1.9 1.9 1.9 2.1 -3.8 1.6 2.0 2.0 1.9 1.8 0.6 1.8 1.8 2.1 2.1 1.7 2.1 2.0 1.9 2.0 2.0 2.0 1.5 2.0 2.0 2.3 2.2
1 -0.5 0.8 1.8 1.8 1.8 1.9 -3.9 1.5 2.0 1.9 1.8 1.8 0.6 1.7 1.7 2.0 2.1 1.6 2.0 1.9 1.8 1.9 1.9 2.0 1.4 1.9 1.9 — 1.9
2 -0.6 0.7 1.8 1.8 1.7 1.9 -4.0 1.4 2.0 1.9 1.8 1.7 -0.2 1.7 1.6 2.0 — 1.6 2.0 1.9 1.8 1.9 1.8 1.9 1.4 1.9 1.8 — 1.8
3 -0.3 0.6 1.9 1.9 1.8 2.0 -3.7 1.5 2.0 1.9 1.8 1.8 -0.1 1.8 1.7 2.0 — 1.5 — 1.9 1.8 2.0 1.9 2.0 1.5 2.0 1.9 — 1.9
4 -0.3 0.5 1.8 1.8 1.8 2.0 -3.8 1.4 — 1.9 1.8 1.8 -0.3 1.8 1.7 2.0 — 1.5 — 1.9 1.8 1.9 1.8 2.0 1.4 1.9 1.9 — 1.9
5 -0.2 0.6 1.8 1.8 1.7 1.9 -3.5 1.4 — 1.9 1.7 1.7 -0.5 1.8 1.5 1.9 — 1.4 — 1.9 1.8 1.9 1.8 — 1.4 1.8 1.9 — 1.8
6 -0.2 0.3 1.6 1.6 1.6 1.7 -3.8 0.6 — 1.7 1.6 1.6 -1.0 1.6 1.4 — — 1.3 — 1.7 1.6 1.7 1.6 — 1.2 1.7 1.7 — 1.8
7 -0.0 -0.5 0.8 1.2 1.2 1.2 -2.0 1.3 — 1.2 1.1 0.9 0.1 1.2 0.7 — — 1.0 — 1.3 1.2 1.0 0.5 — 0.4 1.3 0.6 — —
8 0.0 -0.6 0.6 1.1 1.2 1.1 -1.8 1.2 — 1.2 1.0 0.9 -0.0 1.1 0.7 — — 0.9 — 1.2 1.1 0.9 0.4 — 0.4 — 0.5 — —
9 -0.0 -0.7 0.5 1.1 1.1 1.1 -2.0 — — 1.1 1.0 0.8 -0.1 1.1 0.7 — — 0.8 — 1.1 1.1 0.8 0.3 — 0.3 — 0.2 — —
10 0.0 -0.8 0.3 1.1 0.9 1.0 -1.9 — — 1.1 1.0 0.8 -0.5 1.0 0.6 — — 0.7 — — 0.8 0.5 -0.7 — 0.4 — -0.3 — —
11 -0.1 -0.9 0.2 1.0 0.9 1.0 -1.9 — — — 1.0 0.8 -0.6 1.0 0.6 — — 0.7 — — 0.8 0.5 -0.8 — 0.4 — -0.4 — —
12 -0.2 -1.0 0.1 — 0.8 0.9 -1.9 — — — 0.8 0.7 -0.7 0.9 0.4 — — 0.6 — — 0.6 0.3 -1.2 — 0.1 — -0.6 — —
13 -0.1 -1.1 -0.1 — 0.7 0.7 -1.7 — — — 0.7 0.6 -0.8 — 0.4 — — 0.5 — — 0.5 0.2 -1.4 — 0.0 — -0.6 — —
14 -0.3 -0.8 -2.1 — 0.4 — -1.6 — — — 0.5 0.4 0.5 — 0.1 — — 0.3 — — 0.3 0.5 -2.9 — -0.1 — -0.2 — —
15 -0.4 -0.6 -2.1 — 0.3 — -1.6 — — — 0.4 0.3 0.3 — 0.0 — — 0.2 — — 0.2 — -2.2 — -0.2 — -0.3 — —
16 -0.5 -0.7 -2.1 — 0.1 — -1.6 — — — — 0.1 0.2 — -0.1 — — 0.0 — — 0.0 — -1.9 — -0.4 — -0.4 — —
17 -0.5 -0.7 -1.9 — 0.0 — -1.6 — — — — 0.1 — — -0.2 — — -0.0 — — -0.0 — -1.4 — -0.4 — -0.4 — —
18 -0.7 -0.8 -1.7 — -0.3 — -1.9 — — — — — — — -0.5 — — -0.3 — — -0.9 — -0.9 — -0.9 — -0.6 — —
19 -0.7 -0.8 -1.5 — — — -1.6 — — — — — — — -0.6 — — -0.4 — — -0.9 — -0.9 — -0.9 — -0.7 — —
20 -0.9 -0.8 -1.4 — — — -1.7 — — — — — — — -0.5 — — — — — -0.9 — -1.0 — -1.0 — -0.7 — —
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Figure 4.16: Boundary condition B1 of 3 × 2-grid truss (reversed the order of
load cases, γ = 0.9). (a) Initial GS. (b) Removal sequence of members.

Table 4.7: Action values Q(s, i) (i = 1, · · · , 29) at each step of Fig. 4.16(b)

.

@
@t
i

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

0 -0.9 1.8 1.9 2.1 2.0 2.2 -3.2 1.7 2.2 2.1 2.1 1.9 1.8 1.9 1.8 2.2 2.2 1.8 2.3 2.1 2.0 2.1 2.2 2.1 1.7 2.1 2.1 2.4 2.3
1 -0.9 1.8 1.9 2.1 2.0 2.1 -3.2 1.7 2.2 2.1 2.1 1.8 1.9 1.9 1.8 2.2 2.2 1.8 2.3 2.1 2.0 2.0 2.1 2.1 1.7 2.1 2.1 — 2.2
2 -0.5 1.7 2.0 2.1 2.1 2.2 -2.9 1.8 2.3 2.2 2.1 1.9 1.9 2.0 1.8 2.2 2.3 1.7 — 2.2 2.1 2.1 2.2 2.2 1.7 2.2 2.1 — 2.3
3 -0.5 1.0 1.4 1.7 1.6 1.6 -3.1 1.6 1.9 1.8 1.7 1.3 1.6 1.6 1.4 1.6 1.8 1.4 — 1.7 1.7 1.6 1.4 1.8 1.2 1.7 1.4 — —
4 -0.6 1.0 1.4 1.7 1.5 1.6 -3.2 1.5 — 1.7 1.7 1.3 1.6 1.6 1.3 1.5 1.7 1.3 — 1.7 1.6 1.6 1.4 1.7 1.2 1.7 1.4 — —
5 -0.7 0.8 1.3 1.6 1.4 1.5 -3.3 1.4 — 1.6 1.6 1.2 1.5 1.5 1.3 1.4 — 1.3 — 1.7 1.6 1.5 1.3 1.7 1.1 1.6 1.3 — —
6 -0.6 0.7 1.2 1.4 1.3 1.4 -2.3 1.2 — 1.5 1.4 1.0 1.3 1.3 1.0 1.2 — 1.0 — 1.5 1.4 1.3 1.1 — 0.8 1.4 1.1 — —
7 -0.5 -0.1 1.1 1.4 1.3 1.3 -2.5 1.2 — 1.4 1.4 1.0 1.3 1.3 1.0 1.2 — 1.0 — — 1.3 1.3 1.0 — 0.8 1.3 1.1 — —
8 -0.5 -0.2 1.1 1.3 1.2 1.3 -2.5 1.2 — — 1.3 1.0 1.2 1.3 1.0 1.1 — 0.9 — — 1.2 1.3 0.9 — 0.8 1.3 1.0 — —
9 -0.4 -0.5 1.0 — 1.1 1.2 -2.7 1.0 — — 1.2 0.9 1.1 1.2 0.9 1.0 — 0.9 — — 1.2 1.2 0.8 — 0.6 1.2 0.9 — —
10 -0.5 -1.1 0.9 — 1.0 1.1 -2.8 0.9 — — — 0.8 1.1 1.1 0.8 0.9 — 0.6 — — 1.1 1.1 0.6 — 0.5 1.1 0.8 — —
11 -0.9 -1.1 0.0 — 0.3 0.4 -2.0 -0.1 — — — -0.1 0.4 0.3 0.0 0.1 — -0.6 — — — 0.3 0.2 — 0.1 0.1 0.0 — —
12 -0.9 -0.6 -1.8 — 0.1 0.3 -2.1 -0.2 — — — -0.3 — 0.2 -0.1 -0.0 — -0.8 — — — 0.3 -1.1 — -0.1 -0.0 -0.1 — —
13 -0.9 -0.7 -1.6 — -0.0 0.1 -2.2 -0.3 — — — -0.5 — 0.1 -0.2 -0.2 — -0.9 — — — — -0.9 — -0.2 -0.2 -0.2 — —
14 -1.0 -0.7 -1.5 — -0.1 — -2.1 -0.4 — — — -0.6 — 0.0 -0.3 -0.2 — -1.0 — — — — -1.0 — -0.3 -0.2 -0.3 — —
15 -1.0 -0.8 -1.5 — -0.2 — -1.9 -0.4 — — — -0.6 — — -0.4 -0.3 — -1.1 — — — — -1.1 — -0.4 -0.3 -0.3 — —
16 -1.2 -1.1 -1.3 — — — -1.5 -1.3 — — — -1.0 — — -1.3 -1.3 — -1.6 — — — — -1.4 — -0.9 -1.2 -1.2 — —
17 -1.6 -0.8 -1.4 — — — -1.3 -0.9 — — — -0.8 — — -0.7 -1.0 — -1.1 — — — — -1.3 — — -1.0 -0.6 — —
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Figure 4.17: Boundary condition B2 of 3 × 2-grid truss (γ = 0.99). (a) Initial
GS. (b) Removal sequence of members.

Table 4.8: Action values Q(s, i) (i = 1, · · · , 29) at each step of Fig. 4.17(b)

.

@
@t
i

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

0 2.6 2.4 2.6 2.8 3.0 2.7 0.2 2.7 1.3 2.8 0.7 -0.2 2.9 2.7 2.5 2.6 2.8 2.9 2.5 1.0 0.6 2.5 3.2 3.0 3.0 2.5 2.8 2.7 3.2
1 2.5 2.3 2.5 2.6 2.9 2.5 0.1 2.5 1.2 2.6 0.6 -0.3 2.7 2.6 2.4 2.4 2.6 2.8 2.4 0.9 0.6 2.3 3.1 2.9 2.9 2.4 2.7 2.5 —
2 2.4 2.2 2.4 2.5 2.7 2.4 -0.0 2.4 1.0 2.6 0.5 -0.7 2.6 2.5 2.3 2.2 2.5 2.7 2.3 0.8 0.5 2.3 — 2.8 2.8 2.3 2.5 2.4 —
3 2.2 2.0 2.2 2.4 2.5 2.2 0.1 2.1 1.0 2.3 0.4 -0.8 2.5 2.3 2.1 2.1 2.3 2.5 2.1 0.7 0.6 2.1 — — 2.5 2.2 2.3 2.2 —
4 2.0 1.8 2.0 2.1 2.3 2.1 -0.0 1.9 0.9 2.2 0.3 -0.9 2.3 2.1 1.8 1.9 2.1 — 1.9 0.5 0.3 1.9 — — 2.2 2.0 2.1 2.1 —
5 1.9 1.8 2.0 2.1 2.2 2.0 -0.1 1.9 0.8 2.1 0.2 -1.0 — 2.0 1.8 1.9 2.1 — 1.9 0.4 0.2 1.8 — — 2.2 2.0 2.1 2.0 —
6 1.6 1.4 1.7 1.7 — 1.6 -0.3 1.6 0.6 1.8 0.0 -1.3 — 1.8 1.4 1.6 1.8 — 1.6 0.2 -0.1 1.6 — — 1.8 1.6 1.7 1.7 —
7 1.3 1.2 1.4 1.4 — 1.4 0.1 1.0 -0.6 1.5 -0.4 -2.6 — 1.4 1.0 1.1 — — 1.4 0.4 -0.2 1.7 — — 1.5 1.3 0.7 1.5 —
8 1.2 1.0 1.3 1.3 — 1.3 0.1 0.9 -0.6 1.4 -0.5 -2.7 — 1.4 0.9 1.0 — — 1.3 0.3 -0.4 — — — 1.4 1.2 0.6 1.4 —
9 1.1 0.9 1.2 1.2 — 1.2 0.0 0.8 -0.6 — -0.5 -2.7 — 1.3 0.8 0.9 — — 1.1 0.3 -0.5 — — — 1.3 1.1 0.5 1.3 —
10 1.0 0.8 1.1 1.1 — 1.0 -0.1 0.7 -0.7 — -0.6 -2.7 — 1.2 0.7 0.8 — — 1.0 0.1 -0.6 — — — 1.2 1.0 0.4 — —
11 0.8 0.5 0.8 1.0 — 0.8 -1.9 0.6 -0.5 — -1.1 -3.6 — 1.1 0.5 0.3 — — 1.1 -0.1 -0.1 — — — — 0.4 0.1 — —
12 0.6 0.4 0.7 0.9 — 0.7 -1.9 0.5 -0.6 — -1.1 -3.7 — 1.0 0.4 0.2 — — — -0.2 -0.2 — — — — 0.3 0.0 — —
13 0.5 0.3 0.7 0.7 — 0.7 -1.9 0.3 -0.6 — -1.2 -3.7 — — 0.3 0.2 — — — -0.3 -0.3 — — — — 0.2 -0.1 — —
14 0.4 0.1 0.5 — — 0.6 -2.0 0.2 -0.7 — -1.2 -3.9 — — 0.2 0.1 — — — -0.4 -0.4 — — — — 0.1 -0.2 — —
15 0.2 -0.0 0.4 — — — -2.1 0.0 -0.8 — -1.3 -3.9 — — 0.1 -0.1 — — — -0.5 -0.5 — — — — 0.0 -0.3 — —
16 0.2 -0.1 — — — — -2.2 -0.0 -0.9 — -1.3 -3.9 — — -0.0 -0.1 — — — -0.6 -0.6 — — — — -0.1 -0.3 — —
17 — -0.1 — — — — -2.2 -0.1 -0.9 — -1.3 -4.0 — — -0.1 -0.2 — — — -0.6 -0.7 — — — — -0.1 -0.4 — —
18 — -0.4 — — — — -1.6 — -1.1 — -1.2 -2.9 — — -0.9 -0.9 — — — -1.4 -1.6 — — — — -0.8 -1.4 — —
19 — — — — — — -1.6 — -1.1 — -1.2 -2.8 — — -0.9 -1.0 — — — -1.4 -1.6 — — — — -0.9 -1.4 — —
20 — — — — — — -2.5 — -1.1 — -0.9 -5.3 — — -0.9 -0.1 — — — -1.4 -0.3 — — — — — -1.7 — —
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Figure 4.18: Boundary condition B2 of 3 × 2-grid truss (reversed the order of
load cases, γ = 0.99). (a) Initial GS. (b) Removal sequence of members.

Table 4.9: Action values Q(s, i) (i = 1, · · · , 29) at each step of Fig. 4.18(b)

.

@
@t
i

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

0 2.7 2.6 2.8 2.7 3.1 2.8 0.8 2.7 0.4 2.9 -0.1 0.7 2.9 2.6 2.6 2.6 2.8 3.0 2.6 0.5 1.2 2.5 3.3 3.1 2.9 2.6 2.9 3.0 3.2
1 2.5 2.4 2.6 2.6 2.9 2.6 0.6 2.5 0.2 2.7 -0.2 0.5 2.8 2.5 2.5 2.4 2.6 2.8 2.5 0.2 1.1 2.3 — 3.0 2.7 2.4 2.7 2.8 3.1
2 2.4 2.3 2.4 2.4 2.7 2.6 0.5 2.2 0.2 2.6 -0.4 0.4 2.6 2.3 2.3 2.2 2.4 2.7 2.3 0.2 0.9 2.2 — 2.8 2.6 2.3 2.6 2.6 —
3 2.2 2.1 2.2 2.2 2.5 2.3 0.4 2.0 0.1 2.3 -0.6 0.3 2.4 2.0 2.0 2.0 2.2 2.5 2.0 0.2 0.8 2.0 — — 2.3 2.0 2.3 2.4 —
4 1.8 1.7 1.8 1.8 — 1.8 0.1 1.5 -0.3 2.0 -1.0 -0.1 1.9 1.7 1.5 1.4 1.8 2.1 1.7 -0.2 0.4 1.6 — — 1.8 1.5 1.8 1.9 —
5 1.6 1.5 1.6 1.6 — 1.6 -0.1 1.2 -0.4 1.8 -1.3 -0.2 1.8 1.5 1.2 1.2 1.6 — 1.5 -0.5 0.1 1.4 — — 1.5 1.3 1.6 1.7 —
6 1.6 1.4 1.6 1.5 — 1.5 -0.2 1.2 -0.5 — -1.3 -0.3 1.7 1.5 1.2 1.2 1.5 — 1.4 -0.5 0.1 1.4 — — 1.4 1.2 1.6 1.6 —
7 1.5 1.3 1.5 1.4 — 1.4 -0.2 1.1 -0.5 — -1.4 -0.3 — 1.4 1.1 1.1 1.5 — 1.4 -0.6 0.0 1.3 — — 1.4 1.2 1.5 1.5 —
8 1.2 1.0 1.2 1.1 — 1.2 -0.1 0.4 -2.1 — -2.3 -0.7 — 1.1 0.5 0.8 1.3 — 1.0 0.3 -0.1 1.2 — — 1.0 0.8 0.8 — —
9 1.2 0.9 1.1 1.0 — 1.1 -0.1 0.3 -2.0 — -2.4 -0.8 — 1.0 0.4 0.7 — — 0.9 0.2 -0.2 1.1 — — 0.9 0.7 0.8 — —
10 — 0.8 1.0 0.9 — 1.0 -0.2 0.2 -2.0 — -2.4 -0.9 — 0.9 0.4 0.7 — — 0.7 0.1 -0.3 1.0 — — 0.8 0.6 0.7 — —
11 — 0.6 0.9 0.9 — 0.9 -0.3 0.1 -2.1 — -2.4 -0.9 — 0.8 0.3 0.6 — — 0.6 0.0 -0.4 — — — 0.8 0.6 0.6 — —
12 — 0.5 0.7 0.8 — — -0.4 -0.0 -2.2 — -2.6 -1.0 — 0.7 0.2 0.5 — — 0.5 -0.1 -0.5 — — — 0.7 0.4 0.5 — —
13 — 0.2 0.4 — — — -1.1 0.0 -2.0 — -3.8 -1.3 — 0.7 0.0 0.2 — — 0.8 -0.3 -0.2 — — — 0.8 -0.3 0.3 — —
14 — 0.1 0.4 — — — -1.2 -0.1 -2.0 — -3.9 -1.3 — 0.6 -0.0 0.1 — — — -0.4 -0.2 — — — 0.7 -0.3 0.2 — —
15 — 0.0 0.3 — — — -1.3 -0.2 -2.1 — -3.9 -1.4 — 0.5 -0.1 -0.0 — — — -0.5 -0.3 — — — — -0.4 0.1 — —
16 — -0.0 0.2 — — — -1.3 -0.3 -2.2 — -3.9 -1.5 — — -0.2 -0.1 — — — -0.6 -0.4 — — — — -0.4 0.0 — —
17 — -0.1 — — — — -1.4 -0.4 -2.2 — -3.9 -1.4 — — -0.2 -0.1 — — — -0.7 -0.4 — — — — -0.4 -0.1 — —
18 — — — — — — -1.4 -0.4 -2.3 — -3.8 -1.4 — — -0.3 -0.2 — — — -0.7 -0.4 — — — — -0.5 -0.1 — —
19 — — — — — — -1.5 -1.1 -1.8 — -5.2 -1.0 — — -0.1 -1.0 — — — -0.1 -1.4 — — — — -1.8 — — —
20 — — — — — — -1.5 -1.2 -1.8 — -5.2 -1.1 — — -0.2 -1.0 — — — — -1.4 — — — — -1.9 — — —
21 — — — — — — -1.6 -1.3 -1.9 — -5.2 -1.1 — — — -1.1 — — — — -1.5 — — — — -1.9 — — —
22 — — — — — — -1.8 -1.2 -3.3 — -5.7 -0.9 — — — — — — — — -1.8 — — — — -1.1 — — —
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Figure 4.19: Boundary condition B2 of 3 × 2-grid truss (γ = 0.9). (a) Initial
GS. (b) Removal sequence of members.

Table 4.10: Action values Q(s, i) (i = 1, · · · , 29) at each step of Fig. 4.19(b)

.

@
@t
i

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

0 2.5 2.3 2.7 2.5 2.5 2.5 0.5 2.5 0.3 2.8 0.3 -0.5 2.9 2.7 2.6 2.6 2.3 2.8 2.6 -0.3 1.3 2.7 3.0 3.0 2.6 2.7 2.7 2.8 3.2
1 2.5 2.4 2.7 2.5 2.5 2.7 0.6 2.5 0.9 2.9 0.5 -0.4 2.9 2.7 2.6 2.6 2.1 2.9 2.6 0.0 1.4 2.8 3.0 3.1 2.6 2.7 2.7 2.7 —
2 2.5 2.4 2.7 2.6 2.5 2.6 1.0 2.5 1.0 2.8 0.4 -0.4 2.9 2.7 2.5 2.6 1.9 2.8 2.6 -0.0 1.5 2.8 3.0 — 2.6 2.6 2.7 2.7 —
3 2.4 2.2 2.6 2.4 2.4 2.5 0.8 2.4 0.7 2.7 0.2 -0.5 2.8 2.5 2.4 2.4 1.6 2.7 2.5 -0.5 1.3 2.6 — — 2.4 2.5 2.6 2.5 —
4 2.3 2.2 2.5 2.4 2.3 2.5 0.7 2.3 0.7 2.6 0.2 -0.6 — 2.5 2.3 2.4 1.4 2.7 2.4 -0.6 1.2 2.6 — — 2.4 2.4 2.5 2.5 —
5 2.2 2.0 2.4 2.2 2.1 2.3 0.6 2.1 0.6 2.4 0.1 -0.5 — 2.3 2.1 2.2 1.2 — 2.3 -0.9 1.2 2.4 — — 2.2 2.2 2.3 2.3 —
6 2.1 1.9 2.3 2.2 2.1 2.2 0.5 2.0 0.5 — 0.0 -0.5 — 2.2 2.0 2.1 1.2 — 2.2 -1.0 1.1 2.3 — — 2.1 2.1 2.3 2.2 —
7 1.7 1.6 1.9 1.7 1.7 2.0 0.4 0.8 -0.4 — 0.2 0.2 — 1.7 1.5 1.7 1.9 — 1.8 0.9 1.1 — — — 1.7 1.5 1.8 2.0 —
8 1.5 1.4 1.7 1.5 1.5 — 0.3 0.6 -0.5 — 0.1 0.1 — 1.5 1.3 1.5 1.7 — 1.6 0.5 0.9 — — — 1.6 1.3 1.6 1.8 —
9 1.3 1.1 1.4 1.3 1.2 — 0.3 0.4 -0.4 — 0.0 0.2 — 1.2 1.0 1.2 1.4 — 1.3 0.3 0.7 — — — 1.3 1.0 1.3 — —
10 1.2 1.1 — 1.2 1.1 — 0.3 0.4 -0.3 — 0.1 0.3 — 1.2 0.9 1.2 1.3 — 1.2 0.3 0.6 — — — 1.2 0.9 1.2 — —
11 1.1 1.0 — 1.1 1.0 — 0.3 0.3 0.2 — 0.0 0.3 — 1.1 0.8 1.0 — — 1.1 0.2 0.5 — — — 1.1 0.8 1.1 — —
12 0.4 0.3 — 0.4 0.2 — -0.0 0.1 -0.1 — -0.5 -0.4 — 0.5 -0.0 0.2 — — — -0.1 0.2 — — — 0.5 -0.0 0.1 — —
13 0.2 0.1 — 0.3 0.0 — -0.1 -0.1 -0.2 — -0.6 -0.5 — 0.3 -0.2 0.0 — — — -0.3 -0.0 — — — — -0.3 -0.1 — —
14 0.2 0.1 — 0.2 -0.0 — -0.2 -0.1 -0.3 — -0.6 -0.6 — — -0.3 -0.0 — — — -0.4 -0.1 — — — — -0.3 -0.2 — —
15 0.1 0.0 — — -0.0 — -0.1 -0.2 -0.3 — -0.6 -0.6 — — -0.3 -0.1 — — — -0.4 -0.1 — — — — -0.3 -0.2 — —
16 — -0.1 — — -0.1 — -0.2 -0.3 -0.4 — -0.7 -0.7 — — -0.4 -0.2 — — — -0.5 -0.2 — — — — -0.5 -0.4 — —
17 — — — — -0.2 — -0.3 -0.4 -0.4 — -0.9 -0.8 — — -0.5 -0.3 — — — -0.7 -0.3 — — — — -0.6 -0.5 — —
18 — — — — — — -0.2 -0.4 -0.4 — -0.8 -0.8 — — -0.6 -0.3 — — — -0.7 -0.3 — — — — -0.6 -0.4 — —
19 — — — — — — — -0.3 -0.3 — -0.7 -0.7 — — -0.6 -0.2 — — — -0.6 -0.4 — — — — -0.5 -0.3 — —
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Figure 4.20: Boundary condition B2 of 3 × 2-grid truss (reversed the order of
load cases, γ = 0.9). (a) Initial GS. (b) Removal sequence of members.

Table 4.11: Action values Q(s, i) (i = 1, · · · , 29) at each step of Fig. 4.20(b)

.

@
@t
i

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

0 2.7 2.3 2.5 2.6 2.5 2.5 -0.8 2.3 -0.7 3.0 0.3 0.4 2.9 2.2 2.6 2.7 2.4 3.0 2.8 1.1 0.3 2.7 2.9 3.2 2.8 2.6 2.7 2.5 3.2
1 2.7 2.3 2.5 2.6 2.5 2.5 -0.8 2.3 -0.6 3.0 0.2 0.5 2.9 1.5 2.6 2.7 2.4 3.0 2.7 1.1 0.5 2.7 2.9 — 2.7 2.6 2.7 2.5 3.2
2 2.7 2.3 2.5 2.6 2.5 2.5 -0.9 2.3 -0.5 2.9 0.2 0.6 2.9 1.4 2.5 2.6 1.8 2.9 2.7 1.4 0.6 2.6 2.9 — 2.7 2.6 2.6 2.4 —
3 2.6 2.2 2.4 2.5 2.4 2.5 -1.1 2.2 -0.6 — 0.1 0.6 2.8 1.4 2.4 2.5 1.8 2.9 2.6 1.2 0.4 2.6 2.8 — 2.6 2.5 2.5 2.4 —
4 2.5 2.1 2.3 2.4 2.3 2.3 -1.3 1.9 -0.7 — -0.2 0.4 2.7 1.1 2.3 2.4 1.6 — 2.5 1.0 -0.1 2.4 2.7 — 2.4 2.4 2.4 2.2 —
5 2.3 1.9 2.1 2.2 2.1 2.2 -1.4 1.6 -1.0 — -0.4 0.0 2.5 1.0 2.1 2.2 0.8 — 2.3 0.8 -0.4 2.3 — — 2.2 2.2 2.2 2.1 —
6 2.3 1.9 2.1 2.1 2.1 2.1 -1.5 1.5 -1.0 — -0.4 -0.0 — 0.9 2.1 2.1 0.3 — 2.3 0.7 -0.4 2.2 — — 2.2 2.1 2.2 2.0 —
7 1.7 1.5 1.5 1.8 1.5 1.5 -1.7 0.4 -0.6 — 0.1 -0.0 — 1.6 1.6 1.4 -0.7 — — 1.0 0.9 1.6 — — 1.8 1.6 1.4 1.4 —
8 1.5 1.2 1.3 1.5 1.3 1.2 -1.8 0.3 -0.8 — 0.2 -0.3 — 1.3 1.3 1.1 -1.0 — — 0.7 0.6 1.4 — — — 1.3 1.1 1.1 —
9 1.3 1.0 1.1 — 1.0 1.1 -1.8 0.1 -0.7 — 0.1 -0.4 — 1.1 1.1 0.9 -1.1 — — 0.5 0.4 1.2 — — — 1.1 0.9 0.9 —
10 — 0.9 1.0 — 0.9 1.0 -1.7 0.1 -0.7 — 0.2 -0.4 — 1.0 1.0 0.8 -1.2 — — 0.5 0.2 1.1 — — — 1.0 0.8 0.9 —
11 — -0.0 0.1 — -0.0 0.2 -1.5 -0.2 -0.8 — -0.7 -1.1 — 0.0 -0.0 -0.2 0.0 — — -0.0 -0.5 — — — — -0.1 -0.3 0.1 —
12 — -0.2 -0.1 — -0.1 — -1.5 -0.3 -0.8 — -0.8 -0.9 — -0.1 -0.2 -0.3 -0.2 — — -0.2 -0.6 — — — — -0.3 -0.4 -0.0 —
13 — -0.3 -0.2 — -0.3 — -1.4 -0.4 -0.8 — -0.9 -1.0 — -0.2 -0.3 -0.5 -0.3 — — -0.3 -0.7 — — — — -0.4 -0.7 — —
14 — -0.4 — — -0.4 — -1.4 -0.5 -0.9 — -1.0 -1.1 — -0.3 -0.4 -0.6 -0.4 — — -0.4 -0.9 — — — — -0.5 -0.8 — —
15 — -0.5 — — -0.5 — -1.3 -0.6 -0.9 — -1.1 -1.1 — — -0.5 -0.6 -0.5 — — -0.5 -1.0 — — — — -0.6 -0.9 — —
16 — -0.3 — — — — -1.1 -0.5 -0.7 — -0.9 -0.9 — — -0.4 -0.5 -0.3 — — -0.4 -0.9 — — — — -0.5 -0.7 — —
17 — -0.4 — — — — -1.1 -0.5 -0.7 — -1.0 -1.0 — — -0.4 -0.6 — — — -0.4 -0.9 — — — — -0.5 -0.7 — —
18 — — — — — — -1.2 -0.6 -0.7 — -1.1 -1.2 — — -0.5 -0.7 — — — -0.5 -1.0 — — — — -0.6 -0.9 — —
19 — — — — — — -1.1 -1.0 -1.4 — -1.7 -1.5 — — -0.7 -1.3 — — — — -1.5 — — — — -1.5 -0.6 — —
20 — — — — — — -1.0 -1.0 -1.5 — -1.6 -1.4 — — -0.7 -1.2 — — — — -1.4 — — — — -1.5 — — —
21 — — — — — — -1.0 -0.9 -1.4 — -1.6 -1.3 — — — -1.1 — — — — -1.3 — — — — -1.4 — — —
22 — — — — — — -0.7 — -0.9 — -1.3 -1.1 — — — -0.8 — — — — -1.0 — — — — -1.0 — — —
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4.4.3 Investigation of generalization performance 2: 6×6-
grid truss

To verify the generalization performance of the trained agents to various trusses,
it is necessary to demonstrate their performance through not only smaller trusses
but also larger trusses. Next, the agents trained with γ = 0.99 and γ = 0.9 are
applied without re-training. to a larger-scale truss, as shown in Fig. 4.21. The
initial GS consists of 6×6 grids and the number of members is more than double
the 4× 4-grid truss. The truss is optimized for two loading conditions.

In the loading condition L1, the left two corners 1 and 7 are pin-supported,
and rightward and downward unit loads are separately applied at the bottom-
right corner 43, as shown in Fig. 4.22(a). Topology at each step of the removal
sequence is illustrated in Figs. 4.22 - 4.25. Although the agent is applied to a
larger-scale truss, a sparse optimal solution is successfully obtained.

In the loading condition L2, the left two corners are again pin-supported,
and the outward unit load is separately applied at nodes 4 and 46, as shown
in Fig. 4.26(a). One of the loads applied at node 4 is an irregular case where
pin-supports and the loaded node aligns on the same straight line. Even in
this irregular case, the agent successfully obtained the sparse optimal solution,
as shown in Figs. 4.26 - 4.28. During their removal process, there are few
isolated members apart from load-bearing ones and existing members efficiently
transmit forces to the supports. On the other hand, the topology one step before
the terminal state in Fig. 4.29 obviously contains several unnecessary members,
and there is still room for reducing the total volume of the members. In order
to avoid such a result, it is necessary to improve the reward function Eq. (4.4)
so as not to leave unnecessary members as much as possible.

1 m 1 m1 m 1 m 1 m 1 m

1 m

1 m

1 m

1 m

1 m

1 m

X
Y

[2] [9] [16] [23] [44]

[43]

[3] [10] [17] [24] [45]

[4] [11] [18] [25] [46]

[5] [12] [19] [26]

[6] [13] [20] [27]

[7] [14] [21] [28]

[47]

[48]

[49]

[1] [8] [15] [22]

[30]

[31]

[32]

[33]

[34]

[35]

[29]

[37]

[38]

[39]

[40]

[41]

[42]

[36]

Figure 4.21: 6× 6-grid truss (Vs = 0.1858 [m3])
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load case 1

load case 2

(a)

(b)

Figure 4.22: Loading condition L1 of 6× 6-grid truss (γ = 0.99). (a) Initial GS.
(b) Removal sequence of members.
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load case 2

load case 1

(a)

(b)

Figure 4.23: Loading condition L1 of 6×6-grid truss (reversed the order of load
cases, γ = 0.99). (a) Initial GS. (b) Removal sequence of members.
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load case 1

load case 2

(a)

(b)

Figure 4.24: Loading condition L1 of 6× 6-grid truss (γ = 0.9). (a) Initial GS.
(b) Removal sequence of members.
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load case 2

load case 1

(a)

(b)

Figure 4.25: Loading condition L1 of 6×6-grid truss (reversed the order of load
cases, γ = 0.9). (a) Initial GS. (b) Removal sequence of members.
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load case 2load case 1

(a)

(b)

Figure 4.26: Loading condition L2 of 6× 6-grid truss (γ = 0.99). (a) Initial GS.
(b) Removal sequence of members.
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load case 2load case 1

(a)

(b)

Figure 4.27: Loading condition L2 of 6×6-grid truss (reversed the order of load
cases, γ = 0.99). (a) Initial GS. (b) Removal sequence of members.
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load case 2load case 1

(a)

(b)

Figure 4.28: Loading condition L2 of 6× 6-grid truss (γ = 0.9). (a) Initial GS.
(b) Removal sequence of members.
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load case 2load case 1

(a)

(b)

Figure 4.29: Loading condition L2 of 6×6-grid truss (reversed the order of load
cases, γ = 0.9). (a) Initial GS. (b) Removal sequence of members.

88



4.4.4 Comparison of efficiency and accuracy with genetic
algorithm

Among the trained RL agents in the previous examples, the agent trained with
α = 5.0 × 10−5 and γ = 0.99 is further investigated in terms of efficiency and
accuracy through comparison with a GA. GAs are one of the most prevalent
metaheuristic approaches for binary optimization problems, which are inspired
by the process of natural selection [13]. In GAs, a set of solutions are repeatedly
modified using the operations such as selection, where superior solutions at the
current generation are selected for the next generation, crossover, where the
selected solutions are combined to breed child solutions sharing the same char-
acteristics as the parents, and mutation, where the selected solutions randomly
change their values with a low probability. A simple GA method used in this
section is explained in Table 4.12. This algorithm is terminated if the best cost
function value fb is not updated for nt = 10 consecutive generations.

Because the optimization problem Eq. (4.3) contains constraint functions,
the cost function F used in the GA is defined using the penalty term as

F (A) = Vs(A) + b1C1(A) + b2C2(A) (4.5a)

C1(A) = max

{(
max

i∈Ωm, j∈{1,··· ,nL}

(
|σi,j(A)|

σ̄

)
− 1

)
, 0

}
(4.5b)

C2(A) = max

{(
max

i∈Ωd, j∈{1,··· ,nL}

(
|ui,j(A)|

ū

)
− 1

)
, 0

}
(4.5c)

where b1 and b2 are penalty coefficients for stress and displacement constraints;
both are set to be 1000 in this study. If the stress and displacement constraints
are satisfied, the penalty terms become zero and the cost function becomes
equivalent to the total structural volume Vs(A). The same material property
and constraints as the examples of RL are applied to the following problems. The
GA algorithm is run 10 times with different initial solutions that are generated
randomly, and only the best result that yields a solution with the least total
structural volume is provided in the GA column in Table 4.13.

The benchmark solutions for the 3× 2-grid truss provided in Table 4.13 are
global optimal solutions; this global optimality is verified through enumeration
which took 44.1 hours for each boundary condition. The other solutions are
assumed to be global optima which have not been verified through enumeration
due to extremely high computational costs.

Although nload! = 2 different removal sequences can be obtained by re-
ordering the load cases, only the better result with less total structural volume
is provided in the RL+GE column in Table 4.13. Note that the total CPU time
tc[s] for obtaining this removal sequence of members includes initialization of
the truss structure, importing the trained RL agent, and computing the removal
sequence.

According to Table 4.13, the proposed RL+GE method is much more ef-
ficient than the GA; the CPU time exponentially increases as the number of
variable increases in the GA; on the other hand, the CPU time increases al-
most linearly in RL+GE. The proposed method is also comparable to the GA
with np = 200 in terms of proximity to the global optimum; RL+GE generally
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Table 4.12: GA method used in this study

input: F : cost function, np(= 200): number of solutions, nm: number
of variables, nt(= 10): stopping criterion for change of fb,
X = {x1, · · · ,xnp

}: initial solutions, F (x): cost function,
re(= 0.2): elite rate, rm(= 0.1): mutation probability

output: xb: best feasible solution
I ←− 0
ne ←− round(renp)
fb ←−∞
while I ≤ nt do

I ← I + 1
for i ← 1 to np do

fi ←− F (xi)

for i ← 1 to np do
if fi < fb and xi satisfy constraints then

xb ←− xi

fb ←− fi
I ← 0

Xe ←− ne elite solutions from X
X←− Xe

for i ← ne + 1 to np do
if a sample from uniform distribution [0, 1] > rm then

xj1 ,xj2 ←− two randomly chosen solutions from Xe

k ←− randomly chosen integer from {1, · · · , nm − 1}
xi ←− {xj1,1, · · · , xj1,k, xj2,k+1, · · · , xj2,nm

}
else

xi ←− randomly chosen solution from Xe

k ←− randomly chosen integer from {1, · · · , nm}
if xi,k = Ā then

xi,k ←− Ā× 10−6

else
xi,k ←− Ā

append xi into X

return xb
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reached the feasible solutions with less total structural volume compared with
the solutions obtained by the GA. In addition, the accuracy of the trained agent
is less dependent on the problem size; the trained agent reached the presumable
global optimum for the 10 × 10-grid truss with L2 loading condition, although
the agent was caught at the bad solution Vs = 0.0608 for the 8 × 8-grid truss
with L1 loading condition.

Table 4.13: Comparison between the proposed method (RL+GE) and the GA
in view of the total structural volume Vs[m

3] and CPU time for one optimization
tc[s] using benchmark solutions

problem grids nm RL+GE GA benchmark

3× 2 (B1) 29
{ tc = 0.2 tc = 1.6

Vs = 0.0107
Vs= 0.0121 Vs= 0.0107

3× 2 (B2) 29
{ tc = 0.2 tc = 1.5

Vs = 0.0088
Vs= 0.0088 Vs= 0.0088

4× 4 72
{ tc = 0.5 tc = 3.7

Vs = 0.0097
Vs= 0.0097 Vs= 0.0097

6× 6 (L1) 156
{ tc = 1.2 tc = 12.2

Vs = 0.0145
Vs= 0.0145 Vs= 0.0145

8× 8 272
{ tc = 2.3 tc = 54.8

Vs = 0.0193
Vs= 0.0608 Vs= 0.0284

10× 10 420
{ tc = 6.2 tc = 140.3

Vs = 0.0241
Vs= 0.0281 Vs= 0.0658

4× 4 72
{ tc = 0.5 tc = 3.7

Vs = 0.0097
Vs= 0.0097 Vs= 0.0097

6× 6 (L2) 156
{ tc = 1.2 tc = 11.9

Vs = 0.0145
Vs= 0.0145 Vs= 0.0145

8× 8 272
{ tc = 2.6 tc = 41.8

Vs = 0.0193
Vs= 0.0233 Vs= 0.0473

10× 10 420
{ tc = 5.6 tc = 137.7

Vs = 0.0241
Vs= 0.0241 Vs= 0.0380
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4.5 Generation of initial solutions by a trained
agent for simultaneous optimization of ge-
ometry and topology of trusses using force
density method

In this section, the sparse topology obtained through the proposed method is
utilized as an initial solution for solving the simultaneous optimization problem
of geometry and topology of trusses using a force density method (FDM). FDMs
have originally been used for finding the self-equilibrium shape of tension struc-
tures such as cable nets and tensegrity structures [136, 137]. The force density
of a bar member is defined as the ratio of the axial force to the length, and
the equilibrium nodal locations are obtained by solving a set of linear equa-
tions using a force density matrix, which is defined by the force densities of all
members.

In Refs. [72, 73], the author used a force density method for simultaneous
optimization of geometry and topology of trusses. The optimization problem
to minimize the compliance under a constraint on the total structural volume
can be formulated as functions of force densities only. The computational cost
can be saved compared with the standard methods where the nodal coordinates
and the cross-sectional areas are assigned as design variables. The numerical
difficulty caused by coalescent (melting) nodes can be easily avoided by setting
upper bounds for the design variables. Therefore, it is no more necessary to set
constraints on nodal locations and thus various optimal solutions of topology
and geometry can be generated from a relatively sparse initial GS.

The computational cost of the above optimization is highly dependent on the
number of members because the number of variables is equal to that of members
in the optimization problem. In the following, a sparse refined initial solution is
generated from a densely connected regular GS using the trained agent in order
to reduce the computational cost for the optimization with FDM.

4.5.1 Force density method for obtaining nodal locations

The force density of member i is defined with respect to the axial force Ni and
the length Li as

qi =
Ni

Li
(4.6)

Using a force density vector q = [q1, · · · , qnm
]
⊤
and a connectivity matrix of

the truss C, the force density matrix E ∈ Rnn×nn is defined as

E = CTdiag(q)C (4.7)

The diagonal element Ejj of the symmetric matrix E is equal to the total amount
of force densities of members connecting to node j, and off-diagonal element
Ejk (j ̸= k) is equal to −qi, if node k is connected to node j by member i. Let
[∆i,x,∆i,y,∆i,z] the unitary directional vector of the member i. Then qi,x, qi,y
and qi,z, x-, y- and z-directional components of the force density qi, respectively,
are expressed as
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qi,x =
Ni|∆i,x|
Li|∆i,x|

=
Ni

Li
= qi (4.8a)

qi,y =
Ni|∆i,y|
Li|∆i,y|

=
Ni

Li
= qi (4.8b)

qi,z =
Ni|∆i,z|
Li|∆i,z|

=
Ni

Li
= qi (4.8c)

Equation (4.8) implies that the same matrix E can be used for obtaining the
nodal coordinates x, y and z ∈ Rnn as

Ex = Px (4.9a)

Ey = Py (4.9b)

Ez = Pz (4.9c)

wherePx, Py, andPz ∈ Rnn are the nodal load vectors including the reactions in
x-, y-, and z-directions, respectively. Equations (4.9a) - (4.9c) are sets of simul-
taneous linear equations with respect to the nodal coordinates. Therefore, the
nodal locations are directly obtained by solving these equations, which is more
efficient compared with solving stiffness equations in which nodal displacements
are obtained, and then nodal coordinates are obtained from the displacements.
The details can be found in [136, 138, 139].

In the conventional FDMs, the definition of free and fixed coordinates de-
pends on the support condition only; the nodal coordinates whose displacement
is constrained by a pin support or roller support are regarded as fixed. Instead,
fixed coordinates are those that do not change locations during the optimization
in the following formulation. Therefore, fixed nodes include all pin supports,
roller supports, and loaded nodes hereafter. This implies that the numbers of
free and fixed coordinates, respectively, in x- y- and z-directions are all the
same.

The nodes are re-ordered such that nodal coordinates free to move during
the optimization precede those fixed as

x =

(
xfree

xfix

)
, y =

(
yfree

yfix

)
, z =

(
zfree
zfix

)
(4.10)

The force density matrices in three directions are combined to Ẽ ∈ R3nn×3nn as
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Ẽ =

nfree︷ ︸︸ ︷ nfix︷ ︸︸ ︷

Ex
free 0 0

0 Ey
free 0

0 0 Ez
free

Ex
link 0 0

0 Ey
link 0

0 0 Ez
link

Ex⊤
link 0 0

0 Ey⊤
link 0

0 0 Ez⊤
link

Ex
fix 0 0

0 Ey
fix 0

0 0 Ez
fix



nfree

nfix

(4.11)

where nfree and nfix are the numbers of free and fixed coordinates satisfying

nfree + nfix = 3nn (4.12)

Matrices (Ex
free,E

y
free,E

z
free), (E

x
link,E

y
link,E

z
link), and (Ex

fix,E
y
fix,E

z
fix) are assem-

bled into Ẽfree ∈ Rnfree×nfree , Ẽfree ∈ Rnfree×nfree , and Ẽlink ∈ Rnfree×nfix , and
Ẽfix ∈ Rnfix×nfix , respectively. Then, Ẽ in Eq. (4.11) is rewritten as

Ẽ =

(
Ẽfree Ẽlink

Ẽ⊤
link Ẽfix

)
(4.13)

Let Pfree ∈ Rnfree and Pfix ∈ Rnfix denote the nodal load vector corresponding to

Xfree=
(
x⊤
free,y

⊤
free, z

⊤
free

)⊤
and Xfix=

(
x⊤
fix,y

⊤
fix, z

⊤
fix

)⊤
. The set of equilibrium

equations in Eqs. (4.9a) - (4.9c) is rewritten as(
Ẽfree Ẽlink

Ẽ⊤
link Ẽfix

)(
Xfree

Xfix

)
=

(
Pfree

Pfix

)
(4.14)

From Eq. (4.14), the locations of free nodes Xfree are obtained as

ẼfreeXfree = Pfree − ẼlinkXfix (4.15)

Since the loaded nodes are regarded as fixed, Pfree is a zero vector for any
arbitrary truss. Thus, the term Pfree in Eq. (4.15) can be omitted as

ẼfreeXfree = −ẼlinkXfix (4.16)

If the locations of fixed nodes are known and the force densities of all members
are assigned, Xfix, Ẽfree and Ẽlink can be computed from them. Therefore, Xfree

is considered as a function of force densities.
Similarly, Pfix is computed from Eq. (4.14) as

Pfix = Ẽ⊤
linkXfree + ẼfixXfix (4.17)

Pfix can be regarded as the vector of reaction forces R ={R1, · · · , Rnfix
} ∈ Rnfix

corresponding to Xfix. Since the loaded nodes are regarded as fixed, the reaction
forces at loaded nodes must be specified by adding the following constraint:∑

i∈ΩR

(
Ri − P̄i

)2
= 0 (4.18)
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where ΩR is the set of indices corresponding to the loaded nodes and P̄i is the
specified load value.

The square of the length of member i connecting nodes j and k is computed
as

L2
i = (Xk −Xj)

⊤
(Xk −Xj) (4.19)

where Xj ∈ R3 and Xk ∈ R3 are the nodal coordinate vectors containing the
x−, y− and z− coordinates of nodes j and k, respectively. Since each nodal
location is a function of force densities, the member length is also a function of
force densities q.

4.5.2 Optimization problem

Consider a problem for minimizing the compliance under a constraint on the
total structural volume. The solution to this problem is a statically determinate
truss with the same absolute value of axial stress for all members [140, 141]. Let
σ̄ denote the absolute value of stress for existing members of the optimal solu-
tion. From member length Li, the cross-section of i-th member Ai is expressed
as

Ai =
|Ni|
σ̄

=
|qi|Li

σ̄

(4.20)

The total structural volume Vs is computed as

V =

nm∑
i=1

AiLi

=

nm∑
i=1

|qi|L2
i

σ̄

(4.21)

The compliance is obtained as twice the sum of strain energies of each member
as

F = 2

nm∑
i=1

AiLi

2E
σ̄2

= 2

nm∑
i=1

σ̄|qi|L2
i

2E

=

nm∑
i=1

σ̄|qi|L2
i

E

(4.22)

From Eq. (4.20), σ̄ is regarded as a scaling parameter for Ai of a statically
determinate truss, for which Ni is independent of Ai. The product of the total
structural volume and the compliance is computed as
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V F =

nm∑
i=1

q2iL
4
i

E

= 2

nm∑
i=1

N2
i L

2
i

E

(4.23)

As seen in Eq. (4.23), V F is independent of σ̄, which implies that the total
structural volume can be calculated after the optimization is implemented by
minimizing the compliance with an arbitrary positive value of σ̄. The tradeoff
between the total structural volume and the compliace is illustrated in Fig. 4.30;
Vs and F are inversely proportional under the condition that σ̄ is a constant.

Vs Vs=0.1[m3], F=0.5[N･m] =0.5[m3], F=0.1[N･m]

Figure 4.30: The relationship of the total structural volume Vs and the compli-
ance F under the condition of a constant absolute value of stresses σ̄

Let c denote a very small positive value. We further introduce smoothing in
computing the compliance as

F̃ =

nm∑
i=1

σ̄L2
i

√
q2i + c

E
(4.24)

where the absolute value of each force density |qi| is replaced by
√
q2i + c for the

purpose of smoothing the compliance. Figure 4.31 illustrates the difference of
two functions: the dotted line does not apply the smoothing and the single line
does. The discontinuity of the gradient at qi = 0, which may cause difficulty of
convergence, can be avoided by introducing the smoothing. The effect on the
compliance can be neglected if the parameter c is sufficiently small. c is set to
be 1.0× 10−6 in this study.

Finally, the optimization problem is formulated as

Minimize
q

F̃ =

nm∑
i=1

σ̄L2
i

√
q2i + c

E
(4.25a)

Subject to
∑
i∈ΩR

(
Ri − P̄i

)2
= 0 (4.25b)

qLi < qi < qUi (4.25c)

where qLi and qUi are the lower and upper bounds of the force density of member
i, respectively.
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with smoothing

without smoothing

0 qi

Fi (qi)
Fi (qi)= E

σLi  qi+c22

Fi (qi)= E
σLi qi

2

～

Figure 4.31: Compliance of member i with and without smoothing

4.5.3 Sensitivity analysis

The gradient of the objective and constraint functions are analytically obtained
in order to reduce the computational cost of the gradient-based optimization
method. For simplicity, only the sensitivity with respect to the force density of
member i is to be focused. The objective function Eq. (4.24) is differentiated
with respect to qi as

∂F̃

∂qi
=

σ̄qiL
2
i

E
√
q2i + c

+

nm∑
i=1

(
σ̄
√
q2i + c

E
· ∂L

2
i

∂qi

)
(4.26)

From Eq. (4.19), the sensitivity coefficient of L2
i with respect to qi is obtained

as

∂L2
i

∂qi
= 2 (Xk −Xj)

⊤ ∂ (Xk −Xj)

∂qi
(4.27)

The constraint function in Eq. (4.18) is differentiated with respect to qi as∑
i∈ΩR

2
(
Ri − P̄i

) ∂Ri

∂qi
= 0 (4.28)

The sensitivity coefficients of the reaction forces are obtained from Eq. (4.17)
as

∂R

∂qi
=
∂Ẽ⊤

link

∂qi
Xfree + Ẽ⊤

link

∂Xfree

∂qi
+
∂Ẽfix

∂qi
Xfix (4.29)

Differentiation of Eq. (4.16) with respect to qi leads to

Ẽfree
∂Xfree

∂qi
+
∂Ẽfree

∂qi
Xfree = −

∂Ẽlink

∂qi
Xfix (4.30)

Equations (4.26) - (4.29) implies that the sensitivity coefficients of objective and
constraint functions can be obtained after obtaining ∂Xfree/∂qi by solving a set
of linear equations (4.30).
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4.5.4 Workflow

The workflow of the overall optimization process is described in Fig. 4.32. The
topology of an initial GS consisting of regular grids is optimized using the agent
trained with the proposed method RL+GE with γ = 0.99. As in the previous
sections, the same elastic modulus E = 200 [kN/mm2] and the same initial
cross-sectional area Ai = 1000 [mm2] (i = 1, · · · , nm) are used. Then, isolated
nodes with no member connected and unstable nodes with two members linearly
connected are removed.

The simplified topology after this process becomes an initial solution for
the optimization with the FDM. SNOPT Ver. 7.2 [142], a package for solving
optimization problems based on the sequential quadratic programming (SQP)
[143, 144], is used as an optimization tool. The initial variables are assigned by
solving the stiffness equation (4.1) and computing the force densities from the
obtained displacements. The lower and upper bounds for the variables in the
optimization problem (4.25) are qLi = −1000 and qUi = 1000 (i = 1, · · · , nm),
respectively. Since only a single loading condition can be handled with the op-
timization with the FDM, the following examples assume that loads are applied
to the structure simultaneously as one loading condition when optimizing with
the FDM. The total structural volume after the optimization with the FDM is
scaled to V̄ that is equal to the total structural volume of the structure after
the topology optimization by RL+GE, in order to compare the results between
the FDM only and combination of a RL+GE and the FDM.

Initial GS Sub-optimal topology Initial solution for FDM Optimal topology,
size and geometry

Vinit = 0.0446[m3] V = 0.0131[m3] V = 0.0131[m3] V = 0.0131[m3]

RL+GE Cull unnecessary nodes FDM

Figure 4.32: The optimization workflow combining RL+GE and the FDM

4.5.5 Numerical examples

3× 2-grid truss

The trained agent is first applied to a 3×2-grid truss as shown in Fig. 4.33. The
left corner nodes are pin-supported, and a downward load of 1 kN is applied
at the lowest end and the node left to the lowest end. The upper sequence
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is the optimization result with the FDM only and the bottom sequence is the
optimization result with RL+GE and the FDM. The total structural volume
Vinit = 0.0340 [m3] of the initial GS is reduced to V̄ = 0.0121 [m3] by the
RL agent. The size of the members of the optimal solution after the FDM is
rescaled to V̄ . The compliance at each phase is also shown in Fig. 4.33; the
compliance of the optimal solution F = 0.0190 [kN ·m] obtained by the FDM
only is slightly smaller than F = 0.0192 [kN ·m] that obtained by RL+GE and
the FDM. However, the configuration of the latter solution is much simpler than
the former. Considering that a good solution comparable to the optimal solution
by the FDM only is obtained with a much smaller number of nodes and members,
it can be said that the solution obtained by the proposed optimization workflow
RL+GE and the FDM is more preferable from the viewpoint of constructability.

The elapsed CPU time tc is the average of 10 simulations. Since no random
process such as the ϵ-greedy policy and the randomization of the initial variables
are included, all the 10 simulations converge to the same solution. Compared
with the optimization with the FDM only, the combination of RL+GE and the
FDM is much more computationally efficient; the total elapsed CPU time is
reduced by approximately 40% by introducing the RL agent. The computa-
tion time to remove unnecessary nodes is small enough to be neglected in this
example.

tc = 0.19
RL+GE

tc = 0.10
FDM

tc < 0.01
Cull

V = 0.0121
F = 0.0240

V = 0.0121
F = 0.0240

Vinit = 0.0340
F = 0.0104

V = 0.0121
F = 0.0190

V = 0.0121
F = 0.0192

tc = 0.48
FDM

1kN1kN

Figure 4.33: The transition of the total structural volume Vs [m3] and the
compliance F [kN ·m] of the 3× 2-grid truss with the elapsed CPU time tc [s].
The upper row is the optimization result with the FDM only. The bottom row
is the optimization result with RL+GE and the FDM.

4× 4-grid truss

The performance of the proposed optimization workflow is also demonstrated
through a 4× 4-grid truss as shown in Fig. 4.34. The left corner nodes are pin-
supported, and the lowest end and the node left to the lowest end are subject to a
downward load of 1 kN. Similarly to Fig. 4.33, the upper row is the optimization
result with the FDM only and the bottom row is the optimization result with
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RL+GE and the FDM. The total structural volume Vinit = 0.0853 [m3] of the
initial GS is reduced to V̄ = 0.0281 [m3] by the RL agent. The number of
nodes is reduced from 25 to 12 after removing the unnecessary nodes. Two
nodes are further merged to other nodes after the optimization with the FDM
to create a simple configuration with 10 nodes and F = 0.0132 [kN ·m], while
the solution obtained by the FDM only is a very complex configuration with
F = 0.0125 [kN ·m]. Given that the number of nodes is also an important factor
to reduce the construction cost, the solution obtained by the proposed workflow
RL+GE and the FDM may be a more realistic option for construction.

As seen from tc that is sampled from 10 repetitive simulations, the effect of
reducing the computational cost by the proposed method is more remarkable
for a truss with a more complicated initial GS. The total elapsed CPU time is
reduced to 1/3 by introducing the RL agent. The computational cost to cull
unnecessary nodes is small enough to be neglected in this example, too.

tc = 0.40
RL+GE

tc = 0.25
FDM

tc < 0.01
Cull

Vinit = 0.0853
F = 0.0075

tc = 2.03
FDM

V = 0.0281
F = 0.0125

V = 0.0281
F = 0.0132

V = 0.0281
F = 0.0188

V = 0.0281
F = 0.0188

1kN1kN

Figure 4.34: The transition of the total structural volume Vs [m3] and the
compliance F [kN ·m] of the 4× 4-grid truss with the elapsed CPU time tc [s].
The upper row is the optimization result with the FDM only. The bottom row
is the optimization result with RL+GE and the FDM.

4.6 Conclusion

In this chapter, the RL method proposed in Chapter 3 has been demonstrated
through the binary topology optimization of trusses to minimize the total struc-
tural volume under stress constraints. By varying the loading and support con-
ditions during the training using the 4 × 4-grid truss, the agent can learn the
process of member removal for various force flows.
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The training is implemented with different learning rates α, sizes of the
edge feature nf and discount rates γ to investigate the difference of the learning
results. The RL agents that recorded good learning results are capable of re-
moving unnecessary members from a densely connected initial GS while keeping
the maximum stress that the existing members bear as small as possible. The
trained RL agents are applied to 3×2- and 6×6-grid trusses without re-training
and are found to perform well. The accuracy and computational efficiency of
using the trained RL agent is compared with a GA and it is confirmed that a
solution comparable to the GA can be obtained using the RL agent at a much
lower computational cost than the GA.

As an application example, initial solutions for simultaneous optimization of
geometry and topology of trusses using the FDM are generated using the trained
RL agent. The optimization problem aims at minimizing the compliance under
a constraint on the total structural volume, and has been formulated as func-
tions of the force density only. The numerical difficulty caused by the melting
nodes can be easily avoided by expressing the nodal location as a function of
force density. Compared with previous approaches in which nodal locations
are directly handled as design variables, the FDM-based approach does not re-
quire regions where nodes can move during optimization and can yield various
optimization results in geometry and topology.

Since the number of design variables of the optimization problem by the
FDM is equal to the number of the members, the computational cost can be
greatly reduced by starting the optimization from an initial solution in which
unnecessary members are removed in advance. In addition, more feasible opti-
mal trusses with sparser connectivity can be obtained than simply optimizing a
densely connected initial GS using the FDM only.
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Chapter 5

Case study 2: Cross-section
optimization of steel frames

5.1 Discrete cross-section optimization problem
of planar steel frames under constraints on
stress, displacement and column over-strength
factor

In this section, a discrete cross-section optimization problem of planar steel
frames is formulated to minimize the total structural volume under constraints
on stress, displacement, and column over-strength factor (COF), which becomes
the RL task to be handled in Secs. 5.2 - 5.4.

5.1.1 Allowable stress and displacement design

The design strength Fd is a reference value for determining allowable stresses
of the material against tension, compression, bending, and shear forces. For
steel materials, the yield stress is generally equal to its design strength under
short-term loads. In this example, the values of Fd for columns and beams are
235 N/mm2 and 325 N/mm2, respectively.

Based on the design strength Fd, the allowable stresses of the steel against
tension, compression and bending forces, denoted as ft, fc and fb, respectively,
are given as Table 5.1, where λ is the effective slenderness ratio and Λ is the
critical slenderness ratio. Table 5.1 is a simplified form of the Japanese building
standards [145]. In general, the long-term allowable stress design considers the
self-weight of the structure and the live load, and the short-term allowable stress
design considers the seismic and wind loads in addition to the above loads. The
frame structure is designed against both long-term and short-term static loads
in this chapter. More specifically, there are three load cases to be considered,
as shown in Fig. 5.1; one is a long-term load case, and the others are short term
load cases in which the horizontal seismic loads are applied in the right and left
directions, respectively.

To calculate the stresses and the displacements of the members, the static
nodal loads are computed in the following way. The long-term loads include
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Table 5.1: Allowable stresses of steel material

long-term allowable stress short-term allowable stress

tension ft Fd/1.5 Fd

compression fc
λ ≤ Λ 1−0.4(λ/Λ)2

3/2+(2/3)(λ/Λ)2
Fd

1−0.4(λ/Λ)2

3/2+(2/3)(λ/Λ)2
1.5Fd

λ > Λ 18
65(λ/Λ)2

Fd
18

65(λ/Λ)2
1.5Fd

bending fb Fd/1.5 Fd

long-term load case short-term load cases

Figure 5.1: Three load cases to be considered for the frame design in this chapter

the self-weight of the structure that can be calculated by the product of the
steel density 77 kN/m3 and the total volume of the members, the finishes of the
frame calculated as 1.0 kN/m2 per unit floor area, and live loads calculated as
2.4 kN/m2 per unit floor area. In addition to the long-term loads, the short-
term loads shall receive seismic loads estimated from the As

i distribution for the
self-weight, the fixed loads of the finishes, and live loads of 1.3 kN/m2 per unit
floor area. The load condition is given by converting them into the nodal loads
weighted for each span length, as shown in Fig. 5.2.

Q2

self weight

dead load

live load

seismic load

1/4 1/41/4 1/41/2 1/2

Q1

W1

W2

Figure 5.2: Process of converting distributed loads to nodal loads

The calculation procedure of the seismic loads of a frame with nsf stories is
explained in detail below. Let Wi and ψi denote the weight of the i-th story
and the ratio of Wi to WT =

∑nsf

i=1Wi, respectively. In the current Japanese
seismic design code [145], the design shear force of the i-th story Qi is expressed
as

Qi = Cs
iWTψi (5.1)

where Cs
i is the shear force coefficient that determines the intensity and the

vertical variation of the seismic loads and is calculated by the following equation:

Cs
i = ZRsAs

iCB (5.2)
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Z is set within the range of 1.0 to 0.7 depending on the degree of seismic damage
based on the records of past earthquakes in the region, the status of the current
seismic activities, and the nature of the earthquakes. Rs represents the vibration
characteristics of a building and is calculated with a value of 1 or less according
to the natural period in the elastic region of the building and the ground type.
For simplicity, Z and Rs are set to 1.0. CB is the base shear coefficient, which
is set to 0.2 in this study. As

i represents the distribution of the seismic shear
force coefficient in the height direction of the building according to the vibration
characteristics of the building, and can be roughly calculated by the following
equation:

As
i = 1 +

(
1√
ψi
− ψi

)
2Tf

1 + 3Tf
(5.3)

where Tf is the primary natural period for the building design, which is roughly
obtained for a steel structure with a height of H as

Tf = 0.03H (5.4)

The seismic load in the top story is equal to the shear force in the top story, and
the seismic load in the i-th story is computed from Qi − Qi+1 as a difference
between the shear forces of the i-th and (i+ 1)-th stories.

The frame is assumed to be linear elastic with Young’s modulus E and the
shear modulus G. The standard 6-degree-of-freedom 2D beam element is used.
Let p̄i denote the member force vector. The local stiffness equation about
member i is described with the local stiffness matrix Ki, the local displacement
vector ūi and the local load vector applied to each DOF in the member p̄i as

Kiūi = p̄i (5.5)

Using a transformation matrix, elements of Ki are converted to those in the
global coordinate system to be assembled into the global stiffness matrix K.
Let u and p denote the displacement and load vectors about all DOFs in the
global coordinate system. Then the stiffness equation after assigning boundary
conditions is constructed as

Ku = p (5.6)

Since p is already specified, Eq. (5.6) is a set of simultaneous linear equations
with respect to u. When solving the stiff equation to calculate the displacement
of the frame nodes, the axial stiffness of the beams is set to a value 10 times larger
than the original value in order to simulate the rigid floor assumption. From
the displacements u, the inter-story drift with respect to the member length of
the column d̃ci and the deflection at the intermediate node with respect to the
member length of the beam d̃bi can be calculated. According to [146], in order
to ensure safety and serviceability of the building, the upper-bounds for d̃ci and
d̃bi are 1/200 and 1/300, respectively.

After solving Eq. (5.6), the axial force Ni and the bending momentsMi,1 and
Mi,2 at the two ends of each member are also computed from p̄i (i = 1, · · · , nm).
Using the cross-sectional area Ai and the section modulus Zi of the i-th member,
the axial stress σa

i and the bending stresses σb
i,1 and σb

i,2 at the two ends are
computed as

105



σa
i =

Ni

Ai
(5.7a)

σb
i,1 =

Mi,1

Zi
(5.7b)

σb
i,2 =

Mi,2

Zi
(5.7c)

Note that σa
i is negative for compression and is positive for tension. Then, the

stress ratio σ̃i is computed as the total of compression, tension, and bending
stress ratios to the allowable stresses as

σ̃i =

−
σa
i

fc
+

max{|σb
i,1|,|σ

b
i,2|}

fb
(if σa

i < 0)
σa
i

ft
+

max{|σb
i,1|,|σ

b
i,2|}

fb
(if σa

i ≥ 0)
(5.8)

σ̃i must be less than or equal to 1.0 to ensure the safety.

5.1.2 “Strong column-weak beam” design

To avoid the local story collapse without enough energy dissipation and ensure
the ductility of the frame, it is important to design the frame in accordance with
a “strong column-weak beam” principle. Figure 5.3 shows two typical collapse
modes. If a frame is designed so that plastic hinges are formed at the beam
ends rather than at the column ends, the structure is expected to form the
whole collapse mode where hinges at the beams are dominant as shown in the
left figure of Fig. 5.3. On the other hand, if the plastic moment capacity of the
columns is smaller than that of the beams, there is a possibility of the story
collapse as shown in the right figure of Fig. 5.3.

(a) (b)

Figure 5.3: (a) Desirable collapse mechanism. (b) Undesirable collapse mecha-
nism.

The column-to-beam strength ratio, or column overstrength factor (COF),
is a strong column-weak beam criterion about a joint and calculated as

β =

∑
Mpc∑
Mpb

(5.9)

where
∑
Mpc and

∑
Mpb are the sums of the full plastic moments of the columns

and beams connecting to the joint, respectively.
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Nakashima and Sawaizumi [147] investigated the magnitude of the COF
required for ensuring the occurrence of plastic hinges only at the ends of beams
and the first-story column bases. It was found that the required COFs increase
steadily with the increase of the ground motion velocity, and reach about 1.5
for the ground motion amplitude of 0.5 m/s, which is considered as the strong
earthquake in the Japanese seismic design code [145]. Therefore, frames are
designed to satisfy β ≥ 1.5 in this study.

According to the Japanese building standards law, Mpb in Eq. (5.9) is given
as

Mpb = FybZpb (5.10)

where Fyb is the design strength and Zpb is the plastic section modulus of a
beam element. Although Mpc for a column is given in a similar way using the
design strength Fyc and the plastic section modulus Zpc, the value is discounted
using the axial force ratio ηc, the ratio of the column’s compressive axial stress
to the yield stress, as

Mpc = τFycZpc (5.11a)

τ =

{
1− 4η2

c

3 (ηc ≤ 0.5)
4(1−ηc)

3 (ηc > 0.5)
(5.11b)

Note that hinges are allowed to exist at the upper ends of the top story
columns because it is too difficult for only one column to outperform the sum
of the full plastic moments of two beams. Similarly, hinges are allowed to
exist at the bottom ends of the first-story columns, because the bottom nodes
are considered to be fixed in both translation and rotation, and the beams
connecting them are not considered.

5.1.3 Optimization problem

Consider a discrete cross-section optimization problem to minimize the total
structural volume under constraints on stress, displacement, and COF. A set
of the cross-sections J = {J1 · · · Jnm

} is to be selected from Table 5.2 for the
columns and from Table 5.3 for the beams. Then, the optimization problem is
formulated as

minimize Vs(J) (5.12a)

subject to


σ̃i ≤ 1 (i ∈ {1, · · · , nm})
d̃bi ≤ 1/300 (i ∈ Ωb)

d̃ci ≤ 1/200 (i ∈ Ωc)

βk ≤ 1.5 (k ∈ Ωβ)

(5.12b)

where Ωb, Ωc and Ωβ are the sets of indices of beam members, column members,
and middle-layer nodes that does not include bottom and top ones, respectively.
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Table 5.2: Dimension list of column sections

Ji
Dimension [mm]

Ai [cm2] Ii [cm4] Zi [cm3] Zp,i [cm3]
H ×B × t

200 200× 200× 12 85.3 4860 486 588

250 250× 250× 12 109.3 10100 805 959

300 300× 300× 16 173.0 22600 1510 1810

350 350× 350× 19 239.2 42400 2420 2910

400 400× 400× 22 307.7 69500 3480 4220

450 450× 450× 22 351.7 103000 4560 5490

500 500× 500× 25 442.8 159000 6360 7660

550 550× 550× 25 492.8 217000 7900 9460

600 600× 600× 25 542.8 288000 9620 11400

650 650× 650× 28 656.3 407000 12500 14900

700 700× 700× 28 712.3 518000 14800 17600

750 750× 750× 32 866.3 717000 19100 22800

800 800× 800× 32 930.3 884000 22100 26200

850 850× 850× 32 994.3 1070000 25300 29900

900 900× 900× 36 1177.0 1420000 31500 37300

950 950× 950× 36 1249.0 1680000 35500 42000

1000 1000× 1000× 36 1321.0 1990000 39700 46900

Table 5.3: Dimension list of beam sections

Ji
Dimension [mm]

Ai [cm2] Izi [cm4] Iyi [cm4] Zz
i [cm3] Zy

i [cm3] Zp,i [cm3]
H ×B × t1 × t2

200 194× 150× 6× 9 38.11 2630 507 271 67.6 301

250 244× 175× 7× 11 55.49 6040 984 495 112 550

300 294× 200× 8× 12 71.05 11100 1600 756 160 842

350 340× 250× 9× 14 99.53 21200 3650 1250 292 1380

400 400× 200× 9× 19 110.0 31600 2540 1580 254 1770

450 450× 200× 9× 22 126.0 45900 2940 2040 294 2750

500 500× 250× 9× 22 152.5 70700 5730 2830 459 3130

550 550× 250× 9× 22 157.0 87300 5730 3180 459 3520

600 600× 250× 12× 25 192.5 121000 6520 4040 522 4540

650 650× 250× 12× 25 198.5 145000 6520 4460 522 5030

700 700× 250× 12× 25 205.8 173000 6520 4940 522 5580

750 750× 300× 14× 28 267.9 261000 12600 6970 841 7850

800 800× 300× 14× 28 274.9 302000 12600 7560 841 8520

850 850× 300× 16× 28 297.8 355000 12600 8350 842 9540

900 900× 300× 16× 28 305.8 404000 12600 8990 842 10300

950 950× 300× 16× 28 313.8 458000 12600 9640 842 11100

1000 1000× 300× 16× 28 321.8 515000 12600 10300 842 11900
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5.2 Conversion to a reinforcement learning task

In this section, the optimization problem (5.12) is transformed into a RL task
that enables learning by the proposed method.

The input of each node vk ∈ R4 is shown in the Table 5.4. In order to
consider the support positions of the frame, an input that is 1 at the support
and 0 otherwise is defined in the first component. In addition, the second and
third components are defined for identifying the nodes at the top where the
COF constraints are not necessary, and the nodes at the side ends where the
COF values differ greatly due to the difference in the number of beams to be
connected, respectively. The COF is considered in the fourth component of
the node input, and the value is clipped not to exceed 1.0 by multiplying the
reciprocal of the COF value by its lower bound 1.5.

Similarly, the input of each member wi ∈ R6 is shown in Table 5.5. Inputs
that take a binary value of 1 or 0 depending on the member type (column or
beam) are defined separately for indices 1 and 2. According to Silver et al. [25],
when inputting the board of Go to a CNN, instead of expressing the position
of black stones as +1 and the position of white stones as -1 with the same
input, the positions of black and white stones are expressed separately; one
input expresses the position of black stones as +1 and the others to be 0; the
other input expresses the position of white stones as +1 and the others to be
0. If the positions of black and white stones are expressed with the same input,
this input is weighted with the same parameters in the NN. On the other hand,
if the inputs of black and white stones are independently defined, the NN can
separately consider the positions of black and white stones and weight them with
different parameters, which is a more rational input setting. This is the reason
why separate inputs are defined for columns and beams. The member input is
constituted of member type, the member length, and the numbers representing
the size of the cross-section, stress factor, and displacement factor. Note that
the inputs are scaled and clipped so as to values within the range [0, 1].

Table 5.4: Detail of node input vk

index input
1 1 if fixed, 0 otherwise
2 1 if at the top, 0 otherwise
3 1 if at the side ends, 0 otherwise
4 min {1.5/βk, 1.0}

Table 5.5: Detail of member input wi

index input
1 1 if column, 0 otherwise
2 1 if beam, 0 otherwise
3 Li/12.0
4 Ji/1000
5 min {σ̃i, 1.0}
6 min {d̃i, 1.0}
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Here, different agents are trained for increasing and reducing the member
cross-sections, respectively. That is, the first agent changes the cross-section
of a member one step larger by the action, and the second agent changes the
cross-section of a member one step smaller by the action. In the same manner as
Chapter 4, any arbitrary state-action pair deterministically leads to the unique
next state. That is, when the action of increasing or reducing the cross-section
of member i is selected, the cross-section of the members other than the member
i never changes. If the lower columns on the same axis become thinner than the
upper column as a result of the action, the cross-section of the lower columns is
corrected so that it becomes equal to the upper column.

The reward is obtained after each design change of the member cross-sections.
In this study, two types of reward definition are considered based on the follow-
ing concept from the viewpoint of structural engineers. Regardless of whether
the member cross-sections are reduced or increased, it is necessary to consider
the stress and displacement of each member and the COFs at both ends, and
keep them within the constraint. Assuming that the information of all the other
members is not visible and the constraint function values about only one member
are given, it is possible to consider to some extent whether the cross-section of
the member can be reduced or increased. This is a judgment based on the local
information of each member. On the other hand, it is also necessary to compare
all the members and consider how much better it is to reduce or increase the
cross-section of a member compared to the others. This is a judgment based on
the global information about the entire structure. This way, it is necessary to
design rewards that take into account both local and global information.

When reducing the member cross-sections, the process starts with a redun-
dant design that satisfies all the constraints, and a negative reward or penalty
is assigned for the termination state in which the structural design exceeds the
constraints. If a sufficiently large cross-section is reduced, the reward closer to
+1.0 is assigned; if the cross-section that is likely to exceed the constraint is
reduced, the reward closer to 0 is assigned.

If a positive reward is given to increase the member cross-sections, the agent
may learn a detour strategy in an attempt to make the steps as long as possible.
Since it is preferable to reach a feasible cross-section design that satisfies the
constraint in fewer steps, a negative reward is given to the cross-section that
does not satisfy the constraint, and a positive reward is assigned only to the
terminal state that satisfies the constraint. A negative reward closer to 0 is given
when the bad cross-section that deviates from the constraint most is increased
through comparison among all the members, and a negative reward closer to -1
is given when a cross-section large enough to meet the local constraints at the
member is increased.

Reward setting 1

In this setting, the common reward function is defined for both tasks of increas-
ing and reducing the member cross-sections.
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r1 =
1

3

(
G1

(
maxi σ̃

′

i

maxi σ̃i

)
+G1

(
mini βi
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′
i

)
+G1

(
maxi d̃

′

i

maxi d̃i

))
(5.13a)

G1(x) =


min {x, 1.0} (if feasible)

0 (else if x satisfies its constraint)
ne√
nsf

max {− 1
x ,−1.0} (else)

(5.13b)

where ne is the number of members whose cross-section has been changed
by the action at the step and nsf is the number of stories of the frame. G1(x)
is the clipping and scaling function to adjust the magnitude of reward values.
Here, the term feasible means that the solution satisfies all the constraints of
the optimization problem.

Reward setting 2

In this setting, different reward functions are defined for the tasks of increasing
and reducing the member cross-sections. For the task of increasing the cross-
sections, the reward function is defined as

r+2 =

1.0 (if feasible)

ne

3
√
nsf

(
G+

2

(
−maxi σ̃i

maxi σ̃
′
i

)
+G+

2

(
−mini β

′
i

mini βi

)
+G+

2

(
−maxi d̃i

maxi d̃
′
i

))
(else)

(5.14a)

G+
2 (x) = max {x,−1.0} (5.14b)

The reward function for reducing the cross-section of member a is defined as

r−2 =

{
(1.0− σ̃a) +

(
1.0− 1.5

minj∈{1,2} βa,j

)
+
(
1.0− d̃a

)
(if feasible)

−1.0 (else)
(5.15)

where βa,j is the COF of the j-th tip node of the selected member a.

5.3 Training setting

The detail of the training implementation is explained in this section. The
agents are trained using a 5-layer, 3-span planar frame structure as shown in
Fig. 5.4. The elastic modulus of the members is set to be 2.05×105 N/mm2. The
I-beams are arranged so that the strong axis becomes on the same plane of the
planar frame. The bottom nodes are rigidly supported against both translation
and rotation.

At the beginning of each episode, the frame geometry is randomized while
fixing its connectivity. Each span is randomly initialized in the range of 5-12
m. The floor heights of the 2nd to 5th floors should be equal, and they are
randomly initialized in the range of 3.5 to 4.5m. The floor height of the first
floor is set 0.5 m higher than the other floor heights.
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The initial cross-sections depend on the task to be trained. All the initial
cross-sections are set to the maximum of Ji = 1000 (i = 1, · · · , nm) for the
task of reducing the member cross-sections and the minimum of Ji = 200 (i =
1, · · · , nm) for the task of increasing the member cross-sections.

Once the shape and cross-sections are determined, the loads are calculated
according to the procedure explained in Sec. 5.1.1. Since the live loads and the
seismic loads are given in proportion to the floor area, it is necessary to set the
out-of-plane span in a pseudo manner. Here, 0.75 times the sum of the in-plane
spans is assumed to be the out-of-plane span for which the planar frame bears
the load. At this phase, the seismic load with the same magnitude is applied
leftward and rightward, acting as two separate load cases.

In the task of increasing the member cross-sections, the terminal state is a
cross-section design that satisfies all the constraints, and in the task of reduc-
ing the member cross-sections, the terminal state is a cross-section design that
exceeds any of the constraints. The cross-section is changed and the long-term
and short-term loads are also updated at each step until the terminal state.
The training episode is stopped when the terminal state is reached, and a new
episode starts with the frame whose geometry is re-randomized.

In the same manner as Chapter 4, the number of episodes nep is set to be
5000. The size of member feature is set as nf = 100. The training is implemented
with different combinations of learning rate α and discount rate γ. In addition to
Intel(R) Core(TM) i9-7900X CPU @ 3.30GHz, a graphics processing unit (GPU)
GeForce(R) GTX 1080 Ti is further introduced to accelerate the training. See
Appendix A for more details about speeding up the training with GPUs.

3.5~5m

3~4.5m

3~4.5m

3~4.5m

3~4.5m

5~12m 5~12m 5~12m

Figure 5.4: Steel frame used for training

5.4 Training result

5.4.1 Training history and performance for 3×5-grid frame

Reward setting 1

First, the result trained for reducing the size of the members is explained. Fig-
ure 5.6 shows the histories of obtained cumulative reward in the test simulations
recorded at every 10 episodes for reward setting 1. The training is implemented
for different learning rates α = 5.0× 10−5 and α = 1.0× 10−5. For the task of
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4m
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4m

4m

12m 8m 8m

Figure 5.5: Steel frame used for test

reducing the cross-sections with reward setting 1, α = 5.0× 10−5 is clearly not
a good hyperparameter, because the training history greatly fluctuates.

The cumulative reward obtained by the agent for α = 1.0 × 10−5 have
increased as the number of training episodes increases. It took about 20.7 hours
for the training through approximately 1.40 million linear structural analyses
with Intel(R) Core(TM) i9-7900X CPU @ 3.30GHz and updates of trainable
parameters with GeForce(R) GTX 1080 Ti. Meanwhile, it took 47.1 hours to
implement the training by the CPU only. It turned out that the computational
cost required for updating the trainable parameters occupies a large proportion
of the total training process, and that the effect of reducing the computation
time by the GPU is very large.

The sequence of design changes of the cross-sections in the test simula-
tion when the maximum cumulative reward is obtained for α = 1.0 × 10−5

is illustrated in Fig. 5.7. The cross-sections of all members are changed in a
well-balanced manner without concentrating on the cross-section of a specific
member. The stress ratio of the beam whose cross-section was reduced in the
final step exceeded 1.0, as illustrated in Fig. 5.9. Therefore, the 293rd step
which is just before the terminal state is regarded as the sub-optimal solution,
as illustrated in Fig. 5.8.
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Figure 5.6: Histories of the cumulative reward of each test measured every 10
episodes (reducing cross-sections, reward setting 1)

113



t = 0 t = 50 t = 100 t = 150 

t = 294 (infeasible)t = 200 t = 250 t = 293 (sub-optimal) 

Figure 5.7: Decremental sequence of cross-sections (reward setting 1)
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500 700 650 500

450 650 650 450

450 500 400 350

650 500 450

700 550 550
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750 450 500
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0.003 0.003 0.004 0.004

0.001 0.001 0.001

0.001 0.001 0.001

0.001 0.000 0.001

0.001 0.001 0.001

0.001 0.001 0.001

(c)

Figure 5.8: The result at step 293 (reducing cross-sections, reward setting 1,
feasible solution). (a) Cross-section index Ji (Vs = 6.778[m3]). (b) The maxi-
mum stress ratio in the member and the COF at the node. (c) The inter-story
drift ratio of the column and the deformation at the mid-point of the beam over
its length.
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Figure 5.9: The result at step 294 (reducing cross-sections, reward setting 1,
infeasible solution). (a) Cross-section index Ji (Vs = 6.704[m3]). (b) The maxi-
mum stress ratio in the member and the COF at the node. The beam highlighted
in red exceeds the stress constraint. (c) The inter-story drift ratio of the column
and the deformation at the mid-point of the beam over its length.
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Next, the result trained for increasing the size of the members is explained.
Figure 5.10 shows the histories of the cumulative reward in the test simulations
recorded at every 10 episodes for reward setting 1. Similarly to the task of
reducing the cross-sections, the training is implemented for different learning
rates α = 5.0 × 10−5 and α = 1.0 × 10−5. With both learning rates, the
performance of the RL agent can be improved steadily as the number of training
episodes increases. The case of α = 1.0×10−5 is focused here in order to match
the hyperparameters when the member cross-section is reduced.

It took about 19.9 hours for the training with α = 1.0 × 10−5 through
approximately 1.36 million linear structural analyses with Intel(R) Core(TM)
i9-7900X CPU @ 3.30GHz, while taking 44.4 hours with the CPU only. The RL
agent at the time of having learned 4500 episodes with the highest cumulative
reward is considered to be the best performing agent. The agent acquires a
reasonable strategy to intensively increase the size of columns and beams in the
lower layer in the early stage of the test simulation, as seen in Fig. 5.11.

Because the member sizes are sequentially increased from the infeasible so-
lution to the feasible solution in this simulation, the cross-sectional design of
the 261st step, which is the terminal state, becomes the sub-optimal solution.
The cross-section of the beam on the left side of the upper end is designed to be
slightly excessive, and the total structural volume Vs = 7.000[m3] is inferior to
the case of reducing the cross-sections in Fig. 5.8 Vs = 6.778[m3] as a result, but
the cross-sections are designed with a good balance of stresses, displacements,
and COFs.
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Figure 5.10: Histories of the cumulative reward of each test measured every 10
episodes (increasing cross-sections, reward setting 1)
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t = 0 t = 50 t = 100 t = 150 

t = 200 t = 250 t = 261 (sub-optimal) 

Figure 5.11: Incremental sequence of cross-sections (reward setting 1)
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0.001 0.001 0.001
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Figure 5.12: The result at step 261 (increasing cross-sections, reward setting
1, feasible solution). (a) Cross-section index Ji (Vs = 7.000[m3]). (b) The
maximum stress ratio in the member and the COF at the node. (c) The inter-
story drift ratio of the column and the deformation at the mid-point of the beam
over its length.
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Reward setting 2

The training result for reward setting 2 is given in the following. First, the
training histories for reducing the cross-sections with α = 5.0 × 10−5 and α =
1.0 × 10−5 are provided in Fig. 5.13. There is no significant difference in the
history between the two learning rates. In order to match the parameter setting
that gives better training results in the task of increasing cross-sections later
explained in Fig. 5.17, the result of the training with the learning rate α =
5.0× 10−5 will be described in detail below.

The best test simulation at the 490th episode is illustrated in Fig. 5.14. In
the early phase of the episode, the cross-sections of upper beams are intensively
reduced to avoid exceeding the COF constraints. After that, the cross-sections
of the columns and beams of the entire frame are reduced in a well-balanced
manner, and finally, the sub-optimal cross-section design shown in Fig. 5.15 is
obtained at the 290th step.
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Figure 5.13: Histories of the cumulative reward of each test measured every 10
episodes (reducing cross-sections, reward setting 2)

t = 0 t = 50 t = 100 t = 150 

t = 291 (infeasible)t = 200 t = 250 t = 290 (sub-optimal) 

Figure 5.14: Decremental sequence of cross-sections (reward setting 2)
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Figure 5.15: The result at step 290 (reducing cross-sections, reward setting
2, feasible solution). (a) Cross-section index Ji (Vs = 7.058[m3]). (b) The
maximum stress ratio in the member and the COF at the node. (c) The inter-
story drift ratio of the column and the deformation at the mid-point of the beam
over its length.
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Figure 5.16: The result at step 291 (reducing cross-sections, reward setting
2, infeasible solution). (a) Cross-section index Ji (Vs = 7.032[m3]). (b) The
maximum stress ratio in the member and the COF at the node. (c) The inter-
story drift ratio of the column and the deformation at the mid-point of the beam
over its length. The column highlighted in yellow exceeds the displacement
constraint.
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Next, the result of increasing the cross-sections with reward setting 2 is
provided. The training histories with learning rates α = 5.0 × 10−5 and α =
1.0 × 10−5 are shown in Fig. 5.17. Although the agent performance can be
stably improved by using either learning rate, it has become possible to learn a
larger cumulative reward when the learning rate is α = 5.0 × 10−5 than when
α = 1.0× 10−5. The elapsed CPU time for the training with α = 5.0× 10−5 is
18.7 hours using the CPU and GPU, while it takes 43.4 hours when using the
CPU only.

Figure 5.18 shows the sequence of design changes at the time of 4650-episode
training, in which the maximum cumulative reward was obtained when the
training was performed at a learning rate of α = 5.0 × 10−5. The bottom
columns have intensively been enlarged, and then the columns and beams of
the entire frame have been changed in a well-balanced manner.

The resulting feasible cross-section design is shown in Fig. 5.19. The total
structural volume of the sub-optimal solution obtained by this simulation is the
smallest among the various training results shown so far. On the other hand, the
cross-section of the central beam that supports the 3rd floor is over-designed at
800, and there is still room for improvement toward a more slender cross-section
design.
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Figure 5.17: Histories of the cumulative reward of each test measured every 10
episodes (increasing cross-sections, reward setting 2)
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t = 0 t = 50 t = 100 t = 150 

t = 200 t = 261 (sub-optimal) 

Figure 5.18: Incremental sequence of cross-sections (reward setting 2)
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Figure 5.19: The result at step 247 (increasing cross-sections, reward setting
2, feasible solution). (a) Cross-section index Ji (Vs = 6.418[m3]). (b) The
maximum stress ratio in the member and the COF at the node. (c) The inter-
story drift ratio of the column and the deformation at the mid-point of the beam
over its length.
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5.4.2 Investigation of generalization performance 1: 5×3-
grid frame

The trained RL agents in Sec. 5.4.1 are applied to another frame with 5 spans
and 3 stories, as shown in Fig. 5.20. The second span from the left is 12m, and
the remaining spans are all 8m and the floor height is 4m for each story.

The cross-section design change to this frame is implemented using the fol-
lowing trained agents which are already trained in the previous section.

Agent(−) reducing size, reward setting 1, α = 1.0× 10−5, Figs. 5.6 - 5.9

Agent(+) increasing size, reward setting 2, α = 5.0× 10−5, Figs. 5.17 - 5.19

First, the result of reducing the cross-sections using Agent(−) is explained.
All cross-sections start from Ji = 1000, and the cross-section design becomes
infeasible at the 203rd step. Therefore, the cross-sections at 202nd step is re-
garded as the sub-optimal cross-section design as shown in Fig. 5.21. There is
relatively little variation in the resulting cross-sections; the chosen cross-sections
are between Ni = 450 and Ni = 850 for columns and Ni = 550 and Ni = 850
for beams.

4m

4m

4m

12m 8m 8m 8m 8m

Figure 5.20: 5× 3-grid steel frame
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Figure 5.21: The result at step 202 (using Agent(−)). (a) Cross-section index
Ji (Vs = 7.995[m3]). (b) Deformation against short-term load (scaled by ×100)
(c) The maximum stress ratio in the member and the COF at the node. (d)
The inter-story drift ratio of the column and the deformation at the mid-point
of the beam over its length.
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Next, Agent(+) is applied to the same 5× 3-grid frame. The cross-sections
start from the minimum Ji = 200. The cross-sections are sequentially increased
by the agent and the feasible solution is obtained at step 288, as shown in
Fig. 5.22. Although the cross-section of the bottom-layer beams is designed
to be small, this result is reasonable considering the boundary conditions and
displacements; the supported nodes are strictly not allowed to be displaced, so
that the inter-story drift of the columns in the bottom layer becomes small as
shown in Fig. 5.22(b), and the stress of the beams in the bottom layer also
becomes small.
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Figure 5.22: The result at step 288 (using Agent(+)). (a) Cross-section index
Ji (Vs = 8.207[m3]). (b) Deformation against short-term load (scaled by ×100)
(c) The maximum stress ratio in the member and the COF at the node. (d)
The inter-story drift ratio of the column and the deformation at the mid-point
of the beam over its length.
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5.4.3 Investigation of generalization performance 2: 4×6-
grid frame

Next, Agent(−) and Agent(+) are applied to a larger scale frame as shown in
Fig. 5.23. The frame has 4 spans with lengths of 10m, 10m, 8m, and 8m from
the left. The uniform floor height of 4m is assigned to each floor.

The cross-sections, deformed shape, stress ratios, COFs and displacements
of the sub-optimal solution obtained by Agent(−) are shown in Fig. 5.24. 10m-
span beams have a larger cross-section than 8m-span beams, and both columns
and beams are designed in a well-balanced manner. The total structural volume
is Vs = 12.940[m3].

Similarly, the sub-optimal cross-sectional design obtained by Agent(+) is
shown in Fig. 5.25. The total structural volume is Vs = 13.554[m3] which is
larger than the solution obtained by Agent(−), due to the over-design of beams
with Ji = 1000 and upper columns. On the other hand, the deformation of the
entire structure is kept small due to the high rigidity, as shown in Figs. 5.24(b)
and 5.24(d).

4m

4m

4m

4m

4m

4m

10m 10m 8m 8m

Figure 5.23: 5× 3-grid steel frame
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Figure 5.24: The result at step 322 (using Agent(−)). (a) Cross-section index
Ji (Vs = 12.940[m3]). (b) Deformation against short-term load (scaled by ×100)
(c) The maximum stress ratio in the member and the COF at the node. (d)
The inter-story drift ratio of the column and the deformation at the mid-point
of the beam over its length.
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Figure 5.25: The result at step 499 (using Agent(+)). (a) Cross-section index
Ji (Vs = 13.554[m3]). (b) Deformation against short-term load (scaled by ×100)
(c) The maximum stress ratio in the member and the COF at the node. (d)
The inter-story drift ratio of the column and the deformation at the mid-point
of the beam over its length.
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5.4.4 Comparison of efficiency and accuracy with particle
swarm optimization

Finally, the performance of Agent(+) and Agent(-) are compared with PSO in
view of the computational cost and the quality of the solution. Like GAs, PSO is
also one of the most popular metaheuristics. PSO is first developed to simulate
the movement of a bird flock and a fish school [148]. PSO algorithms utilize a
population of candidate solutions. Each particle’s position is repeatedly updated
based on its position, velocity, and the best-known positions of the particle and
the entire population.

The PSO algorithm used in this study is described in Table 5.6. The mo-
mentum factor is fixed to ξ = 0.7 and the social coefficient c1 and the cognitive
coefficient c2 are both set to be 2.0. The maximum number of iterations and
the number of particles are set to be 5000 and 10, respectively. The lower and
upper bounds are set to be xLi = 0.0 and xUi = 1.0 (i = 1, · · · , nm). In PSO,
the variables take continuous values. The continuous variables are converted to
cross-section index Ji using the following equation.

Ji = 200 + 50× TR
(
17xj,i − 1.0× 10−10

)
(5.16)

where TR is a truncation operator. 17 is the number of possible cross-sections
Ji ∈ {200, 250, · · · , 1000}. In Eq. (5.16), a very small value 1.0× 10−10 is used
to avoid the non-existing index Ji = 1050 when xj,k = 1.0. Note that the
negative value within (−1.0, 0.0) is truncated to 0; this means that Ji = 200
when xj,k = 0.0. To ensure the fairness of the problem definition, if the cross-
section of a column is smaller than that of upper columns in the same axis, the
cross-section is modified so as to become equal to the maximum cross-section
among the upper columns. For example, if the bottom column’s cross-section is
Ji = 550 and the cross-section of the upper columns in the same axis is Ji = 700
or Ji = 750, the bottom column’s cross-section is modified to Ji = 750. The
initial variables are all set to be xj , i = 0.5 (i ∈ {1, · · · , nm}) for all the particles
j ∈ {1, · · · , np}. The initial velocity of each variable is provided from a uniform
distribution of [−0.05, 0.05].

The cost function to be minimized by the PSO algorithm is defined as

F (J) = Vs(J) + b1C1(J) + b2C2(J) + b3C3(J) (5.17a)

C1(J) = max

{
max

i∈{1,··· ,nm}
(σ̃i − 1) , 0

}
(5.17b)

C2(J) = max

{
max

i∈{1,··· ,nm}

(
d̃i − 1

)
, 0

}
(5.17c)

C3(J) = max

{
max
k∈Ωβ}

(1.5− βk) , 0
}

(5.17d)

where b1, b2 and b3 are the penalty coefficients for the stress, displacement
and COF constraints, respectively. b1, b2 and b3 are set to be 1000 in this
study. This algorithm is terminated if the least cost function value F (xb) is
not updated for nt = 10 consecutive cycles. To consider the variation of the
solutions due to randomness, the PSO algorithm is executed 10 times, and their
median value is extracted.
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Table 5.6: PSO method used in this study

input: F : cost function, xj : initial solution of particle j, vj : initial
velocity of particle j, xU: upper bounds, xL: lower bounds,
vU(= 0.1) maximum velocity, np(= 50): number of particles,
nt(= 10): stopping criterion, ξ(= 0.7): momentum factor,
c1(= 2.0): social coefficient, c2(= 2.0): cognitive coefficient

output: xb: best solution
xb ←− x1
for j ← 1 to np do

xpb,j ←− xj

if F (xj) < F (xb) then
xb ←− xj

while I ≤ nt do
I ← I + 1
for j ← 1 to np do

xj ←− xj + vj

foreach xj,i ∈ xj do
if xj,i < xLi then

xj,i ←− xLi
if xj,i > xUi then

xj,i ←− xUi

if F (xj) < F (xb) then
xb ←− xj

I ← 0

if F (xj) < F (xpb,j) then
xpb,j ←− xj

for j ← 1 to np do
vj ←− ξvj + c1(xb − xj) + c2(xpb,j − xj)
foreach vj,i ∈ vj do

if vj,i < −vU then
vj,i ←− −vU

if vj,i > vU then
vj,i ←− vU

return xb
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The comparative result is described in Table 5.7, in which the elapsed CPU
time tc using Intel(R) Core(TM) i7-8850H CPU @ 2.60GHz and the total struc-
tural volume Vs are summarized. Note that the CPU time tc[s] for RL+GE
includes initializing the frame model, importing the trained RL agent, and sim-
ulating the design changes of the members until the terminal state. Owing to
the penalty terms, the resulting solutions obtained by the PSO algorithm are
all feasible that satisfies all the constraints on stress, displacement, and COF.
The elapsed CPU time tc of PSO is the average of 10 optimizations. For 3-span,
5-story frame and 4-span, 6-story frame examples, it is noteworthy that the
computational cost of RL+GE is lower than PSO, while the proposed RL+GE
method achieves the solution comparable to the solution obtained by PSO with
np = 50 particles in terms of the total structural volume Vs. Although the
computational cost of RL+GE is also low in the 5-span, 3-story example, the
total structural volume is larger than the median solution obtained by PSO.
From this comparison result, it was found that there is still room for further
improvement in the accuracy of the training RL agent.

Table 5.7: Comparison between proposed method (RL+GE) and PSO in view
of total structural volume Vs[m

3] and CPU time for one optimization tc[s]

problem nm
RL+GE RL+GE

PSO
Agent(−) Agent(+)

8124
4
4
4
4

8

35
{tc = 2.6 tc = 2.3 tc = 6.2

Vs= 6.778 Vs= 6.418 Vs= 6.642

1284
4
4

8 8 8
33

{tc = 1.7 tc = 2.4 tc = 8.0

Vs= 7.995 Vs= 8.207 Vs= 6.220

810 104
4
4
4
4
4

8

54
{tc = 3.9 tc = 6.0 tc = 18.3

Vs= 12.940 Vs= 13.554 Vs= 12.999

5.5 Conclusion

In this chapter, the proposed RL method has been demonstrated through the
cross-section optimization of steel frames under constraints on stress, displace-
ment, and COF, where the cross-section of each member is selected from a set
of standard dimensions. The agent learns sequences of design changes of the
member cross-section of the 3-span, 5-story frame through a number of simu-
lations in which the spans between the columns and the floor heights vary for
each episode.

Two RL agents are trained separately depending on the task. One agent is
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trained to reduce the size of members from the maximum cross-section and the
other is trained to increase the size of members from the minimum cross-section.
The training is implemented for different learning rates α and reward functions
r. The trained RL agents that recorded a higher cumulative reward are capable
of changing the cross-sections so as to achieve a minimum-volume design while
satisfying the stress, displacement, and COF constraints. The trained RL agents
are also applied to 5-span, 3-story and 4-span, 6-story steel frames without re-
training and are found to design the cross-sections in a well-balanced manner.
The trained RL agent is further compared with PSO in accuracy and efficiency.
The obtained feasible design through the trained agent is comparable to the
design obtained by the PSO algorithm in the total structural volume, and the
computational cost of using the agent is much lower than implementing the PSO
algorithm.
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Chapter 6

Conclusion

6.1 Summary

This study addresses a combined method of GE and RL for the optimal de-
sign of skeletal structures. Although it requires a high computational cost for
the training, the trained agent is capable of finding sub-optimal solutions for
a skeletal structure with different geometry, topology, and support and loading
conditions without re-training. Moreover, the computational cost of using the
trained agent is much lower than using metaheuristic methods to obtain an opti-
mal solution. The agent trained by the proposed method exhibited satisfactory
performance for simplified structural design problems that requires complex de-
cision making. The background of this study is explained in Chapter 1 as an
introduction. The results obtained in Chapters 2-5 are summarized below.

Chapter 2 introduces previous researches on RL, which is the basis of the
proposed method. First, the outline of ML methods and the characteristics of
RL are explained. Next, the definition and the components of an MDP, which
is a decision-making process targeted by RL, are described. The value functions
and policies which are important concepts in RL are further introduced. The
recent RL methods are based on TD learning. In order to show the importance
of TD learning, the DP method and the MC method, which are the basis of TD
learning, were explained, and their advantages and disadvantages were summa-
rized. Two representative RL methods SARSA and Q-Learning applying the
concept of TD learning are also explained. When using tabular representations,
it is difficult to calculate and store the state and action values for all possible
combinations of states and actions, which is called the curse of dimensionality.
To deal with this problem, a function approximation method using an NN is
introduced to reduce the size of the training parameters. Finally, a DQN was
introduced as an example of combining the NN and RL.

In Chapter 3, The general procedure for converting a structural optimization
problem into an RL task was first explained. Since the RL task is formulated as
an MDP, the method of defining its components (states, actions, and rewards)
are described. In particular, the state is represented by member features ex-
pressed as vectors, which are computed from node and member inputs through
GE. Here, skeletal structures are regarded as graphs and numerical data about
neighbor nodes and members are aggregated to each member. The detail of the
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GE formulation for each member was first explained, and another GE formula-
tion that simultaneously computes all the member features using a connectivity
matrix was explained next. Although the operations of the above two formu-
lations yield the same result, the latter is much more computationally efficient
than the former, owing to efficient matrix multiplication algorithms. Using the
extracted member features, the action value to change the design of each mem-
ber is computed. In the same manner as the member feature extraction, the
equation to compute the action values was re-formulated using matrix opera-
tions. A simple example with a 5-bar truss was presented to make the above
procedure easier to understand. The loss function to train the RL agent for
more accurate estimation of action values is defined, and the overall training
workflow for minimization of the loss was finally described. The definition of an
MDP depends on the structural optimization problem to be solved, and thus
cannot be fully generalized. In this study, the definition of an MDP is demon-
strated through two examples and the proposed method is applied to them to
confirm the validity of the MDP settings and the proposed method.

In Chapter 4, the proposed method was applied to topology optimization
of planar trusses for volume minimization under stress and displacement con-
straints. Note that the proposed method belongs to a binary type approach
where the cross-sectional area of each member either keeps its initial value or
obtains a very small value. A variety of load and support conditions were pro-
vided for an initial GS, and the removal of unnecessary members and the update
of the trainable parameters were implemented simultaneously. It was shown
that the trained agent is not only capable of obtaining sub-optimal solutions
at a low computational cost, but also reusable to other trusses with different
geometry, topology, and boundary conditions at a low computational cost. The
effects of hyper-parameters such as the learning rate, the size of feature vectors,
and the discount rate on training results were also discussed. Furthermore, the
action values of removing each member estimated by the trained agent were
quantitatively evaluated to confirm that the trained agent correctly evaluates
the structural importance of each member. In addition, the trained agent is
utilized for generating initial topology for simultaneously optimizing topology
and geometry using FDM. By introducing FDM, the nodal coordinates of the
equilibrium shape can be obtained as a function of force densities only. The
optimization problem to minimize the compliance subject to a total structural
volume constraint is also formulated using functions of force densities only. The
agent is utilized to reduce the number of design variables by removing un-
necessary members before the optimization. This way, a more sparse optimal
topology can be obtained at a lower computational cost.

In Chapter 5, the proposed method was applied to another optimization
problem: discrete cross-section optimization of planar steel frames. The cross-
sections of the steel frames are designed from a prescribed set of standard dimen-
sions so as to minimize the total structural volume while satisfying constraints
on stress, displacement, and column-to-beam over-strength factor. For such a
difficult problem, the trained agent is capable of finding good solutions compa-
rable to those obtained by metaheuristics. As well as in the previous chapter,
the trained agent can be used for frames with different nodes and members at a
low computational cost, and it was confirmed that the agent acquired a versatile
policy to change the member cross-sections even if the numbers of layers and
spans are changed.
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6.2 Future outlook

The agent trained with the proposed method is expected to become a supporting
tool that instantly feedbacks a sub-optimal structural design. Unlike supervised
learning, the trained model learns the sequence towards a desirable state instead
of the desirable state only. Therefore, any step of the sequence towards the
sub-optimal design can be queried by structural designers, which improves the
degree of freedom and flexibility in the interactive design between the RL agent
and the designers. This improvement is also expected to enhance our design
exploration towards better structural designs.

Although the trained RL model in this study can be applied to more various
skeletal structures compared with previous studies, there are still some cases
that the trained agent may not apply due to the change of the size of trainable
parameters; for example,

· when the objective or the constraints of structural design changes
· when the structural type changes; for example, from a truss to a frame
· when the dimension of the structural model changes between 2D and 3D

For such cases, it is necessary to set up a new agent and train it from the
beginning. Although it might also be difficult to apply the trained agent if
the scale of the target structure is significantly different from that during the
training, it is possible to re-train the agent inheriting the parameters as the
initial values. Furthermore, in order to take the advantage of the trained agent
at the maximum, it is also necessary to design a graphical user interface (GUI)
for the users to utilize the agent.

The architecture, engineering, and construction (AEC) industry has drasti-
cally changed along with the advent of digital technology. In the 1990s, soft-
ware such as AutoCAD [149] has realized the concept of computer-aided design
(CAD), which has reduced development costs and shortened design cycles of the
buildings by smoothing and visualizing design inputs, analysis processes, and
feedback from the computer. The success of the CAD is succeeded by a building
information modeling (BIM) in the 2000s. BIM software such as Revit [150] has
facilitated exchanges and inter-operations of building information like materials
and dimensions by centralizing it into a 3D model-based common framework.
As a result, the processes of planning, design, construction and management of
buildings by AEC experts in multiple disciplines have become more efficient.
The recent trend of parametric and generative design using Grasshopper [151]
or Dynamo [152] saw another phase of digitalization in the AEC industry.

ML is widely recognized as a breakthrough of current problems in AI and
is also expected as an extension of the AEC digitalization described above.
However, there are still excessive expectations for current AI technologies. Frey
and Osborne [153] quantified the effect of the recent technological progress on
the future of employment and reported that the role of drafting for architectural
and civil drawings will be computationalized with the probability of 52% and
that of construction and related works with the probability of 71%. The problem
is that such shocking numbers come first, and it is not fully understood how the
working style of engineers will change due to the current AI technologies.

It must not be ignored that designers have flexibly adapted to the progress
of technology and have increased their literacy for new technologies. Nowa-
days, most architectural designers have become familiar with CAD and BIM
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software and know its technological aspects to some extent. In order to benefit
from recent AI technologies, it is of great significance at first to know what
the currently proposed ML methods can and cannot do in the AEC industry.
The author hopes that this doctoral thesis will help all the people involved in
architectures to gain an understanding and a perspective towards better collab-
oration between structural design and AI.
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Appendix A

GPU implementation for
accelerating the training

The core operation of the learning process by the proposed method is large-scale
matrix multiplication, which requires a high computational cost. Therefore,
how to improve the efficiency of large-scale matrix operations greatly affects
the learning efficiency. This appendix discusses in detail the techniques used in
Chapter 5 to improve the efficiency of matrix operations with the GPU from
both hardware and software perspectives.

A central processing unit (CPU) is a part of electronic circuits in a computer
to execute a sequence of instructions called program. The CPU is responsible
for the entire calculation process of the computer, and exhibits excellent perfor-
mance in sequentially processing complex tasks.

On the other hand, a graphics processing unit (GPU) is originally designed
for rapid manipulation of graphics and their outputs onto a display device. The
GPUs are roughly divided into those built into the CPU called Integrated GPU
(IGPU) and those having their own source of random access memory (RAM)
independent from the CPU called dedicated (or discrete) GPU. Although IGPUs
are usually cheaper and uses less power compared with dedicated GPUs, Since
only a small percentage of memory can be assigned for image processing tasks,
the performance of IGPUs is limited for intensive tasks. On the other hand,
dedicated GPUs can allocate intensive tasks to their own memory and thus
superior to IGPUs in terms of performance. GPUs generally have a much larger
number of cores than CPUs. While each core of the GPU is operated at lower
frequencies compared with the CPU, the GPU cores work in parallel to handle
large-scale data more quickly.

Although GPUs typically handle computations for graphics, there is an in-
creasing number of applications of general-purpose computing on graphics pro-
cessing units (GPGPU), in which the computation traditionally handled by a
CPU is performed by a GPU. The GPGPU is possible to allocate the calculation
processing to the processors utilizing each ability so that a GPU is in charge of
the calculation process with a large computational load and a CPU is in charge
of other sequential processing.

The utilization of GPGPU requires an application programming interface
(API) that allows software developers to build their own algorithms and pass
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intensive kernels to the GPU. Nvidia corporation developed the compute unified
device architecture (CUDA) that is a parallel computing platform and an API
for GPGPU. By using CUDA, instructions of high-speed arithmetic processing
using GPU can be easily written using general-purpose programming languages
such as C, C++, and Fortran without requiring programming knowledge about
graphics programming.

For numerical computing over multi-dimensional arrays and matrices, NumPy
[154] is the most prevalent library for the Python programming language. CuPy
[155] is an open-source library for accelerated computing with NVIDIA GPUs
and CUDA platform. CuPy was born as a back-end of Chainer [156, 157, 158],
which is an open-source framework for training NNs using back-propagation
methods. CuPy became separated from Chainer as an independent library
in 2017. CuPy automatically wraps and compiles the code to make CUDA
kernels, using C++ codes. As shown in Codes A.1 and A.2, CuPy’s syn-
tax is highly compatible with NumPy; both operations yield the same result
Y =WX ={10, 10, 10}. The array is transferred from a GPU to a CPU in the
second last line of Code A.2, and the transferred array is re-transferred from
the CPU to the GPU in the last line of Code A.2.

Listing A.1: matrix operation using NumPy

1 import numpy as np
2

3 X_cpu = np.ones ((10,))
4 W_cpu = np.ones ((10 ,3))
5 Y_cpu = np.dot(X_cpu , W_cpu)

Listing A.2: matrix operation using CuPy

1 import cupy as cp
2

3 X_gpu = cp.ones ((10,))
4 W_gpu = cp.ones ((10 ,3))
5 Y_gpu = cp.dot(X_gpu , W_gpu)
6

7 Y_cpu = cp.asarray(Y_gpu)
8 Y_gpu2 = cp.asnumpy(Y_cpu)

In the example of truss topology optimization in Chapter 4, the training is
performed by a CPU only using NumPy and Chainer. In the example of frame
cross-section optimization in Chapter 5, the training was accelerated by using
CuPy and Chainer for weighting input values by trainable parameters Θ and
tuning trainable parameters using the RMSProp. Note that NumPy instead of
CuPy is used to weight the input values by trainable parameters Θ after the
training so that the trained agent becomes available on a PC that does not have
a dedicated GPU or does not install CUDA.
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shell panels for bézier surfaces. In IASS symposium 2018, Boston, USA.
Internatinal Assosication of Shell and Spatial Structures, Jul 2018

Other oral presentations

1. Hitoro Ota, Takuya Ito, and Kazuki Hayashi. Study on communication
environment to visualize and share jury’s own ”design evaluation” - Design
review system with AHP application. In Summaries of technical papers
of annual meeting (education), number 50476. Architectural Institute of
Japan, Jul 2020. (in Japanese)

2. Hiroto Ota and Kazuki Hayashi. Development of an application to visu-
alize and share user’s own design review expressed as AHP - A report of
experiment in the review-event“Diploma x Kyoto”. In Summaries of pre-
sentations of Design symposium, pages 143–148, Nov 2019. (in Japanese)

3. Kazuki Hayashi and Makoto Ohsaki. Regularization of edge length of tri-
angular panels for latticed shells with free-form surfaces. In Summaries of
technical reports of annual meeting (Structure), number 58, pages 293–296.
Architectural Institute of Japan Kinki Branch, Jun 2018. (in Japanese)

153



4. Kazuki Hayashi and Hiroto Ota. A study on critique of architectural and
urban design by the method of using ahp. In Summaries of technical papers
of annual meeting (architectural planning), number 5448, pages 895–896.
Architectural Institute of Japan, Sep 2015. (in Japanese)

154



Acknowledgement

This research was kindly sponsored by Grant-in-Aid for JSPS Research Fellow
No.JP18J21456, JSPS Overseas Challenge Program for Young Researchers, and
JSPS KAKENHI No.JP18K18898.

I would like to express my heartfelt gratitude to my supervisor, Professor
Makoto Ohsaki, whose expertise in structural optimization has been invaluable
in formulating the research questions and methodology. Not only did he teach
me countless lessons about how to work in the academic world, but he always
understood what I wanted to do and believed in my decision.

I would like to acknowledge the vice-chairs in my dissertation committee,
Professor Izuru Takewaki, and Associate Professor Masahiro Kurata. Their ex-
pertise, guidance, and encouragement have been crucial for the work of this
thesis. I also thank Professor Kei Senda, an expert on reinforcement learning,
for his valuable comments on applying structural design problems to reinforce-
ment learning. I would like to thank Professor Yoshikazu Araki and Associate
Professor Jingyao Zhang, for their insightful feedback in the meetings that have
brought my work to a higher level. I give sincere thanks to Dr. Toshiaki Kimura
for his many forms of support in my research life. He taught me a great deal
about what a structural engineer should be. I would also like to express my grat-
itude to the laboratory members for their assistance at every research phase.
I am very thankful to Safumi Saiki for her administrative assistance that has
accelerated my efforts over the years.

My research has also been greatly improved thanks to the stimuli from my
experience at the Massachusetts Institute of Technology (MIT) in the United
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