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Analyzing Uncertainty in Probable Maximum Precipitation 

Estimation using the Moisture Maximization Method 

Abstract 

 

 

by YOUNGKYU KIM 

 

 

 

Large-scale hydraulic structures, such as dams, levees, and nuclear plants, are designed 

based on the probable maximum precipitation (PMP) to safely prevent failure due to inundation 

and overtopping in extreme flooding events. PMP is one of the most important key indices in 

hydrological design, and it should be estimated without the risk of overestimation or 

underestimation. However, observed extreme rainfall is insufficient to evaluate the estimated PMP 

in most regions, and there are no conclusive criteria to evaluate the possibility of PMP over- or 

underestimation.  

This study aims to analyze the uncertainty of the PMP estimation approach using a 

moisture-maximization method. This method enables the estimation of precipitable water (PW) 

based on a surface dew point (SDP) under a pseudo-adiabatic assumption. However, the deviation 

of the PW estimated using the SDP from the actual observed PW in upper-air data (UAD) mostly 

leads to an inaccurate PMP estimation. This is because it is difficult to estimate the actual 

atmospheric moisture content in an air column using the SDP alone. 

In this study, PMP variables estimated using the SDP (SDP-based estimation approach) 

are compared with those estimated using the actual PW obtained in UAD (UAD-based estimation 

approach), at 30 points across Japan. Here, PMP variables are event PW, maximum PW, and 

moisture maximizing ratio (MMR). The study employed and verified the reanalysis data from 

“Japanese 55-year Reanalysis” (JRA-55) to consider sufficient atmospheric data, spanning a long-
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term period. In the verification of the JRA-55 data, it showed good reliability for the observed 

SDPs and actual PW values at 10 points across Japan.  

The deviation between the SDP- and UAD-based PMP variables was subsequently 

analyzed using the JRA-55 data. To quantify the deviation, the errors of the PMP variables 

estimated using the SDP approach to those of the UAD approach were determined. The event PWs 

estimated using the SDP approach were overestimated than those obtained using the UAD 

approach in the northern areas of Japan. MMRs of the SDP approach were also underestimated 

than those of the UAD approach, particularly in the area of Japan with a relatively low SDP. 

Further, the deviation of MMRs between the two approaches was related to that of event PWs. 

Consequently, the event PW was considered as the largest source of error in the PMP estimation, 

and the error magnitude was highly correlated with the SDP as the area with low SDPs showed a 

high deviation between the two approaches. 

To identify the cause of the deviation between PMP variables estimated using the two 

approaches, the vertical profiles of the atmospheric variables (dew point, mixing ratio, and PW) 

observed through a radiosonde in the air column were analyzed against those estimated through 

the SDP and the pseudo-adiabatic assumption. In the southern areas of Japan with high SDPs, the 

dew points, mixing ratios, and PW profiles estimated using the pseudo-adiabatic assumption 

showed the low deviations compared to actually observed profiles in the air column. 

In contrast, in the northern areas of Japan with low relatively SDPs, the dew points, mixing 

ratios, and PW profiles estimated through the assumption showed the high deviations compared to 

the profiles observed through the radiosonde in the air column. This implies that the SDP approach 

under the pseudo-adiabatic assumption may not reflect the actual atmospheric conditions in the 

upper-air at a location with low SDPs. In addition, the high deviation between the observed and 

estimated profiles was related to low SDPs. Hence, the SDP approach using the pseudo-adiabatic 

assumption can make it difficult to estimate a reasonable amount of PW for heavy rainfalls with 

low SDPs. To reduce the deviation when using the pseudo-adiabatic assumption, a PMP estimation 

based on the moisture‐maximization method should be carefully considered in regions and events 

with relatively low SDPs (e.g., lower than 18 °C). 

Furthermore, the estimated PMPs were evaluated with extreme-scale reference 

precipitation determined using the large ensemble climate-simulation data (d4PDF) to check the 
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possibility of the over- and underestimation of PMP. This reference value corresponds to a 3,000-

year return period. The d4PDF allowed the evaluation of the PMP under sufficient extreme events. 

By using the d4PDF database, the reference precipitation can be estimated empirically without 

statistical models or methods. 

The UAD-based estimation showed a reasonable PMP with a low deviation from the 

reference precipitation in most target areas, whereas the SDP-based estimation showed 

overestimated PMP with the reference precipitation in areas with low SDPs. This implies that the 

UAD approach can reasonably estimate PMP, unlike the SDP approach. However, it is difficult to 

use the UAD approach in practice because it is difficult to construct the actual observed PW from 

the UAD such as the radiosonde. Meanwhile, the SDP approach is relatively easy to use in practice 

because the SDP data is well established even in areas where the radiosonde is not installed. 

Therefore, there is a need for an alternative approach that can help estimate the PMP using the 

SDP approach reasonably, even in northern areas with relatively low SDPs.  

To control the PMP overestimation in the SDP-based approach, the upper bound of the 

MMR in the SDP-based approach was limited to 2.0 in this study. Consequently, by limiting the 

upper bound of MMR, the SDP approach could reduce the deviation between the PMPs and 

reference values in areas with low SDPs and the possibility of PMP overestimation. This study 

indicates that it would be possible to estimate a reasonable PMP using the SDP approach by 

limiting the upper bound of MMR for each area instead of using the UAD approach, which is 

difficult to utilize in practice. 

For a deeper understanding of the topic, this study evaluated the PW used to estimate PMP 

as a key meteorological factor in the moisture-maximization method and determined the most 

dominant meteorological factors for extreme precipitation events. This analysis allows the re-

evaluation of the use of SDP and PW in the moisture-maximization method. This study analyzed 

historical heavy rainfall events and their corresponding meteorological factors. The factors 

considered in this study are PW, SDP, temperature, relative humidity (RH), convective available 

potential energy (CAPE), and vertical wind velocity (VVEL) in eight regions in Japan.  

To collect sufficient data, the JRA-55 was utilized, and the relationship between historical 

rainfall events and selected factors was analyzed via the cumulative density function (CDF) 

exceeding 0.95. In southern Japan, VVEL and PW were highly correlated factors for historical 
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events. In northern Japan, PW was the most strongly correlated factor to historical rainfall events. 

As the magnitude of rainfall increased, the extreme ratio of VVEL was highly estimated. 

Consequently, VVEL showed a high correlation with the stronger magnitude of rainfall events. 

This study also established that PW is a key factor in estimating reasonable extreme precipitation 

in the moisture-maximization method and the dominant factor in the historical rainfall events to 

support the physical basis of the numerical approach. 

In this study, the uncertainty in PMP estimation using the moisture-maximization method 

was evaluated through various analyses. The main findings of this study are as follows. (1) The 

PMP estimated using the SDP approach shows a high deviation compared to that estimated using 

the UAD approach, especially in the northern area of Japan with a relatively low SDP. (2) The 

SDP and pseudo-adiabatic assumption may not reflect the actual atmospheric conditions in the 

upper air at a location with low SDPs, and the deviation between the observed and estimated 

profiles is highly related to the magnitude of the SDP. (3) In Japan, a high deviation occurs at the 

SDP below 18 °C. Furthermore, if the pseudo-adiabatic process is applied within the range of 

SDPs from 18 to 23 °C, a PMP with a significantly low deviation can be estimated. (4) The UAD 

approach can reasonably estimate the PMP compared to the reference value in most Japanese areas, 

and the SDP approach overestimates the PMP compared to the reference value in the areas with 

low SDPs. (5) However, if the upper bound of the MMR is limited to a specific value, the SDP 

approach may be able to estimate the PMP reasonably even in the northern area of Japan with low 

SDPs. The SDP approach with limiting the MMR can be utilized in the PMP estimation instead of 

the UAD approach. (6) The PW was highly correlated with historical rainfall events. 
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Chapter 1 

 

Introduction 

 
Numerous water-related infrastructures have been constructed to facilitate irrigation, 

hydropower generation, transportation, and municipal-water usage. Owing to impact on the 

climate change, extreme precipitation events are projected to be more frequent and intense, 

exceeding known historical records (Allan and Soden, 2008; Kunkel et al., 2013a; Trenberth et al., 

2003). These extreme events can be devastating, for instance, by triggering natural hazards, such 

as floods, landslides, and debris flows, and causing significant human and economic losses 

(Easterling et al., 2000). 

Large-scale hydraulic structures, such as dams, levees, and nuclear plants, are designed 

based on the probable maximum precipitation (PMP) to safely prevent their failure from 

inundation and overtopping in the case of extreme flooding events. The PMP can also be used to 

assess the risk of flooding to critical infrastructure (Hufman et al., 2014). PMP is defined as the 

greatest theoretical depth of precipitation for a given duration in a particular geographical location 

at a specific time of the year (World Meteorological Organization [WMO], 1986, 2009). PMP is 

also a variable that should neither be underestimated, to ensure the security of people living near 

large-scale hydraulic structures, nor be overestimated, which could result in overdesign and a 

waste of economic resources (Rousseau et al., 2014). 
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1.1 Background 

 

WMO proposed several methods for PMP estimation: statistical, transposition, and 

moisture-maximization methods (Hershfield, 1965; Rakhecha and Kennedy, 1985; Rakhecha and 

Singh, 2009; WMO, 1986; WMO, 2009). The moisture-maximization method is the most popular 

PMP estimation method and has been adopted by various government agencies for practical 

purposes (Rouhani and Leconte, 2016). The moisture-maximization method focuses on specific 

observed extreme storm events and maximizes the atmospheric moisture conditions of the 

observed event to extreme historical climatic conditions. In this method, severe rainfall events are 

adjusted to represent the most extreme atmospheric moisture conditions, which are expressed using 

atmospheric variables to estimate the PMP. Here, precipitable water (PW) is used to express 

atmospheric moisture availability; however, it is difficult to collect actual PW values obtained 

from upper-air data (UAD) over a long period. Surface dew point (SDP) information is used as a 

proxy to estimate the PW via the pseudo-adiabatic process and assumption. In this process, water 

vapor in the atmosphere is removed as precipitation as soon as it condenses. Each PW value for 

each SDP is indirectly estimated and available in various tables and graphs expressed by WMO 

(2009). 

The use of SDP under the pseudo-adiabatic assumption for estimating PMP was proposed 

in the 1940s (U.S. Weather Bureau [USWB], 1941) and later evaluated using the surface and 

upper-air observations of 21 storms that occurred between 1939 and 1952 in California (USWB, 

1954, 1960). The pseudo-adiabatic assumption was also evaluated using actual PW observations 

of the Hawaiian Islands (USWB, 1963). In these studies, PW was slightly overestimated by the 

SDP based on the research parameters; however, an insignificant difference was observed between 

the actual and estimated PW values. The results of this deviation were relatively practical for the 

high SDP and heavy rainfall cases. Therefore, researchers concluded that the use of the pseudo-

adiabatic assumption would be practical in heavy rainfall situations and areas with high surface 

and atmospheric moisture (USWB, 1954, 1960, 1963). This history indicates that the PW could be 

satisfactorily estimated using SDPs (USWB, 1954, 1960, 1963). 

However, despite the benefits of using the SDP for PMP estimation, USWB (1947) noted 

that it would be difficult to estimate the PW value using SDP, owing to the fluctuations of 

atmospheric variables that depend on the geographical regions and seasons (Reber and Swope 
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1972; Robinson 2000; Viswanadham 1981). In addition, Fletcher (1951) pointed out that 

deviations might even occur during heavy rainfall events, especially in cases where the atmosphere 

is in a convectively unstable condition. Chen and Bradley (2006) closely re-evaluated the 

assumption for PMP estimation according to the radiosonde data obtained in the central U.S. 

region. They collected information on 57 storm events that occurred in the central U.S. and 

evaluated the assumption by unifying the extensive study areas. The results indicated that the 

assumption systematically overestimated the PW for heavy rainfall events and climatological 

maximum moisture conditions.  

The issues regarding the deviation between the actual and SDP-estimated PW values are 

still noteworthy. Many studies have reported that the SDP-based approach overestimates the PMP 

more than the UAD-based approach, and it is less accurate than the UAD-based approach (Chen 

& Bradley, 2006; Kim et al., 2019; Micovic et al., 2015; Rouhani & Leconte, 2020). According to 

Micovic et al. (2015), although SDPs can be used to estimate the PMP, they are less accurate than 

the actual PW owing to the pseudo-adiabatic assumption. Their study showed that the SDP 

approach overestimated the PMP variables compared to the UAD approach using the actual PWs. 

Recently, Rouhani and Leconte (2020) analyzed these deviations using the PW and SDP data 

obtained from climate simulation model outputs. They concluded that the actual PW is more 

physically-based than the SDP-estimated PW in the estimation of PMP.  

In addition, Kim et al. (2020) noticed that the SDP approach is highly likely to overestimate 

PMP in regions with low SDPs. They showed clear deviations between the SDP and UAD-based 

estimations by comparing the vertical profiles of atmospheric variables (dew point, mixing ratio, 

and PW) observed from the radiosonde. In an attempt to obtain a more accurate PW value, 

researchers have proposed an empirical method, for instance, the use of regression equations to 

determine the relationship between the PW and surface humidity (e.g., Choudhury, 1996; Reber 

and Swope, 1972; Reitan, 1963; Sinha and Sinha, 1981; Wahab and Sharif, 1995; Chen and 

Bradley, 2006). However, it is difficult to represent the PW using only surface humidity and to 

provide an adequate physical explanation for the empirical method (Tuller, 1977). Consequently, 

despite the benefits of using SDP for PMP estimation, the use of an SDP-based PWs may lead to 

uncertainty in the PMP estimation using the moisture-maximization method.  

The SDP-based PMP estimations may require an ‘evaluation’ to provide a reasonable 

design rainfall value for large-scale hydraulic structures. However, it is difficult to accurately 
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evaluate the reasonability of the estimated PMP. The reason is that first, there is an insufficient 

number of extreme rain events for analyzing the reasonability of the SDP-based approach in PMP 

estimation. The U.S. Weather Bureau (1954, 1960, 1963) recommends applying the SDP approach 

under conditions of extreme rain events and high moisture cases; extreme rain events should be 

sufficient to analyze the reasonability of PW and PMP estimated using the SDP approach because 

the approach shows a different tendency compared to the UAD approach in PW and PMP 

estimations based on the number of extreme events (Micovic et al., 2015). Further, Papalexiou and 

Koutsoyiannis (2006) reported that the SDP-based PMP estimation is sensitive to available data 

because missing one or two events can change PMPs by at least 20% in the moisture-maximization 

method. Further, with sufficient rainfall events, PWs estimated using the SDP should be compared 

with a sufficient number of actual PWs obtained in the UAD. This is to sufficiently evaluate the 

deviation of the SDP-based approach from the UAD-based approach; however, historically 

observed PW in the UAD continues to remain scarce, and the time series are too short to compare 

in many regions.  

Further, conclusive criteria to assess the over- and underestimation possibilities of PMPs 

estimated using the SDP and UAD approaches are lacking. Moreover, it is difficult to present the 

reference precipitation that can be used to evaluate the PMP that corresponds to the range from 

10–3 to 10–10 in terms of the frequency of probable rainfall which is a very long return period 

(Schaefer, 1994; Schaefer & Barker, 2005; Roussean et al., 2014). Although the precipitation value 

with a relatively long return period can be presented using historical observed data and frequency 

analysis, it is unsuitable and highly uncertain because of the very short observed data period 

compared to the long return period of the PMP (Alaya et al., 2018; Klemes 1986, 1987, 2000). 

Therefore, to evaluate the reasonability of PMPs estimated using the moisture-maximization 

method accurately, the evaluation should be conducted under sufficient extreme rainfall events, 

actual PWs in the UAD, and SDPs. In addition, a reasonable extreme-scale reference value is 

required to evaluate the possibility of PMP over- and underestimation. The uncertainty evaluation 

of the moisture-maximization method and the pseudo-adiabatic assumption for the PMP estimation 

is the main subject to be discussed in this study. 
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1.2 Objectives of the Study 

 

This study aimed to analyze the uncertainty in PMP estimation using the moisture-

maximization method. The SDP-based PMP estimation approach is evaluated by analyzing the 

deviation of each PMP variable estimated using the SDP approach (PMP estimation using PW 

derived from the SDP approach and pseudo-adiabatic assumption) and UAD approach (PMP 

estimation using actual PWs obtained from the UAD), as well as atmospheric moisture profiles in 

the air column. Further, this study evaluates the possibility of PMP over- and underestimation for 

the two approaches with extreme-scale reference precipitation by using large ensemble climate 

simulation outputs. In addition, the dominant meteorological factor for the historical extreme 

rainfall events is identified in this study. 

Most previous studies have been focused on the U.S., and evaluations of the deviation 

between the two approaches have rarely been conducted elsewhere. This study was conducted in 

Japan, considering its variable climatic and atmospheric conditions. The PMP is a very important 

value that has been utilized as a design variable in the construction of dams in Japan and Korea. 

Japan can be used to analyze various local climatic characteristics, as it is surrounded by sea and 

has widely established topographic characteristics from northern to south latitudes; additionally, 

storm events are frequent in most areas. Specifically, the detailed objectives of this study are as 

follows: 

To compare the SDP-based PMP variables estimated using the pseudo-adiabatic 

assumption with the UAD-based PMP variables estimated using the actual PWs by utilizing the 

reanalysis data. 

To analyze the deviation between the atmospheric variables using the SDP and UAD 

approaches by using the actual atmospheric profiles observed from the radiosonde in the air 

column. 

To evaluate the possibility of the PMP over- and underestimation for the SDP and UAD 

approaches with extreme-scale reference precipitation obtained using the d4PDF data. 

To determine the most dominant factors for estimating reasonable PMP by analyzing the 

relationship between the historical events and meteorological factors used in PMP estimation. 
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1.3 Outline of Thesis 

 

Figure 1-1 shows the roadmap of this thesis. The rectangles represent the title and objective 

of each chapter and the arrow represent the relation between the chapters.  

This thesis mainly consists of three parts that discuss PMP estimation using the moisture-

maximization method. The first part focuses on analyzing the deviation of each PMP variable 

between the SDP and UAD approaches (Chapters 3 and 4). The second part focuses on evaluating 

the PMP estimated using the moisture-maximization method with reference precipitation (Chapter 

5). The third part focuses on determining the dominant meteorological factor to reasonably 

estimate PMP (Chapter 6). 

In Chapter 2, the representative PMP estimation methods and the pseudo-adiabatic process 

are explained. Methods that have been widely used in the past are mainly explained, and the 

advantages and disadvantages of each method are discussed. A literature review was also 

conducted on previous studies related to each method. In addition, the most important pseudo-

adiabatic process in the moisture-maximization method is elucidated in detail. An explanation of 

the PW estimation in the air column by using the SDP is provided, along with the uncertainty 

implication of the PWs calculated using the SDP in the PMP estimation. Several uncertainties for 

the use of the SDP and pseudo-adiabatic processes in the PMP estimation are also elucidated in 

detail. 

The deviation in the PMP estimation using SDP under the pseudo-adiabatic process with 

the PMP estimation using the actual PW is analyzed in Chapter 3. Here, the deviation estimation 

is conducted for the PMP variables (event PW, maximum PW, and MMR) at 30 points in Japan. 

This chapter employs and verifies the reanalysis data obtained from “Japanese 55-year Reanalysis” 

(JRA-55) to consider abundant atmospheric data spanning a long-term period. After identifying 

the availability of JRA-55, to quantify the deviation, the errors between the PMP variables 

determined using the SDP and actual PW extracted from the JRA-55 were estimated according to 

each area. All of these results were divided by the values from their respective regional points to 

analyze the relationship between the deviation and regional characteristics. This analysis allows 

the analysis of the characteristics of deviation in each area of Japan. 
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In Chapter 4, the cause of the deviation between the PMP variables estimated using the two 

approaches, identified in Chapter 3, is analyzed in depth by using the actual observed atmospheric 

conditions. Further, the relationship between the SDP and actual PW values is analyzed to identify 

the cause of the deviation. The previous chapter focused on the effect of the deviation on the result 

of the PMP estimation, whereas Chapter 4 is systematically organized to determine the effect of 

the pseudo-adiabatic assumption on the deviation of the actual profiles in the air column and upper 

air. This chapter analyzes and compares the profiles of the atmospheric variables observed from 

radiosondes with those estimated through the pseudo-adiabatic process according to the 

atmospheric pressure layers from the surface to 300 hPa, where the saturated air parcel is very thin. 

Here, the actual atmospheric profiles observed from the radiosonde were used. The results of the 

analysis allow us to more clearly analyze the deviations resulting from fluctuations of the 

atmospheric variables, by analyzing deviations of the actual atmospheric conditions with the 

assumed atmospheric conditions. 

Chapter 5 presents the analysis of the deviation between the SDP- and UAD-based PMP 

estimations under the sufficient extreme rainfall events and the evaluation of the possibility of the 

PMP over- and underestimation for the SDP- and UAD-based approaches with extreme-scale 

reference precipitation values. In this study, the d4PDF data based on a large ensemble climate 

simulation database were utilized. The deviations of the event PWs, MMRs, and PMPs between 

the SDP and UAD-based estimations were estimated, and the deviation patterns were checked in 

the context of regional climatic characteristics in target areas. Further, extreme-scale reference 

precipitation values were proposed by collecting annual maximum precipitation values obtained 

from the d4PDF database for each area. With the reference value, the over- and underestimation 

possibilities of PMPs estimated using the SDP and UAD approaches were evaluated. For the SDP-

based estimation, an alternative limiting the upper bound of MMR was applied to reduce the 

possibility of overestimation. Consequently, this study not only evaluated the tendency of 

deviation between the PMPs estimated by the two approaches in each region with different climatic 

characteristics, under sufficient extreme rainfall events, but it also presented the reasonability of 

the two approaches by comparing them using a reference extreme precipitation. 

Chapter 6 presents the evaluation of the PW used to estimate PMP as a key meteorological 

factor in the moisture-maximization method and determines the most dominant meteorological 

factors for extreme precipitation events. In this study, the cumulative density function (CDF) was 
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applied to determine the dominant meteorological factors for extreme precipitation. In this chapter, 

the location of the 50 values of each factor is identified on the CDF curve; if a majority of the top 

50 event values are located near 1 on the CDF, the correlation with the magnitude of extreme 

precipitation is higher. To quantify the number of the top 50 rainfall events that are correlated with 

the selected factors, the number of rainfall events exceeding 0.95 on the CDF is counted. An 

analysis is then conducted on the assumption that if more values exceed 0.95 on the CDF curve, 

the correlation between the factors and rainfall events is higher. Accordingly, the factor with the 

highest correlation is determined as the dominant factor for extreme precipitation. This analysis 

allows the re-evaluation of the use of SDP or PW in the moisture-maximization method. 

Finally, Chapter 7 summarizes the study with concluding remarks. 

  



 

9 

 

  

 
Figure 1-1. Roadmap of this thesis. 
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Chapter 2 

 

Methodologies in PMP Estimation Theories 

 

2.1 PMP Estimation Methods 

Extreme storm events have physical upper limits, which are referred to as PMP. It should 

be noted that due to the physical complexity of the phenomena and limitations in data and the 

meteorological and hydrological sciences, only approximations using the meteorological factors 

are currently available for the upper limits of storms. Hence, PMP estimation is based on 

maximizing precipitation events. There are three representative methods to estimate the PMP: 

Statistical method, numerical method, and moisture-maximization method.  

 

 

2.1.1 PMP Estimation using Statistical Method 

Hershfield (1965) suggested a statistical method in the 1960’s adapting the following 

frequency equation for PMP estimation, which was originally proposed by Chow for analyzing 

flood events (Chow, 1951). PMP is derived using rainfall data obtained from numerous rainfall 

gauge stations. 

In equation (2-1), X is the magnitude of a rainfall event of a given duration at a particular 

probability level, 𝑋̅ is the mean of the time series of annual maxima, K is a frequency factor and 

𝑆𝑋 is the standard deviation of the series (Hershfield, 1981). To estimate PMP from equation (2-

1), Hershfield adjusted the K factor to produce a precipitation event for which the return period is 

theoretically infinite. WMO recommends this PMP estimation approach for small size watersheds.  



 

12 

 

 

𝑋 = 𝑋̅ + 𝑆𝑋𝐾           (2-1) 

 

The main advantage of statistical approaches such as Hershfield’s method is their ease and 

quick to obtain PMP estimates (Casas et al., 2011). However, a disadvantage of such approaches 

is that the K value of equation (2-1) is sensitive to the historical record length and rainfall data 

quality (Koutsoyiannis, 1999). In addition, this method has a high probability of under- or 

overestimation. Therefore, PMPs are subject to change as historical records become more 

complete. Another drawback of statistical approaches is that they are not physically based; in other 

words, they do not consider the physics behind extreme rainfall generation. A physically based 

approach should be more amenable to generate realistic extreme rainfall events. 

 

 

2.1.2 PMP Estimation using the Numerical Method 

A numerical approach has been introduced to evaluate some of the assumptions adopted in 

the PMP estimation using the moisture-maximization method (Abbs, 1999). The advantage of this 

method lies in its capacity to simulate complex atmospheric processes upon rainfall (Abbs, 1999). 

Recently, a PMP estimation approach has been developed based on utilizing numerical weather 

prediction models (Ohara et al., 2011). Studies using numerical models have been carried out to 

estimate PMP in a variety of ways by using some meteorological factors (Ishida et al., 2015a; 

Ishida et al., 2015b; Ishida et al., 2018; Ohara et al., 2011; Tan, 2010; Yajima et al., 1996; Yigzaw 

et al., 2013).  

To estimate PMP in the numerical method, similar to the moisture-maximization method, 

large events are selected in the maximization process. Then, hydro-meteorological conditions 

precluding these storms are used as input to a numerical weather prediction model. The PMP is 

obtained by modifying the initial condition to the most favorable boundary conditions which bring 

the largest depths of rainfall. For instance, moisture availability (usually by setting relative 
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humidity RH to 100%) increase, air temperature increase, initial and boundary conditions are 

shifted, and convergent wind fields artificially generate.   

The main advantage of this approach is its independence from the usual assumptions in the 

PMP estimation, such as linearity between precipitation and PW. Moreover, since the atmospheric 

model directly simulates an extreme precipitation event, results are deemed more reliable than 

scaling a large rainfall with a factor. Meanwhile, a numerical model approach requires careful 

verification, as the physical basis has not been thoroughly established (Chen et al., 2017). However, 

up to now, the numerical method has not been widely validated. Further, there has been no 

comprehensive study investigating the key meteorological factors in the numerical model to 

estimate PMP (Chen and Hossain, 2018). This is because there is no consensus on how to 

physically “maximize” the historical storms for PMP estimation (Chen and Hossain, 2018). In 

addition, studies related to the numerical model have focused on storm maximization to estimate 

the “upper bound” of the precipitation. 

 

 

2.1.3 PMP Estimation using the Moisture-maximization Method 

The most widely used PMP estimation method is the moisture-maximization method 

(WMO, 1986, 2009), and various government agencies have adopted it for practical purposes 

(Rouhani and Leconte, 2016). The moisture-maximization method is based on the physical 

phenomena which take place upon extreme precipitation. The idea of this method is to select 

historical large storm events and maximize them using the atmospheric moisture ratio. The logic 

behind the method is in estimating the potential upper bound of the precipitation amount by 

maximizing the atmospheric moisture, which is related to storm formation and development 

(Rakhecha and Singh, 2009). 

In the moisture-maximization method, the observed heavy rainfall is maximized to more 

extreme atmospheric conditions, using Equations (2-2a) and (2-2b). In these equations, Pobserved is 

the observed precipitation for the large storm event, PWmax is the climatological maximum 

precipitable water (PW) at the same particular time of year in the same location, PWevent is the 

representative PW for the event. In the PWmax, the maximum PW with a 100-year return period 
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estimated by statistical analysis, using the PW values for a rainy day and non-rainy day, has been 

used. This because for PMP estimations with a short data-period less than 50 years (WMO, 1986), 

the maximum PW may not be representative of the “true” maximum value. Consequently, a 

maximum PW of a specified return period, e.g. 100-year, should be used instead (WMO, 2009). 

The moisture maximizing ratio (MMR) is a ratio of the maximum PW and event PW and is used 

to reflect extreme precipitation conditions.  

 

PMP = Pobserved  (PWmax/PWevent)   (2-2a) 

= Pobserved  MMR,          (2-2b)  

 

In the process of moisture-maximization, the moisture for an individual storm can be 

maximized only up to a specific limit without altering the dynamic structure of the storm (Hansen 

et al., 1988). Adding excessive moisture to a rainfall event can alter its dynamics; if the moisture-

maximizing ratio is too high, the basic assumption will become weak, and the original dynamic 

structure of the storm will change. Therefore, the MMR should be limited to maintain the original 

dynamic structure of the storm (Hansen et al., 1988). Thus, a confining upper bound needs to be 

determined for the MMR. 

Initially, Schreiner and Riedel (1978) stated that if the MMR is greater than 1.5, it should 

be compared to PMP estimates in other nearby watersheds to ensure consistency. Later, it was 

suggested that for southeast Australia, the MMR should not exceed 1.8 (Minty et al., 1996). Further, 

in another study, the proposed limit was set to 2 for tropical storms in Australia, which was the 

second-largest (i.e., omitting the largest one) MMR (Walland et al., 2003). This limit was adopted 

in many other studies. To obtain reliable PMPs and to not produce exaggerated maximized PMP, 

the maximum value for MMR was set to 2.0 for events in summer/fall (CEHQ and SNC-Lavalin, 

2003). Rousseau et al. (2014) applied the MMR of 2.0 because it was more recent and the limit is 

rather conservative. 

In this method, precipitable water (PW) is one of the most essential meteorological factors 

to represent atmospheric moisture availability. The PW is defined as the depth of water in a column 
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of the atmosphere if all of the water in that column was to precipitate as rain. It can be measured 

directly through an upper air sounding of the atmospheric moisture profile, e.g., with a radiosonde. 

PW can be estimated from equation (3). 

 

𝑃𝑊 =
1

𝜌𝑤𝑔
∫ 𝑞 × 𝑑𝑝

𝑝2

𝑝1
           (2-3) 

 

Where 𝜌𝑤 =density of water (g/m3); g = gravitational acceleration (m/s2); q = specific 

humidity or mixing ratio (kg/kg); p = pressure (Pa); and indices 1 and 2 = different atmospheric 

levels, usually 300 and 1,000 hPa (Chen and Bradley 2006). 

However, because atmospheric moisture in the air column is difficult to observe directly, 

the PW is generally estimated using surface dew point (SDP) data, under the pseudo-adiabatic 

assumption. To characterize the available moisture feeding a storm under this assumption, a 

persisting dew point is usually employed as an index for representing the mean atmospheric 

moisture availability. A 1000-mbar, 12-hour persisting dew point is generally chosen for the 

estimation of the PW. The WMO (1986, 2009) tabulated the relationship between the PW and dew 

point under the pseudo-adiabatic assumption. 

Studies based on the moisture-maximization method are widely conducted not only with 

historic observation data but also with outputs obtained from climate models and reanalysis data. 

The outputs from climate models have been used to derive PMP values based on the moisture-

maximization method (Beauchamp et al., 2013; Chen et al., 2017; Kunkel et al., 2013; Rouhani 

and Leconte, 2016). Then, based on the moisture-maximization method, the PMP estimated using 

the climate model was evaluated to address the uncertainty of the PMP (Alaya et al., 2018; 

Rousseau et al. 2014). The outputs from reanalysis data were used to evaluate the climate models 

in the PMP estimation (Alaya et al., 2019; Chen et al., 2017; Rouhani and Leconte, 2016; Sheffield 

et al., 2013). Alaya et al. (2019) compared the PMP estimated using climate models to the PMP 

derived from reanalysis data. They mentioned that the reanalysis data and climate model outputs 

are useful to estimate the PMP. 
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2.2 PW Estimation using the Surface Dew Point 

 

2.2.1 Pseudo-adiabatic Assumption 

The pseudo-adiabatic process models the ascent of a saturated air parcel within a 

convective cell; the process is utilized to approximate the saturated water vapor in the air column. 

In the moisture-maximization method, it is assumed that air parcels follow the pseudo-adiabatic 

process from the surface of the atmosphere, and air parcels are condensed as soon as the air parcel 

ascends from the surface (Figure 2-1). This is called a pseudo-adiabatic assumption. In this 

assumption, the air parcel starts to ascend from the SDP. The water that condenses during the air 

parcel ascent is discarded as precipitation.  

In the pseudo-adiabatic assumption, to create the atmospheric conditions for the immediate 

condensation of the atmospheric moisture (which is related to the PMP estimation), the SDP is a 

key factor, as it represents the temperature to which a given air parcel mass must be cooled to 

become saturated with water vapor (Schreiner and Riedel, 1978). Based on the SDP and pseudo-

adiabatic assumption, a moisture adiabatic process (pseudo-adiabatic process) starts without a dry 

adiabatic process from the surface to the upper air (Figure 2-1). Thus, it is possible to achieve the 

immediate condensation condition on the atmospheric surface using only the SDP and pseudo-

adiabatic assumption.  

Accordingly, to approximate the total amount of water condensed under the pseudo-

adiabatic assumption during an air parcel ascent, the SDPs should be utilized. If the SDPs can be 

obtained, it is possible to estimate the dew points; these decrease pseudo-adiabatically from the 

surface based on the pseudo-adiabatic lapse rate, in each atmospheric vertical layer. Subsequently, 

it is possible to estimate the amount of water vapor, by converting the dew points in the air column 

into the water vapor at each atmospheric vertical pressure. The dew point temperature is 

proportional to the amount of saturated water vapor in a given parcel of air. As a result, the total 

PW can be estimated by integrating the saturated water vapor into the air column. 
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If the actual observed atmospheric 

PW could be obtained, we could estimate the 

PMP without the estimated PW, based on 

the SDP under the pseudo-adiabatic 

assumption. However, it is difficult to 

collect the actual observed atmospheric PW. 

The atmospheric PW is mostly observed via 

radiosondes, but radiosonde data contains 

many missing and/or outlier values, and the 

observation period is generally very short. 

Radiosondes are also installed in relatively 

few areas. Hence, the pseudo-adiabatic 

process is one of the most important 

components for estimating the PMP. The 

moisture-maximization method for 

estimating the PMP was developed using the 

SDP under this assumption.  

 

 

2.2.2 Problems of the Pseudo-adiabatic Assumption 

Several problems related to the use of the pseudo-adiabatic assumption to estimate the PW 

have been identified. 

First, it is difficult to represent the actual atmospheric moisture conditions using only the 

SDP. As the SDP is the temperature at which condensation begins on the surface, it might not 

represent the total moisture content of the air column. Generally, in the process of observing the 

atmosphere from the surface to the upper air using a radiosonde, actual atmospheric variables such 

as the dew point may fluctuate according to the altitude, without a constant pattern. However, if 

the pseudo-adiabatic process is assumed in the air column, dew points with a constant tendency 

are estimated by using a pseudo-adiabatic lapse rate for each atmospheric vertical pressure. Thus, 

 
Figure 2-1. The pseudo-adiabatic process in the 

moisture-maximization method. 
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it is difficult to represent the fluctuations of the actual atmospheric conditions using estimated 

values with a constant tendency. 

In addition, it is rare for all of the actual air parcels in an air column to be saturated during 

the parcels’ ascent, unlike the estimated air parcels under the pseudo-adiabatic assumption. If the 

SDPs are relatively high and the air column is assumed that the pseudo-adiabatic process occurs 

from the surface to the upper air, the estimated PW under the pseudo-adiabatic assumption may 

be overestimated as compared to the actual PW, as it is difficult for an actual air column to be 

completely saturated from the surface to the upper air. Overestimation may also occur because a 

high SDP and low pseudo-adiabatic lapse rate effectively maintain the estimated dew points in an 

air column with rising altitudes; this is the result of a moist air mass on the surface (high SDP) 

having a dry mass above it (low actual dew points in the air column) (USWB, 1960). To reduce 

this variation, previous studies have suggested that the pseudo-adiabatic assumption should only 

be applied to heavy rainfall events or high-moisture cases (USWB, 1960, 1963). In such scenarios, 

the actual atmosphere would be relatively highly saturated, and the deviation of the assumed 

atmospheric conditions from the actual conditions would decrease. Hence, if the PW were to be 

estimated under the assumption of a non-rainy day, the estimated PW might not represent the 

observed PW in the actual atmosphere. 

However, to estimate the maximum PW in PMP methodology, the PW values for a rainy 

day and non-rainy day (from a survey of long records) are generally combined. Therefore, although 

the pseudo-adiabatic assumption should be applied to heavy rainfall events or high-moisture cases, 

the maximum PW is estimated by combining all of the dew points for both non-rainy and rainy 

days. In general, the actual observed PW in an unsaturated atmosphere for non-rainy days might 

be lower than the estimated PW using the SDP under the assumption. Frequency analysis is also 

utilized to statistically determine the climatological maximum PW. Therefore, the maximum PW 

will be overestimated, owing to the dew points of the non-rainy days and the frequency analysis.  

In some cases, the PW may be underestimated under the assumption. Chen and Bradley 

(2006) proposed that the estimated PW is higher in a warm season (high SDP temperature) and 

smaller in a cold season (low SDP temperature) than the observed PW. The reason for the 

underestimation is that the SDPs are generally low for the heavy rainfalls occurring in the cold 

season. The low dew points in an air column are estimated by a low SDP and high pseudo-adiabatic 

lapse rate, and the low dew points are converted into the low amount of PW. It indicates that a low 
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SDP leads to a low PW estimation under the assumption. This also means that the PW estimated 

under the assumption is highly related to the SDP temperature, but the actual observed PW has a 

relatively low correlation with the SDP. E.g. the actual observed dew points near the surface are 

sometimes higher than the SDP. Thus, the PW under the assumption is underestimated than the 

observed PW when dry air masses on the surface (low SDP) have moist air masses above (high 

actual dew points above the surface) (USWB, 1960). This phenomenon is frequently observed 

when the SDP is lower than the specific value of SDP.  

As stated above, the pseudo-adiabatic assumption may not precisely reflect the actual upper 

atmospheric conditions. The accuracy of using this assumption may be highly related to the SDP 

temperature. Existing studies related to the moisture-maximization method have focused on 

identifying the deviation of the PW as estimated using the SDP from the actual observed PW, and 

there remains a lack of research on PMP estimation based directly on actual deviations in the air 

column occurring from actual atmospheric fluctuations (e.g., using profiles of the upper air). This 

study analyzes not only the deviation of the estimated PW (SDP approach) from the actual PW 

(UAD approach) but also the deviations in the air columns of atmospheric profiles assumed under 

the pseudo-adiabatic process from actual atmospheric profiles observed by a radiosonde. 
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Chapter 3 

 

Uncertainty in the Moisture Maximization Method 

 

First of all, to identify the uncertainty on the use of the pseudo-adiabatic assumption in 

PMP estimation, it is necessary to analyze the deviation between PWs estimated using the SDP 

and UAD approaches. Here, the SDP-based approach refers to the approach using the SDP under 

the pseudo-adiabatic assumption to estimate the PW. The UAD-based approach refers to the 

approach using the actual PW obtained from the upper-air data (UAD). The deviation analysis 

focused on the PMP variables, related to the moisture-maximization method proposed by the 

WMO (1986, 2009). Here, PMP variables mean the event PW, maximum PW, and MMR as shown 

in Equation 2-2. In this chapter, this study estimated the deviation between the SDP and UAD 

approaches for the PMP variables.  

In this chapter, to obtain abundant atmospheric data spanning a long-term period, the actual 

PW and SDPs of JRA-55 are utilized, focusing on Japan. However, as the reanalysis data is 

simulation data obtained through data assimilation and not direct observations from a 

meteorological station, it is necessary to verify the JRA-55 data. Before utilizing such data, this 

study verifies it using atmospheric PW data obtained via radiosondes and using SDPs from data 

of the Automated Meteorological Data Acquisition System (AMeDAS) for the top 50 rainfalls in 

10 areas with radiosondes. Through this process, this study estimates the correlation coefficient 

(CC) and root mean square error (RMSE) between the observed data and JRA-55 data for further 

analysis. 

After being verified the reasonability of JRA-55, the PMP variables using the UAD 

approach are directly estimated using the total PW values, as obtained from the total column 

analysis fields of JRA-55 for the top 50 rainfalls at 30 points in Japan. The PMP variables using 

the SDP approach are indirectly estimated under the pseudo-adiabatic assumption by using the 
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SDPs of JRA-55 for the same rainfall events. The variables using the UAD are compared with the 

variables using the SDP at each point. To quantify the deviation of the estimated variables from 

the actual ones, the average errors for the top three rainfalls at the 30 points in Japan are estimated, 

checking for positive or negative errors. All of these results are divided by the values from their 

respective regional points to analyze the correlations between the deviation and regional 

characteristics.  

 

 

3.1 Data and Target Area 

AMeDAS is a high-resolution surface observation network developed by the Japan 

Meteorological Agency (JMA) and is used for gathering regional weather data and verifying 

forecast performances. The observations at manned stations cover weather, wind direction and 

speed, types and amounts of precipitation, types and base heights of cloud visibility, air 

temperature, humidity, sunshine duration, and atmospheric pressure. All of these are observed 

automatically. In this chapter, this study utilized precipitation data and SDP data obtained from 

AMeDAS. To perform this study, 50 rainy days were selected, based on the heaviest 50 daily 

rainfalls (0–24 hours) for each selected point from 1960 to 2017. To verify the JRA-55 data, 12-

hour persisting SDP data are extracted from data of AMeDAS from 1984 to 2017. Here, the 12-

hour persisting SDP is the maximum value on one day from among the minimum values from the 

12-hour moving window (Table 3-1). 

A weather or sounding balloon is a balloon that carries instruments aloft. These instruments 

send back information regarding the atmospheric pressure, temperature, humidity, and wind speed, 

using a small, expendable measuring device called a radiosonde. Upper-air observations using 

radiosondes are carried out daily at regular intervals worldwide. In Japan, radiosonde observations 

are conducted at 16 local meteorological office stations nationwide, and at the Showa Station in 

Antarctica. In this study, to verify the PW data of JRA-55, 10 radiosonde stations were selected as 

shown in Figure 3-1 (b), and the daily maximum atmospheric PW data from 1984 to 2017 were 

extracted (Table 3-1). Radiosonde data provided by the University of Wyoming were also utilized. 

 

https://www.jma.go.jp/jma/en/Activities/upper/upper.html#kososite
https://www.jma.go.jp/jma/en/Activities/upper/upper.html#kososite
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(a) Target area in Japan 

 

 
 

(b) The installed radiosonde in Japan 

 
 

Figure 3-1. Target points in Japan. (a) The 30 selected points in Japan. (b) The points used to 

verify the JRA-55 data based on the installed radiosondes in Japan. 
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Some potential instrumental problems and environmental factors may affect the quality 

and representativeness of the measurements from the radiosonde, particularly in the lowest layer 

of the troposphere (Connel and Miller, 1995; Free et al., 2002; Parlange and Brutsaert, 1990). 

There are also many missing and outlier values in radiosonde measurements, and generally, the 

observation period is very short in many countries. In addition, radiosondes are installed in very 

few areas of Japan. Hence, this study focused on reanalysis data to compensate for the limitations 

of the measurements.  

Atmospheric reanalysis is a meteorological and climate data assimilation project, with an 

aim of assimilating historical atmospheric observational data spanning an extended period, using 

a single consistent assimilation scheme throughout. In Japan, a Japanese 25-year reanalysis was 

jointly conducted by the JMA and Central Research Institute of Electric Power Industry (Onogi et 

al., 2007). Then, based on the improvements, the JMA conducted a second Japanese global 

atmospheric reanalysis, i.e., JRA-55. JRA-55 produced a high-quality homogeneous climate 

dataset covering the last half-century during which regular radiosonde observations began on a 

global basis (Kobayashi et al., 2015). Many of the deficiencies of JRA-25 are alleviated in JRA-

55, as the data assimilation system used for the project featured a variety of improvements 

introduced after JRA-25. In this study, to analyze the deviations between the actual and estimated 

variables, the SDP and total PW extracted from the JRA-55 data from 1960 to 2017 were utilized. 

Table 3-1. Description of data sources used in this study. 

Variable Data source Data period utilized (year) 

Precipitation 

Automated Meteorological 

Data Acquisition System 

(AMeDAS) 

1960 to 2017 

SDP 

AMeDAS 1978 to 2017 

"Japanese 55-year Reanalysis" 

(JRA-55) 
1960 to 2017 

Precipitable water 
Radiosonde 1978 to 2017 

JRA-55 1960 to 2017 

Upper air variables 

(dew point, mixing ratio, and 

precipitable water (PW) 

Radiosonde 1978 to 2017 
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The SDP is the 12-hour persisting SDP, and the total PW is the daily maximum PW, as integrated 

from the surface to 300 hPa (Table 3-1).  

In this study, the 30 points in Japan were selected for evaluating the assumption for PMP 

estimation, as shown in Figure 3-1(a). As Japan is surrounded by the sea, the inflow of moisture 

is likely to be a condition in high-moisture cases, and heavy rainfall events are frequent. It is also 

possible to analyze various local climatic characteristics, owing to the widely established 

topographic characteristics  

 

 

3.2 JRA-55 Verification 

The USWB (1947) previously argued that abundant upper-air data are required to 

sufficiently examine PMP estimations. In this study, JRA-55 reanalysis data was utilized to obtain 

the actual atmospheric PW and SDP data for all Japanese points. Using the reanalysis data, a large 

number of analyses could have been performed over a long-term period (60 years) at any point. In 

addition, atmospheric and surface data could be directly extracted. However, it was necessary to 

evaluate the availability of the JRA-55 data before utilizing JRA-55 in this study. This is because 

reanalysis-based data are simulation data obtained through data assimilation. This study verified 

JRA-55 using atmospheric PW radiosonde data, along with the dew points of the AMeDAS data 

at 10 points with radiosondes (Figure 3-1(b)).  

Figures 3-2 and 3-3 show comparisons of the observed values with the JRA-55 data shown 

in Table 3-2. Table 3-2 shows the correlation coefficient (CC), root mean square error (RMSE). 

This study verified the data quality of JRA-55 for the 12-hour persisting SDP and atmospheric PW 

between the observed data and JRA-55 data based on the CC and RMSE values presented in Table 

3-2. Consequently, most of the points show high correlations for the SDP and PW. Most of the 

points have CCs greater than 0.7 for the SDP and atmospheric PW. Additionally, the RMSE values 

were estimated. Most of the points indicated low RMSE values that were less than 10 (Table 3-2). 

From these results, this study determined that the accuracy of the JRA-55 data was sufficient for 

conducting further analysis. 
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Figure 3-2. Comparison of observed SDP with SDP of JRA-55 for approximately 50 rainfalls 

at Fukuoka, Wajima, Wakkanai points, Kagoshima, Tateno, and Kushiro points. 

 
 

 
Figure 3-3. Comparison of observed PW with PW of JRA-55 for approximately 50 rainfalls at 

Fukuoka, Wajima, Wakkanai, Kagoshima, Tateno, and Kushiro points. 
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3.3 Deviation Estimation of PMP Variables 

In this study, to quantify the deviation of each PMP variable, errors between three PMP 

variables (event PW, maximum PW, and MMR) estimated using the two approaches were 

estimated (Equation 3-1). In this analysis, both the actual PW values in the UAD and the SDPs for 

estimating the PMP variables were extracted from JRA-55. To evaluate the pseudo-adiabatic 

assumption with a focus on heavy rainfall days, three rainy days based on the heaviest three daily 

rainfall periods (0–24 h) for each point from 1960 to 2017 were selected. This is because previous 

studies showed reasonable results regarding the moisture-maximization method based on the 

pseudo-adiabatic assumption for days of heavy rainfall (USWB, 1954, 1960, 1963). In this study, 

three daily rainfall events were extracted from the AMeDAS data.  

 

Error (%) = (variable SDP – variable UAD)/variable UAD      (3-1) 

Table 3-2. Validation of reanalysis data by using CC and RMSE. 

Station 
SDP Actual PW 

CC RMSE CC RMSE 

Kagoshima 0.69 1.70 0.61 7.05 

Fukuoka 0.77 1.23 0.83 5.56 

Matsue 0.82 1.17 0.79 4.44 

Shionomisaki 0.69 2.13 0.70 10.44 

Wajima 0.77 1.44 0.64 5.48 

Tateno 0.90 1.84 0.80 5.33 

Akita 0.80 2.17 0.81 6.83 

Sapporo 0.82 2.09 0.88 4.35 

Kushiro 0.86 1.74 0.84 5.48 

Wakkanai 0.88 2.09 0.96 3.63 
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Variable SDP refers to the variables (event PW, maximum PW, and MMR) of the PMP, as 

estimated using SDP data extracted from JRA-55 under the pseudo-adiabatic assumption. Variable 

UAD refers to the actual variables of the PMP, as estimated using the actual PW data in the UAD 

extracted directly from JRA-55. The errors were estimated using variable SDP and variable UAD. 

The errors are divided into positive and negative errors. A positive error indicates that the SDP-

based estimation is greater than the UAD-based estimation. Meanwhile, a negative error indicates 

that the SDP-based estimation is lower than the UAD-based estimation. 

 

 

3.3.1 Event PW 

Before estimating the error of the event PW, the actual event PW (using the directly 

extracted actual PW) was compared with the event PW as estimated using the SDP under the 

pseudo-adiabatic assumption. As shown in Figure 3-4, this study analyzed the deviations between 

the UAD-based event PWs (using the actual PW) and the SDP-based event PWs (using the SDP) 

Table 3-3. SDPs for the top three rainfalls (℃) 

Points Top 1 rainfall Top 2 rainfall Top 3 rainfall 

Fukuoka 23.14 21.41 20.96 

Kumamoto 22.37 21.08 22.29 

Wajima 17.73 20.57 19.88 

Kyoto 15.79 20.61 21.26 

Wakkanai 17.05 12.84 13.81 

Obihiro 16.37 17.76 10.13 
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for the top one, top three, and top 50 rainfalls, focusing on the heavy rainfalls at points in Fukuoka, 

Kumamoto, Wajima, Kyoto, Wakkanai, and Obihiro.  

The Kumamoto and Fukuoka points show that the assumption is relatively reasonable, as 

the deviation between the SDP-based event PW and UAD-based event PW is very low for the top 

three rainfall events. However, the deviations between the two approaches at the Wajima, Kyoto, 

Wakkanai, and Obihiro points are greater. In particular, the SDP-based event PWs are 

underestimated more severely than the UAD-based event PWs for the top 50 rainfalls at the 

Wakkanai and Obihiro points (located in the Hokkaido area). Table 3-3 shows the SDPs for the 

heavy rainfall events. The SDPs for the top three rainfalls at the Wakkanai and Obihiro points are 

relatively low as compared with other points. These results indicate that the low event PWs using 

the SDP approach at the Wakkanai and Obihiro points might be caused by the low SDPs for the 

top three rainfalls. These results also imply that rainfalls indicating low SDPs may cause high 

deviations between the actual event PW and estimated event PW values.  

To quantify the deviation between the two approaches, the event PW errors were estimated 

for 30 points in Japan. The results are shown in Figure 3-5, and express positive errors at the points 

in Fukuoka, Kumamoto, Kagoshima, Kochi, and Shionomisaki; the remaining 25 points show 

negative errors. Points with positive errors show a low error margin (within 15%). However, the 

points with negative errors show high error margins at some points, and in particular, the Hokkaido 

points show a very high error margin. High negative errors were also found at the Hiroshima and 

Osaka points in the western and central parts of Japan, as shown in Figure 3-5. As such, the SDPs 

for the top three rainfalls at all of the Hokkaido points may also be relatively low, along with the 

Obihiro and Wakkanai points. This indicates that the high deviation of event PW between the two 

approaches may be significantly related to the SDPs of heavy rainfalls at some points with negative 

errors. These results will be examined more closely in Chapters 4.  
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Figure 3-4. Actual event PW versus event PW estimated using the SDP under the pseudo-

adiabatic assumption.  

 

 
Figure 3-5. Resulting map of the average errors between the actual event PW values and 

estimated event PW values for the top three rainfalls at 30 points in Japan.  
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3.3.2 Maximum PW 

The errors of the maximum PW values were estimated for 30 points in Japan. Before 

estimating the errors, the maximum PWs estimated using the SDP approach were compared with 

the maximum PWs estimated using the UAD approach, as shown in Figure 3-6. Unlike the event 

PW results, it is difficult to identify the regional characteristics of deviation. The maximum PWs 

using the SDP approach are overestimated than the UAD approach for the top three rainfalls in 

most areas. This is because the maximum PW is estimated using historical SDPs obtained from a 

survey of long records for both rainy and non-rainy days. The maximum PW is also estimated 

through a frequency analysis of the historical SDPs. Thus, if the frequency analysis includes data 

for both rainy and non-rainy days, the maximum PW is not sensitive to the individual selected 

rainfall event. These results are shown more clearly in Figure 3-7.  

Figure 3-7 shows the errors of the maximum PW values at the 30 points. Other than the 

Wakkanai and Takayama points, all of the points show positive errors. This means that the 

maximum PW using the SDP approach is overestimated than the UAD approach in most areas. 

Although the errors at the Takayama and Wakkanai points are negative, their errors are close to 

0%. In Figures 3-5 and 3-7, it is difficult to find the relationship between the results of the event 

PW errors and those of the maximum PW errors. Additionally, it is difficult to find the relationship 

of the maximum PW with the regional characteristics and Table 3-3. This may imply that the 

maximum PW errors are more affected by the frequency analysis and UAD or SDP data for non-

rainy days than by the impact on the characteristics of the individual selected rainfall event. 
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Figure 3-6. Actual maximum PW values using the actual PWs of the UAD versus maximum 

PW values estimated using the SDPs under the pseudo-adiabatic assumption. 
 

 
Figure 3-7. Resulting map of the average errors between the actual maximum PW values and 

estimated maximum PW values for the top three rainfalls at 30 points in Japan.  
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3.3.3 Moisture Maximizing Ratio 

The MMRs were analyzed for the 30 points in Japan. Figure 3-8 shows the result of the 

comparison of the MMRs estimated using the two approaches at the Fukuoka, Kumamoto, Wajima, 

Kyoto, Wakkanai, and Obihiro points. At Fukuoka and Kumamoto points, although the MMRs 

estimated using the SDP approach are slightly overestimated than the UAD approach for the top 

three rainfalls, the points in Figure 3-8 for the top three rainfalls are very close to the dashed line. 

This means that the SDP approach can estimate the MMRs with a low deviation for the UAD 

approach at Fukuoka and Kumamoto points. However, the deviation between the two approaches 

increased for the top three rainfalls at Wajima, Kyoto, Obihiro, and Wakkanai points. In particular, 

the deviation is highest at Wakkanai and Obihiro points, located in the Hokkaido area. This result 

is similar to that of the event PW. This means that the deviation of the event PW may be related to 

the deviation of the MMR.  

These results can be analyzed more clearly using Figure 3-9. As with the event PW and 

maximum PW, the errors of the MMRs are estimated for the 30 points and top three rainfalls, to 

quantitatively indicate the deviation between the two approaches. The MMRs show positive errors 

at all points, and the MMRs at 18 out of 30 points show error rates of more than 30%. The reasons 

for the high errors at some points are that the denominators (event PW values) mostly represent 

negative errors, and the numerators (maximum PW values) mostly represent positive errors.  

Similar to the results for the event PW, significant errors in the MMR occurred in the 

eastern and northern parts of Japan, and the Osaka and Hiroshima points also showed high positive 

errors, i.e., greater than 50%. Therefore, the MMR may be significantly related to the SDP and 

event PW. However, the influence of the maximum PW cannot be ignored because all points have 

positive MMR errors, such as the maximum PW. Therefore, it is necessary to confirm the biggest 

source of error in the PMP variables in establishing the MMR error, to reduce the deviation of the 

MMR. This is because the PMP is estimated by directly using the MMR, but precipitation is a 

stabilized variable. In this study, to analyze the variables that influenced the MMR errors, the 

relationships between the PMP variables were also analyzed.  
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Figure 3-9. Resulting map of the average error between the actual MMR and estimated MMR 

for the top three rainfalls at 30 points in Japan.  
 

 

 

Figure 3-8. Actual moisture-maximizing ratio (MMR) using actual PWs of the UAD versus 

MMR estimated using the SDPs under the pseudo-adiabatic assumption. 
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3.4 Relationship of PMP Variables 

If the MMRs are overestimated, it is also highly possible to overestimate the PMP. To 

prevent the overestimation of the PMP, it is necessary to determine the cause of the MMR 

overestimation. In this study, the relationships of PMP variables were analyzed. Figure 3-10 shows 

the event PW, maximum PW, and MMR for the top three rainfall events at all points. Unlike the 

case in the previous chapter, all of the points are not divided.  

The range of the maximum PW errors is relatively small, from -10% to 40%, and the points 

of error are concentrated in the range of 10% to 30% (Figure 10(a)). Meanwhile, as shown in 

Figure 10(b), the event PW error shows a relatively large range as compared with the maximum 

PW error, and the points of the event PW error are evenly distributed in all areas from -50% to 

10%. The MMR errors are widely distributed from 0% to 110%. Based on these results, this study 

analyzed the relationship of the maximum PW and event PW with the MMR. When the MMR 

error is close to 0%, a more reasonable PMP can be estimated. As the MMR error increases in the 

positive direction, the possibility of overestimating the PMP also increases. Therefore, a variable 

that allows for the MMR errors to be close to 0% finds. 

In regards to the relationship between the maximum PW and MMR (Figure 3-10(a)), it is 

difficult to determine the tendency of the two variables or to determine a noticeable pattern 

between them. In contrast, the event PW and MMR show a high relationship, as illustrated in 

Figure 10(b). As the error of the event PW increases in the negative direction, the error of the 

MMR increases in the positive direction. In particular, if the event PW errors are less than -20%, 

MMR errors greater than 50% are found. 

As a result, a high relationship between the event PW and MMR was determined. If the 

event PW error increases, the MMR error will also increase. This high relationship between the 

event PW and MMR can be also predicted from the methodology of the moisture-maximization 

method. The event PW is generally sensitive to the characteristics of the individual selected rainfall 

event such as the SDP and UAD during the rainfall. However, the maximum PW is not sensitive 

to the individual selected rainfall event because it is estimated via frequency analysis using the 

historically observed PWs or SDPs obtained from a survey of long records for rainy or non-rainy 

days, as mentioned in Chapter 3.2. Therefore, MMR exhibits a stronger relationship with the event 

PW than with the maximum PW.  
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Consequently, to determine the cause of the deviations of the MMR and PMP, it is 

necessary to identify the cause of the event PW error. The deviation between the actual event PW 

and estimated event PW may be related to the SDPs of the heavy rainfalls. In the next chapter, the 

relationship between the actual event PW values and SDPs will be analyzed for the top three 

rainfalls at all 30 points.  

 

 

 

 

 

 

(a) The error of MMR with the error of 

maximum PW 

 

 

 

(b) The error of MMR with the error of 

event PW 

 

 

 
 

 

Figure 3-10. Relationship between the probable maximum precipitation (PMP) variable errors.  
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3.5 Conclusion 

In this study, the PMP estimation methodology using the moisture-maximization method 

was evaluated to analyze the uncertainty of using the pseudo-adiabatic process. This chapter 

analyzed the deviation between the PMP variables estimated using the SDP and UAD approaches 

at 30 points across Japan. This study employed and verified the reanalysis data from “Japanese 55-

year Reanalysis” (JRA-55) to consider abundant atmospheric data spanning a long-term period. 

The JRA-55 data showed good reliability, based on verification with observed SDPs and actual 

PW values at 10 points across Japan.  

Then, using the JRA-55 data, the deviations were analyzed. To quantify the deviation, the 

errors between the PMP variables estimated using the SDP and UAD approaches were analyzed. 

The event PWs estimated using the SDP were more overestimated than the event PWs estimated 

using the UAD. In particular, the Hokkaido points with a relatively low SDP show a very high 

error margin. This indicates that the high deviation may be significantly related to the SDPs of 

heavy rainfalls at some points with negative errors.  

The MMRs using the SDP were more underestimated than the MMRs using the UAD, 

especially in the northern parts of Japan with a relatively low SDP. This result is similar to the 

results for the event PW. To analyze the relationship between the event PW and MMR, the errors 

of event PW were compared with the errors of MMR. The event PW showed a high relationship 

with the MMR; if the event PW error increases, the MMR error will also increase. From these 

results, to figure out the cause of the deviations of the MMR and PMP, it is necessary to identify 

the cause of the event PW error.  
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Chapter 4 

 

Evaluation on the Pseudo-adiabatic Process using 

Atmospheric Profiles 

 

The deviation issues between PMP variables estimated using the SDP- and UAD-based 

approaches might be owing to the difficulty in reflecting the actual moisture in the air column 

using only the SDP, i.e., the limited information on the atmospheric surface, and the assumption 

for the saturated moisture conditions in the air column (Abbs, 1999; Minty et al., 1996; Papalexiou 

and Koutsoyiannis, 2006; Rouhani and Leconte, 2020). For example, the actual dew point profile 

in the air column as observed from a radiosonde (UAD approach) may fluctuate according to the 

altitude, without a constant pattern. Meanwhile, the estimated dew point profile from the pseudo-

adiabatic process in the air column (SDP approach) is uniformly reduced according to the altitude. 

This is because the pseudo-adiabatic lapse rate, which is the rate of decrease in temperature with 

altitude under the saturated moisture conditions of the pseudo-adiabatic assumption, is used to 

estimate the dew points in the air column. In comparing the two profiles, the deviation would occur 

in the air column. Therefore, it is difficult to reflect the actual atmospheric conditions and profiles 

as opposed to using an estimated profile by the SDP approach.  

It is necessary to systematically analyze why the deviation between the PW estimated using 

the SDP and the actual PW occurs in the air column. Previous deviation-related studies have 

focused on the fact that the deviation between the two approaches affects the result of the PMP 

estimation, but hardly any analysis has been conducted on how the pseudo-adiabatic assumption 

affects the deviation for the actual profiles in the air column and upper-air. For an in-depth analysis 

of the deviation as described in the previous paragraph, it is necessary to compare the observed 

atmospheric profile (UAD-based profile) to an atmospheric profile estimated using the SDP (SDP-

based profile) in the air column and upper-air. In addition, the relationship between the SDP and 
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actual PW may vary significantly with climatic characteristics (Reber and Swope 1972; Robinson 

2000; Viswanadham 1981). To evaluate the various deviation results with the climatic 

characteristics, the analysis should include identifying the climatic characteristics in each region 

and country. 

To better understand the underlying assumption of the PMP methodology, this chapter 

analyzed the relationships between the SDPs and the actual PW values of the UAD for the top 

three rainfalls at all points selected in Chapter 3. An analysis was performed by integrating the 30 

points into a single one, to thereby analyze the relationship between the actual PW values and 

SDPs commonly occurring in Japan. In addition, this chapter identified the impact on the deviation 

between the actual observed upper atmospheric condition, and the upper atmospheric condition 

estimated by the pseudo-adiabatic assumption in the air column.  

Accordingly, this study analyzed and compared the profiles of the atmospheric variables 

observed from radiosondes (UAD approach) with those estimated by the pseudo-adiabatic 

assumption (SDP approach) according to the atmospheric pressure layers from the surface to 300 

hPa, where the saturated air parcel is very thin. In general, the total PW was estimated by 

integrating the mixing ratio from the atmospheric surface to 300 hPa. The mixing ratio was 

estimated using the water vapor, as converted from the dew point at each atmospheric vertical 

layer. Hence, the dew point, water vapor, and mixing ratio were highly related to each other in the 

process of the total PW estimation. Thus, to identify the problems or limitations of using the 

assumption in the upper air, this study decided to analyze the dew point, mixing ratio, and PW 

integrated at each atmospheric vertical layer. The results make it possible to more clearly analyze 

the deviations resulting from fluctuations of the atmospheric variables, by analyzing deviations of 

the actual atmospheric conditions alongside the assumed atmospheric conditions. 

 

  

4.1 Data and Target Area 

To compare the observed atmospheric profile to an atmospheric profile estimated using the 

SDP in the air column, this chapter utilized the data observed from the radiosonde station. 

Radiosonde data provides the atmospheric profiles for each atmospheric vertical pressure in the 
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air column. This makes it possible to analyze the deviation between the actual observed 

atmospheric variables (UAD-based variables) and the atmospheric variables estimated through the 

pseudo-adiabatic process (SDP-based variables). This was based on the atmospheric vertical 

pressure layers from the surface to 300 hPa, i.e., where the saturated air parcel is very thin. 

In general, the total PW is estimated by integrating the mixing ratio from the atmospheric 

surface to 300 hPa, and the mixing ratio is estimated using the water vapor converted from the dew 

point at each atmospheric vertical layer. The dew point, water vapor, and mixing ratio are highly 

related to each other in the process of the total PW estimation. In this study, to identify the 

deviation for the estimation PW in the air column, it decided to analyze the dew point, mixing 

ratio, and PW as integrated at each atmospheric vertical layer.  

Target areas are selected based on the station installed radiosonde; which are Kagoshima, 

Fukuoka, Shionomisaki, Sapporo, Kushiro, and Wakkanai (Figure 4-1). The atmospheric data used 

were the dew point, mixing ratio, and accumulated PW from 1978 to 2017, based on a heavy 

rainfall day. The variables at the time of the highest total PW in one day were extracted. One of 

the top three rainfalls at each of the six points was selected to analyze the deviation. The selected 

rainfall locations were as follows: SDPs below 18 °C at the Sapporo, Kushiro, and Wakkanai 

points, and above 18 °C at the Kagoshima, Fukuoka, and Shionomisaki points. 

 
 

Figure 4-1. Target areas based on station installed the radiosonde. 
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4.2 Relation between Event PW and Surface Dew Point 

As discussed in Chapter 3, there is a need to more thoroughly analyze the event PW to 

estimate an accurate PMP under the pseudo-adiabatic assumption. The high deviation between the 

actual PW (UAD-based PW) and estimated PW (SDP-based PW) may be highly related to the 

SDPs of heavy rainfalls at some points. Before analyzing the actual atmospheric profiles, the 

relationships between the actual PWs and SDPs were analyzed, using the estimated PW values for 

the top three rainfalls at all points (Figure 4-2). Unlike our approach in Chapter 3, the analysis was 

performed by integrating the SDPs and PW values at all 30 points, to determine the characteristics 

of the SDPs that can occur universally in Japan under the assumption. 

Figure 4-2 shows the actual PW values and SDPs for the top three rainfalls at all 30 points. 

Each point represents the actual PW and SDP of the day at the same rainfall; the SDP is 

independent of the actual PW. The dashed line indicates the ideal curve when the total PW is 

pseudo-adiabatically estimated according to each SDP (pseudo-adiabatic curve). Therefore, if the 

points are close to the dashed line, the deviation between the SDP-based PW and UAD-based PW 

will decrease, and the PW will be more reasonably estimated under this assumption.  

As shown in Figure 4-2, the points are close to the pseudo-adiabatic curve at the SDPs of 

18 to 23 °C. This means that it is possible to more reasonably estimate the PW using the SDP 

approach within this range and that the deviation between the SDP and UAD approaches will 

decrease. In contrast, when the SDP is lower than 18 °C, the deviations will continue to increase, 

and the SDP approach will underestimate the PW more severely than the actual PW. An 

underestimated PW value can lead to an overestimation of the MMR, as mentioned in Chapter 3. 

This means that in terms of Japan’s data, estimating the PMP using heavy rainfall events with 

SDPs below 18 °C may involve a significant deviation for the SDP-based approach 

Chen and Bradley (2006) also reported that a pseudo-adiabatic process provides a more 

reasonable estimate of the atmospheric moisture conditions at SDPs above 20 °C than those using 

SDPs below 20 °C. Likewise, this study showed different magnitudes of deviations at each SDP 

for certain degrees. In particular, the PW as estimated by the pseudo-adiabatic process at the SDP 

below 18 °C showed a large deviation relative to the actual PW. 
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However, it is difficult to determine why different deviations occur at each SDP of specific 

degrees. The PW refers to the total humidity in the air column, but the SDP indicates limited 

humidity on the surface. It is difficult to analyze the phenomena occurring in the air column with 

limited information on the surface. Thus, it is necessary to analyze how the pseudo-adiabatic 

assumption and SDP affect the deviations of the actual profiles in the air column. 

 

 

 

 

 

 

 
Figure 4-2. Actual PW values and SDPs for all of the top three rainfalls at 30 points. The 

dashed line refers to the ideal curve when the PW is pseudo-adiabatically estimated according 

to each SDP. 
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4.3 Atmospheric Profiles and Pseudo-adiabatic Profiles 

 

To identify the deviation between the atmospheric variables observed in the air column 

(based on the UAD approach) and those estimated by the pseudo-adiabatic process (based on the 

SDP approach), the profiles of atmospheric variables observed from radiosondes were compared 

with those estimated by the pseudo-adiabatic assumption. In this study, to identify the deviation 

for the estimation PW in the air column, it decided to analyze the dew point, mixing ratio, and total 

PW integrated at each atmospheric vertical layer as these factors are highly related to each other 

in the process of the total PW estimation. 

One of the top three rainfalls at each of the six points was selected. The selected rainfall 

locations were as follows: SDPs below 18 °C at the Sapporo, Kushiro, and Wakkanai points, and 

above 18 °C at the Kagoshima, Fukuoka, and Shionomisaki points. Rather than using the JRA-55 

data as in the previous chapter, it used the actual data observed from the radiosondes to analyze 

the actual profiles of the atmospheric data at the radiosonde stations. This study directly obtained 

the actual observed atmospheric profiles for the upper air based on the selected heavy rainfalls and 

selected the SDPs of the AMeDAS data for the same heavy rainfall. The assumed atmospheric 

profiles were also estimated from the SDP by the pseudo-adiabatic process in the air column; 

specifically, the dew points in the upper atmospheric layers were estimated using the pseudo-

adiabatic lapse rate. 

 

 

4.3.1 Dew Point Profile from Surface to Upper-air 

The degrees of the dew points represent the temperatures at which a given air mass is 

saturated with water vapor and is proportional to the amount of water vapor in the air column. The 

dew point can indirectly indicate the atmospheric moisture conditions in the upper-air; a higher 

dew point represents more moisture in the air column.  
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Figures 4-3 and 4-4 show the observed and estimated profiles of the dew point according 

to the atmospheric vertical pressures at the points in Kagoshima, Fukuoka, Shionomisaki, Sapporo, 

Kushiro, and Wakkanai. As shown in Figure 4-3, the Sapporo, Kushiro, and Wakkanai points show 

relatively low SDPs below 18 °C (points with low SDP). The Kagoshima, Fukuoka, and 

Shionomisaki points show relatively high SDPs of more than 20 °C, as shown in Figure 4-4 (points 

with high SDP).  

The red dashed line indicates that the dew point profile was estimated in consideration of 

the pseudo-adiabatic lapse rate with the atmospheric vertical pressure. The blue line indicates that 

the dew point profile was observed directly from a radiosonde at the atmospheric vertical pressure. 

In Figures 4-3 and 4-4, all of the red dashed lines of the estimated dew point profiles show a 

constant reducing pattern. This indicates that the pseudo-adiabatic assumption allows the vertical 

profiles of atmospheric variables to have constant patterns, as the constant pseudo-adiabatic lapse 

rate is applied under saturated atmospheric conditions. 

In Figure 4-3, the areas representing the low SDPs show that the red dashed line is below 

the blue line at most atmospheric vertical pressures. In particular, the deviation is very high from 

the surface to 500 hPa, and this deviation affects the underestimation of the total PW as estimated 

under the pseudo-adiabatic assumption. This is because the deviation is high in a range of 

atmospheric vertical pressure that can indicate a high atmospheric moisture content (i.e., the 

surface to 500 hPa). The actual dew point profiles also fluctuate according to the altitude, without 

a constant pattern. However, the dew point profiles estimated by the pseudo-adiabatic assumption 

show a constant tendency according to the altitude.  

As a result, the actual atmospheric conditions in the upper air appear moister and fluctuate 

more than the atmospheric conditions estimated by the pseudo-adiabatic process at the low SDPs 

(Figure 4-3). It was also found that the observed dew point profile has a temporary increasing 

pattern near the surface, as shown in Figure 4-3. The atmospheric dew points temporarily increase 

with increasing altitude from the surface to 900 hPa in the estimated dew point profile. In particular, 

at points with a low SDP, the increasing pattern of the dew point profile is noticeable, as shown in 

Figure 4-3. This pattern may even affect the deviation of the PW estimation. 

Figure 4-4 shows the points with high SDPs as a red dashed line above the blue line, but 

the deviation between the two lines is very low from the surface to 500 hPa, where there is higher 
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atmospheric moisture content. The deviation increases relatively slowly above 500 hPa, where 

there is relatively less atmospheric moisture content. Even though the dew point profile under the 

assumption was slightly overestimated than the observed dew point profile (especially above 500 

hPa), the estimated dew point profile adequately follows the observed dew point profile in the 

upper air. Thus, the points with high SDPs might allow for a more reasonable estimation of the 

total PW. At points with high SDPs, the actual observed dew point profiles also show a constant 

tendency according to the altitude, similar to the estimated dew point profiles.  

To find out the reason for the increasing pattern at low SDPs, this study analyzed the dew 

point profiles with the actual observed temperature profile in the northern areas (Figure 4-5). The 

purple line refers to the actual observed temperature profile in Figure 4-5. The temperature profile 

pattern is similar to the observed dew point profile pattern. This is because the relative humidity 

is almost 100% during the rainfall periods. The temperature profile also showed the temporarily 

increasing pattern near the surface only in the northern areas with low SDPs. This means that the 

surface is relatively cooler than near the surface if the temperature and SDP are lower than a 

specific value in the actual atmosphere. 

It further analyzed the estimated dew point profile by focusing on the pseudo-adiabatic 

profiles described in Figures 4-3 and 4-4. In Figure 4-6(a), the difference between the SDP and 

dew point at 300 hPa increases, as the SDP is low. As the SDP is lower, the pseudo-adiabatic lapse 

rate (i.e., the decrease in the temperature of the air parcels undergoing a pseudo-adiabatic process 

as associated with elevation change) is higher. In other words, the pseudo-adiabatic lapse rates at 

points with high SDPs are relatively low, and the pseudo-adiabatic lapse rates at points with low 

SDPs are relatively large (Figure 4-6(a)). However, if only the observed profiles are analyzed, it 

can find different results from Figure 4-6(b). The differences in the actual observed dew point 

lapse rates between the low SDP points and the high SDP points are relatively smaller than the 

differences in the pseudo-adiabatic lapse rates between them, except at the Kushiro point. From 

these results, it can be inferred that the actual observed dew point profile is not significantly 

affected by the SDP. In particular, at points with low SDPs, the observed profile does not follow 

the estimated profile. As a result, a dew point profile estimated using the pseudo-adiabatic process 

in an air column cannot reflect the actual observed profile at points with low SDPs. Further, the 

estimated dew point profiles could not catch increasing pattern occurring near the surface because 

the only surface information is used to estimate PW in the pseudo-adiabatic assumption. 
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Figure 4-3. The dew point profiles observed from the radiosonde stations and those estimated 

using the pseudo-adiabatic lapse rate (Southern areas of Japan).  

 
 

Figure 4-4. The dew point profiles observed from the radiosonde stations and those estimated 

by the pseudo-adiabatic lapse rate (Northern areas of Japan). 

 

 

 
Figure 4-5. The dew point profiles observed from the radiosonde stations and those estimated 

by the pseudo-adiabatic lapse rate with the actually observed temperature profiles (Northern 

areas of Japan). 
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(a) The estimated dew point profile (b) The observed dew point profile 

 
 

Figure 4-6. All of the dew point profiles from the surface to 300 hPa at the Kagoshima, Fukuoka, 

Shionomisaki, Kushiro, Wakkanai, and Sapporo points.  
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4.3.2 Mixing Ratio Profile from Surface to Upper-air 

The mixing ratio is defined as the ratio of the mass of the water vapor to the mass of the 

dry air and functions well as a tracer of the movements of air parcels in the atmosphere. The water 

vapor is an essential factor for estimating the mixing ratio, and the mixing ratio is highly related 

to the dew point, as the water vapor can be estimated using the dew point. This study analyzes the 

mixing ratio and dew point in the air column.  

Figures 4-7 and 4-8 show the mixing ratio profiles observed and estimated according to the 

atmospheric vertical pressures. Similar to the previous graph, the red dashed line refers to the 

mixing ratio profile as estimated using the dew point, and considering the pseudo-adiabatic lapse 

rate for each atmospheric vertical pressure. The blue line refers to the mixing ratio profile 

(hereafter, observed mixing ratio), as obtained using the observed dew point for each atmospheric 

vertical pressure. 

Figures 4-7 and 4-8 show a pattern of deviation between the observed mixing ratio and 

estimated mixing ratio. The observed mixing ratios are mostly higher than the estimated mixing 

ratios at points with low SDPs, as shown in Figure 4-7. In particular, the total deviation from the 

surface to 700 hPa is higher than the total deviation from 700 hPa to 300 hPa. This indicates that 

the deviation increases from the surface to the middle of the atmosphere, rather than to the upper 

air (more than approximately 700 hPa).  

This is also found that the increasing pattern of the dew point profile affects the mixing 

ratio near the surface. The observed mixing ratio profile does not decrease in a constant pattern as 

the altitude increases from the surface to the upper-air but shows a different pattern, in which the 

observed mixing ratio temporarily increases in a section between the surface and 900 hPa. This 

pattern will significantly affect the deviation of the mixing ratio, as it is generated near the surface, 

where moisture is concentrated. This could be easily observed at points with a low SDP; 

specifically, this pattern in Sapporo was more easily found, as shown in Figure 4-7. This pattern 

might also lead to a deviation of the event PW at low SDPs. 

Figure 4-8 shows the points with a high SDP; the observed mixing ratios are slightly lower 

than the estimated mixing ratios, but the pseudo-adiabatic profile is reasonable, as the deviation is 

very low. The estimated mixing ratio profile lines follow the observed mixing ratio profile lines 
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very well. Similar to the observed dew point profiles at points with a high SDP, the observed 

mixing ratio profile shows a relatively constant tendency at points with a high SDP (Figure 4-8).  

Therefore, the pseudo-adiabatic process can lead to a more reasonable estimation of the 

mixing ratio at points with a high SDP. Moreover, in the analysis of the mixing ratio, at points 

with a low SDP, the profile estimated by the pseudo-adiabatic process cannot reflect the observed 

profile. The deviation is highly related to the magnitude of the SDP. 

 

 
 

 

Figure 4-7. The mixing ratio profiles observed from the radiosonde stations and those estimated 

using the pseudo-adiabatic lapse rate. 

 

 

 

 
 

 

Figure 4-8. The mixing ratio profiles observed from the radiosonde stations and those estimated 

by the pseudo-adiabatic lapse rate. 
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4.3.3 Total PW Profile from Surface to Upper-air 

Figures 4-9 and 4-10 show the accumulated PW profiles according to the atmospheric 

vertical pressure. The red line shows the PW profile estimated by integrating the estimated mixing 

ratio according to the rising altitude; this PW profile refers to the event PW as estimated using the 

SDP approach under the assumption. The blue line shows the PW profile obtained by integrating 

the observed mixing ratio according to the rising altitude; this PW profile refers to the actual event 

PW in the atmosphere as the PW obtained using the UAD approach.  

To analyze whether the observed PW lines fit into the estimated PW for each dew point, 

dashed reference lines were drawn. The dashed lines show the PW values as estimated using SDPs 

of 17 to 22 °C under the pseudo-adiabatic assumption according to the atmospheric vertical layer, 

as with the red line. The reference PW profiles show a higher growth rate of the PW as the SDP 

increases. As mentioned in Chapter 4.3.1, this is because the pseudo-adiabatic lapse rate is 

relatively small at the points with a high SDP. If the SDP is higher, the PW will be highly estimated, 

as the high dew point can be maintained up to the upper air, owing to the low pseudo-adiabatic 

lapse rate.  

Figure 4-10 indicates the points with high SDPs; the red line of the estimated PW follows 

the blue line of the observed PW very well. Figure 4-9 indicates the points with low SDPs; the red 

line of the estimated PW does not follow the blue line of the observed PW. The blue line of the 

observed PW profile is also analyzed in the context of the dashed lines. Although the SDP is less 

than 18 °C at the Sapporo and Wakkanai points, the blue line follows the dashed line of the SDP 

at values over 22 °C. This high deviation is probably due to an increasing pattern of the dew point 

near the surface (Figure 4-3). Even though the SDP was lower than 18 °C, the observed profile 

follows the reference line of the SDP higher than the actual SDP because the observed profiles 

start from the dew point increased near the surface.  

The Kushiro point has different results from the Sapporo and Wakkanai points regarding 

the estimated PW. Even the actual observed PW is lower than the dashed line at 17 °C. This is 

because the rainfalls of the Kushiro point have a very low SDP of approximately 10 °C. However, 

even the Kushiro point confirmed that the observed PW was higher than the pseudo-adiabatically 

estimated PW at all atmospheric pressures. 
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As a result, the deviation between the observed dew point and estimated dew point from 

the surface to the upper air affects the mixing ratio and accumulated total PW. At points with a 

high SDP, the dew points, mixing ratios, and PW profiles estimated by the assumption can follow 

the actual observed profiles in the air column. In contrast, at points with low SDPs, the dew points, 

mixing ratios, and PW profiles estimated by the assumption cannot align with the profiles observed 

from the radiosonde in the air column. This means that the SDP may not reflect the actual 

atmospheric conditions in the upper air at a location with low SDPs and that the deviation between 

the observed and estimated profiles is highly related to the SDP. 

 

 

Figure 4-9. Accumulative PW profiles according to the atmospheric vertical pressure at 

Sapporo, Kushiro, and Wakkanai points.  

 

 

 

Figure 4-10. Accumulative PW profiles according to the atmospheric vertical pressure at 

Kagoshima, Fukuoka, and Shionomisaki points.  
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4.4 Discussion 

The relationships between the actual PWs and SDPs were analyzed for the top three 

rainfalls at all points. As a result, this study found a high deviation from the actual PW when the 

event PW is estimated by the pseudo-adiabatic assumption at SDPs below 18 °C. Meanwhile, when 

the event PW is estimated by the assumption at SDPs of 18 to 23 °C, the deviation from the actual 

PW is very low. This means that it is possible to more reasonably estimate the PW using the SDPs 

within this range under the pseudo-adiabatic assumption. This also implies that the SDP approach 

estimates the event PW with a high deviation for the UAD approach at SDPs below 18 °C. 

In addition, this analyzed the cause of high deviation between the two approaches occurring 

at SDPs below 18 °C by using the atmospheric profiles in the air column, The atmospheric profiles 

estimated by the assumption at SDPs below 18 °C do not reflect the actual atmospheric profiles 

observed in the air column. The actual dew point profiles fluctuate according to the altitude, 

without a constant pattern. Meanwhile, the dew point profiles estimated by the pseudo-adiabatic 

process show a constant tendency according to the altitude. As a result, the actual atmospheric 

conditions in the upper air appear moister and fluctuate more than the atmospheric conditions 

estimated by the pseudo-adiabatic process at relatively low SDPs below 18 °C. It was also found 

that the observed dew point profile has a temporary increasing pattern between the surface and 

900 hPa. This pattern affected the deviation between PW estimations using the SDP and UAD 

approaches. 

 

 

4.5 Conclusion 

The pseudo-adiabatic process was used within the range of relatively high SDPs from 18 °C 

to 23 °C, the estimated dew point profiles adequately followed the observed dew point profile in 

the air column. The estimated PW with a significantly low deviation could be estimated. From 

these results, if the pseudo-adiabatic process is applied to estimate the PWs within the range of 

SDPs from 18 °C to 23 °C, a PMP with a significantly low deviation can be estimated. Hence, an 

assumption using only the SDP will make it difficult to estimate a reasonable PW for heavy 
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rainfalls with low SDPs. To reduce the deviation when using the pseudo-adiabatic assumption, a 

PMP estimation based on the moisture-maximization method should be carefully considered in 

regions and events with relatively low SDPs (e.g., lower than 18 °C). 
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Chapter 5 

 

Evaluation on the Moisture-maximization method using 

Large Ensemble Climate Simulation Outputs 

 

This study closely evaluated the PMPs estimated using the moisture-maximization method 

based on the SDP and UAD approaches. To obtain the abundant extreme rainfall events, the SDPs, 

and the actual PWs obtained in the UAD, we utilized the d4PDF data based on a large ensemble 

climate simulation outputs with the high-resolution. We extracted the rainfall, SDP, and UAD 

(actual PW) data from 1951 to 2010 for each area and each ensemble. This study focuses on the 

eight areas located in the southern and northern parts of Japan with clearly different climatic 

characteristics. This study did not consider climate change simulation; however, it used the d4PDF 

database for historical climate simulation. This study is divided into four parts to evaluate PMP 

estimation using the moisture-maximization method. 

First, to examine the bias of the d4PDF data from the observed data, this study compares 

the daily rainfall, SDP, and actual PW in one ensemble of the d4PDF data with the observed data. 

A total of 50 rainfall cases obtained from the top 50 events in an ensemble are analyzed. This 

analysis was conducted in the Kagoshima, Fukuoka, Sapporo, and Kushiro areas where the 

radiosonde was installed to examine the PW. 

Second, the deviation between the PMP variables (event PW, MMR, and PMP) estimated 

using the SDP and UAD approaches was analyzed for the top daily rainfall event per ensemble of 

d4PDF, and the deviation was estimated for a total of 50 rainfall events (50 ensembles). Here, the 

PMP variables estimated using the SDP were indirectly estimated under the pseudo-adiabatic 

assumption using the SDP data extracted from d4PDF. The PMP variables obtained using the UAD 

were estimated directly using the actual PW values obtained from the UAD of d4PDF. To quantify 

the deviation between SDP and UAD-based estimations, the average errors of 50 deviations for 
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each PMP variable were estimated, and the estimated PMP variables were represented as a box 

plot. 

Third, the estimated PMPs were evaluated with empirically determined extreme-scale 

reference precipitation. The aforementioned analysis cannot evaluate the possibility of PMP over- 

and underestimation accurately because the method that more reasonably estimates the PMP 

cannot be identified. Therefore, there is a need to check if SDP and UAD approaches propose 

reasonable PMP estimates and to identify which method is more reasonable for PMP estimation. 

To assess the reasonability of the two approaches, the largest precipitation estimated without 

statistical models or methods by collecting annual maximum precipitation values for 3,000 years 

from the d4PDF database (50 ensembles and 60 years) is proposed as the reference value. This 

reference value corresponds to a 3,000-years return period in terms of the frequency of probable 

rainfall. This value was used to determine whether the SDP-and UAD-based PMPs of 50 

ensembles were overestimated or underestimated. Errors between the PMPs and reference values 

were estimated to represent the deviation. The lower the average error between each PMP and 

reference value, the more reasonably is PMP estimated by avoiding the over-and underestimation 

possibility in this study.  

Finally, this study applies an alternative in the northern areas of Japan with relatively low 

SDPs to avoid the possibility of PMP overestimation when the SDP approach is applied. This 

alternative is limiting the upper bound of MMRs estimated using the SDP. This study checks the 

limit of the upper bound of MMR by considering the tendency of MMRs in each area through the 

box plot. The SDP-based PMPs are estimated with the limited upper bound of MMR, and the 

average errors between the estimated PMPs and reference value are estimated. The average error 

is checked to identify whether the SDP-based approach can reduce the possibility of PMP 

overestimation. 

Consequently, this study analyzes how much the SDP-based PMP estimation shows the 

deviation compared to the UAD-based PMP estimation. Then, the SDP and UAD approaches are 

evaluated focusing on the possibility of PMP over- and underestimation. Further, an alternative is 

applied to reduce this possibility, and the availability of an alternative is examined. These results 

allow more clearly analyzing the reasonability of PMP estimation based on the moisture-

maximization method by evaluating it with a reference value estimated using a large ensemble 

simulation output called d4PDF. 
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5.1 Data and Target Area 

 

 

5.1.1 d4PDF 

The Meteorological Research Institute (MRI) of Japan recently produced a large ensemble 

climate simulation with a high-resolution atmospheric model—the “Database for Policy Decision-

Making for Future Climate Change” (d4PDF) (Mizuta et al., 2017). To overcome the limitation of 

the length of extreme weather cases and meteorological factors, this study utilized the d4PDF 

database based on the large-scale ensemble climate simulation. The large ensemble simulations 

provide a large number of variables including temperature, dew point, and precipitation (Mizuta 

et al., 2017). The d4PDF shows promise for PMP evaluation as a dataset to perform a reliable 

extreme flood risk assessment. The d4PDF database is applied to a wide range of climate change 

impact assessments and to the current risk assessment of very-low-frequency phenomena such as 

floods and droughts (Doll et al., 2018; Faye et al., 2018; Kay et al., 2015; Lavender et al., 2018; 

Mori et al., 2019; Yang et al., 2018). The d4PDF is thus used in this study because its good 

applicability and reliability have been reported in many previous studies (Hanittinan et al., 2019; 

Tanaka et al., 2018; Tanaka et al., 2020).  

This study uses the d4PDF database of dynamical downscaling around Japan with a 20-

km-resolution nonhydrostatic regional climate model (NHRCM). The horizontal grid size is 211 

 175, which covers Japan, the Korean Peninsula, and the eastern part of the Asian continent. The 

d4PDF database provides hourly weather data from 1951–2010 for 50 ensemble simulations, and 

this makes it possible to overcome the shortage of radiosonde data and estimate 50 PMPs. The 

precipitation, SDP, and actual PW were estimated from the d4PDF.  

This study selected eight areas in Japan, as indicated in Figure 5-1. Japan is surrounded by 

the sea and it experiences a high-moisture condition through moisture inflow and frequent heavy 

rain events. Japan is useful for analyzing the deviation of local climatic characteristics because of 

the widely established geographical characteristics from the northern to the southern latitudes. The 

southern and northern areas of Japan with clearly different climatic characteristics were selected 
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to analyze the deviation between the two PW approaches and evaluate the possibility of over- and 

underestimation under different climatic conditions. Kagoshima, Fukuoka, Kochi, and Matsue are 

located in the southern part of Japan; these areas have relatively higher surface temperatures and 

SDPs than Sapporo, Obihiro, Asahikawa, and Kushiro, which are located in the northern part of 

Japan.  

Table 5-1. Average precipitation and 12-hr persisting surface dew point (SDP) for the top 

rainfall events for each ensemble of 50 ensembles. 
 

Area 
Precipitation 

(mm) 

Surface dew point 

(℃) 
Location 

Kagoshima 248.90 24.02 

Southern part of 

Japan 

Fukuoka 297.43 22.36 

Kochi 357.68 23.61 

Matsue 217.49 21.23 

Sapporo 162.76 14.79 

Northern part of 

Japan 

Obihiro 204.08 17.09 

Asahikawa 162.21 12.67 

Kushiro 173.13 16.57 
 

 

 
Figure 5-1. Target areas. Kagoshima, Fukuoka, Kochi, and Matsue are located in the 

southern part of Japan; Sapporo, Obihiro, Asahikawa, and Kushiro are located in the northern 

part of Japan. 
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Rainfall events are more frequent, and the magnitude of rainfall events in the southern areas 

is larger than that in the northern areas. Table 5-1 lists the average amount of precipitation and the 

average SDP for the top daily rainfall per ensemble of 50 ensembles. Kagoshima, Fukuoka, Kochi, 

and Matsue areas are located in the southern part of Japan, and they are adjacent to the coast. These 

areas have high SDPs and the magnitudes of rainfall, as listed in Table 5-1. Sapporo, Obihiro, 

Asahikawa, and Kushiro are located in the northern part of Japan. These areas have relatively low 

SDPs and rainfall magnitudes.  

 

 

5.1.2 Comparison of the d4PDF Data and Observed Atmospheric Variables 

To examine the availability of d4PDF data, the rainfall, SDP, and PW in one ensemble of 

the d4PDF database are compared with those of the observed data. The observed rainfall and SDPs 

are extracted from the Automated Meteorological Data Acquisition System (AMeDAS), and the 

observed PW is the value in the UAD extracted from the radiosonde. This analysis was conducted 

for Kagoshima, Fukuoka, Sapporo, and Kushiro areas where the radiosonde was installed to 

examine the PW. 

Figures 5-2, 5-3, and 5-4 shows the histograms of daily rainfall, SDP, and PW for the top 

50 rainfall events between June and September from 1973–2010. The first row shows the results 

of the comparison for rainfall. The second row shows the result of the SDP, and the third row 

shows the result of PW in the UAD. In all figures, the red bars refer to the data extracted from 

d4PDF, and the blue bars refer to the observed data. This comparison result can be confirmed more 

closely by the average values of the top 50 events for the d4PDF and the observed data, which are 

listed in Table 5-2. The error refers to the deviation of the average value of the d4PDF data for the 

average value of the observed data. 

Although the d4PDF data in Kagoshima and Sapporo showed a slight bias for the observed 

rainfall, other areas show a relatively low error between the two data sets for the rainfall. The SDP 

shows a relatively low error between the two data sets in all areas. The PW data in Kushiro and 



 

61 

 

Kagoshima showed a slight bias between the d4PDF and observed data, but other areas show a 

relatively low error between the two data sets. 

Even if there was a slight bias in some areas, the histograms of d4PDF and the observed 

data showed a very similar tendency. In Kagoshima and Fukuoka located in the southern part of 

Japan, the rainfall, SDP, and PW data for both the d4PDF and observed data showed high density 

with a relatively high magnitude of variables (e.g., average rainfall higher than 120 mm, average 

SDP close to 22 °C, average PW close to 60 mm). In Sapporo and Kushiro located in the northern 

part of Japan, the rainfall, SDP, and PW of both the d4PDF and observed data showed high density 

with a relatively low magnitude of variables (i.e., rainfall lower than 80 mm, SDP close to 15 °C, 

and average PW close to 40 mm).  

Consequently, although there are slight biases between the two datasets, the biases are not 

significant, and the d4PDF data reflect local climatic characteristics well in the southern and 

northern areas of Japan, as indicated in Figures 5-2, 5-3, and 5-4 and Table 5-2. In addition, the 

d4PDF data are reliable and have been continuously applied to the analysis of very-low-frequency 

extreme rainfall (Hanittinan et al., 2018; Tanaka et al., 2018; Tanaka et al., 2020). This study 

determined that the d4PDF database is sufficient for conducting further analysis.  

Table 5-2. Average rainfall, SDP, and PW of the top 50 events for the d4PDF and observed 

data. 

 

Area 

Rainfall 

(mm) 

Surface dew point 

(℃) 

PW 

(mm) 

d4PDF 
Obser-

ved 

Error 

(%) 
d4PDF 

Obser-

ved 

Error 

(%) 
d4PDF 

Obser-

ved 

Error 

(%) 

Southern 

area 

Kagoshima 120.0 166.6 -27.9 23.6 22.2 6.3 64.42 55.2 16.7 

Fukuoka 140.5 131.6 6.7 22.3 21.5 3.9 58.62 56.9 3.0 

Northern 

area 

Sapporo 60.6 75.0 -19.2 15.0 17.1 -12.2 39.86 40.1 -0.6 

Kushiro 81.2 75.3 7.9 14.7 14.4 2.2 46.99 38.8 21.0 
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Figure 5-2. Histograms of daily rainfall extracted from d4PDF and from observed data.  
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Figure 5-3. Histograms of daily surface dew point (SDP) extracted from d4PDF and from 

observed data.  
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Figure 5-4. Histograms of daily precipitable water (PW) extracted from d4PDF and from 

observed data.  
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5.2 PMP Estimation and Comparison 

In this study, PMP variables (event PW, MMR, and PMP) of the moisture-maximization 

method estimated using the SDP approach were compared with those estimated using the UAD 

approach. The deviation of the PMP variables between the two approaches was analyzed based on 

the top daily rainfall per ensemble (50 events) in the eight target areas. The deviation was estimated 

for a total of 50 rainfall of 50 ensembles (each top rainfall per ensemble). Further, this study 

estimated the average error values to quantify the deviation. The average error refers to the average 

deviation of the PMP variables estimated using the SDP for the PMP variables estimated using the 

UAD. The average errors are divided into positive and negative errors. A positive error indicates 

that the PMP variables using the SDP are greater than those using the UAD. Meanwhile, a negative 

error indicates that the PMP variables using the SDP are lower than those using the UAD. 

 

5.2.1 Deviation of Event PW 

Figure 5-5 shows the event PWs estimated using the SDP and UAD approaches for 50 

rainfalls of 50 ensembles (each top daily rainfall). The upper figures show the result in the southern 

areas of Japan with high SDPs and a high magnitude of rainfall events. The bottom figures show 

the results in the northern areas of Japan with relatively low SDPs and a low magnitude of rainfall 

events. The position of each circle in Figure 5-5 indicates the deviation between the event PWs 

estimated using the SDP and UAD for each area. Table 5-3 lists the average errors for event PW 

in the eight target areas. 

In Figure 5-5 and Table 5-3, the event PW demonstrated considerably low positive errors 

within 10% between the SDP and UAD approaches in the southern areas (Kagoshima, Fukuoka, 

Kochi, and Matsue). The northern areas (Sapporo, Obihiro, Asahikawa, and Kushiro) had high 

negative errors of over 15%, and the event PWs estimated using the SDP were more 

underestimated than the event PWs estimated using the UAD. These results indicate that the SDP 

approach could estimate the event PW similar to the UAD approach in southern Japan; however, 

the SDP approach may underestimate the event PW in the northern part of Japan.  
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To analyze the deviation closely, this study analyzed the deviation using the box plot for 

the event PWs, as shown in Figure 5-6. In the box plots, the upper/lower limit of the box represents 

the 75/25th percentile of the values; the upper/lower whisker represents the maximum/minimum 

values, and the outliers are denoted by a circle sign. The centerline of the box displays the median 

value. The range between the upper and lower limits of the box (75th percentile minus 25th 

percentile) indicates the variability and spread of the estimated values.  

In the southern areas, the box of the SDP is located higher than the box of the UAD. This 

implies that event PWs using the SDP tend to be overestimated than that of UAD in the southern 

areas. However, in northern areas, the box of SDP is located lower than the box of UAD, which 

implies the SDP approach showed a tendency of underestimated event PWs compared to the UAD 

approach, especially in Kushiro. 

 

 

Table 5-3. Average errors of the SDP-based event PWs to the UAD-based event PWs. 
 

Area 
Average error 

(%) 
Location 

Kagoshima 10.76 

Southern part of Japan 
Fukuoka 6.35 

Kochi 8.93 

Matsue -2.31 

Sapporo -20.12 

Northern part of Japan 
Obihiro -20.70 

Asahikawa -16.00 

Kushiro -28.21 
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Figure 5-5. The SDP-based event PWs versus the UAD-based event PWs in Kagoshima, 

Fukuoka, Kochi, Matsue, Sapporo, Obihiro, Asahikawa, and Kushiro.  

 

(a) Southern areas of Japan (b) Northern areas of Japan 

  
Figure 5-6. Box plots of event PWs estimated using SDP and UAD in eight areas.  
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5.2.2 Deviation of MMR 

Figure 5-7 shows the MMRs estimated using the UAD and SDP for each top rainfall per 

ensemble (50 values of 50 ensembles). The position of each circle represents the deviation between 

the MMRs estimated using the SDP and UAD in each area.  

In Figure 5-7, the SDP approach overestimates the MMR compared to the UAD approach 

in the northern area. The SDP approach slightly underestimated MMR in the southern area; 

however, the deviation between the two approaches was very low. Table 5-4 lists the average 

errors of the MMRs in each area. The average errors were considerably low in the southern area, 

but the northern areas showed relatively high average errors. These results indicate that the SDP 

approach overestimates the MMR in the northern region compared to the UAD approach. 

Figure 5-8 shows the box plots of the MMRs estimated using the SDP and UAD approaches. 

In the southern areas, similar box plots were formed for an MMR of 2 or less in both SDP-and 

UAD-based estimations; the median value was between 1 and 1.5. The spread of the box plot was 

considerably similar in both approaches. These results suggest that the deviation of MMR is 

considerably small between the SDP and UAD approaches in the southern areas with high SDPs; 

MMRs estimated using the SDP approach have a tendency similar to that using the UAD approach. 

However, in the northern areas, the box plots of the two approaches are considerably 

different. The spreads of MMRs using the SDP is considerably large, and the upper whisker 

showed an MMR of 2 or more. Meanwhile, in the UAD approach, the upper whisker showed an 

MMR of 2 or less, and most MMRs of the box plot are located at 2 or less. This implies MMRs 

estimated using the SDP had a tendency to considerably overestimate compared to the UAD. In 

this analysis, the tendency of overestimated MMRs for the SDP approach was recognized only in 

the northern areas with relatively low SDPs. Hence, the MMRs overestimated based on the SDP, 

and the deviation for both approaches may be significantly related to low SDPs. 
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Figure 5-7. The SDP-based MMRs versus the UAD-based MMRs in Kagoshima, Fukuoka, 

Kochi, Matsue, Sapporo, Obihiro, Asahikawa, and Kushiro.  

 
(a) Southern areas of Japan (b) Northern areas of Japan 

  
Figure 5-8. Box plots of MMRs estimated using the SDP and UAD in eight areas. 
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5.2.3 Deviation of PMP 

Figure 5-9 shows the PMPs estimated using the UAD and the SDP for the top daily rainfall 

per ensemble (50 values of 50 ensembles). In the southern areas, the points are close to the dashed 

line. This means that the deviations are very low between the two approaches, and the SDP 

approach can estimate the PMP similar to the UAD approach. However, the deviations of PMP 

were relatively high between the two approaches in the northern areas, and the SDP approach 

overestimated the PMPs compared to the UAD based PMPs. These overestimated PMPs are due 

to overestimated MMRs in the northern areas. These results are more detailed in Table 5-5. Most 

average errors of PMP showed higher than 10% in the northern areas, but the average errors 

showed less than 5% in the southern areas. 

Figure 5-10 shows box plots of the PMP values using MMRs estimated from the SDP and 

UAD. The results of PMP showed different deviations in the southern and northern areas as 

indicated in the MMR results. In the southern areas, the box plots of SDP and UAD were quite 

similar at similar PMP locations (y-axis). The median, spread, maximum, and minimum values of 

Table 5-4. Average errors of the SDP-based MMRs to the UAD-based MMRs. 
 

Area 
Average error 

(%) 
Location 

Kagoshima -5.22 

Southern part of Japan 
Fukuoka -2.58 

Kochi 0.93 

Matsue -0.43 

Sapporo 19.08 

Northern part of Japan 
Obihiro 16.37 

Asahikawa 19.49 

Kushiro 8.98 
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SDP showed similar results with the UAD approach. In the northern area, the box plot of SDP was 

located above the box plot of UAD. This implies that in the northern areas with a low SDP, PMPs 

estimated using the SDP tend to be overestimated than that estimated using the UAD. These high 

deviations of PMP may be attributed to the SDP approach underestimating the event PW compared 

to the UAD approach in the northern areas.  

Figure 5-11 shows the average errors for event PW and PMP. In the southern areas, both 

the event PW and PMP showed low average errors. Meanwhile, in the northern areas with low 

SDPs, the event PW showed high negative errors, and the PMP showed high positive errors. This 

implies the SDP approach underestimates the event PW and overestimates the PMP rather 

compared to that for the UAD approach, in the northern areas of Japan with low SDPs. In addition, 

Figure 5-11 indicates that the error of event PW may be related to the error of PMP. 

This relationship was indicated by Kim et al. (2020); they suggested that high negative 

errors of the event PW affect the high positive errors of PMP. Further, they identified the 

relationship between the high error of event PW and low SDP by comparing the vertical profiles 

of atmospheric variables (dew point, mixing ratio, and PW). The estimated profiles (SDP-based 

estimated variables in the air column) were underestimated compared to the observed profiles 

(UAD-based observed variables in the air column) for all vertical atmospheric pressures in the 

areas with low SDPs. This deviation caused a high error of the event PW in areas with low SDPs. 

Consequently, the high deviation of the SDP-based PMP for the UAD-based PMP was highly 

related to the event PW and low SDP.  

Then, the possibility of PMP overestimation or underestimation should be evaluated to 

determine whether the SDP- and UAD-based PMP estimations are reasonably estimated, and to 

identify which method is more reasonable to estimate PMP. However, based on only the 

aforementioned analysis, it is difficult to evaluate the possibility of PMP over-and underestimation 

for the SDP and UAD approaches because the method that more reasonably estimates the PMP 

cannot be identified. If the UAD approach underestimated the PMP, the SDP approach may be 

able to reasonably estimate PMP in the northern areas. Hence, a reasonable extreme-scale 

reference value is required to evaluate the possibility of PMP over- and underestimation for each 

approach.  
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Figure 5-9. The SDP-based PMPs versus the UAD-based PMPs in Kagoshima, Fukuoka, Kochi, 

Matsue, Sapporo, Obihiro, Asahikawa, and Kushiro. 

 

(A) Southern areas of Japan (B) Northern areas of Japan 

  
Figure 5-10. Box plots of PMPs estimated using the SDP and UAD in eight areas. (a) Areas 

located in the southern part of Japan with a relatively high SDP. 
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Table 5-5. Average errors of the SDP-based PMPs to the UAD-based PMPs. 
 

Area 
Average error 

(%) 
Location 

Kagoshima -5.22 

Southern part of Japan 
Fukuoka -2.58 

Kochi 0.93 

Matsue -0.43 

Sapporo 19.08 

Northern part of Japan 
Obihiro 16.37 

Asahikawa 19.49 

Kushiro 8.98 
 

 

 

Figure 5-11. Average errors between PMP variables estimated using the SDP and UAD 

approach in eight areas. Red bars refer to the average error of event PW, and blue bars refer to 

the average error of PMP. 
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5.3 Evaluation of the PMP Estimation with a Reference Precipitation 

 

5.3.1 Estimation of the Largest Precipitation using d4PDF 

In this study, a reference value was proposed to evaluate the possibility of PMP over- and 

underestimation for the SDP and UAD approaches. To propose a reasonable reference 

precipitation value, two conditions were considered: (1) The reference value should have a very 

long return period that can correspond to the upper limit of rainfall. (2) The reference value should 

be estimated from a vast amount of rainfall data without any statistical model or method. To satisfy 

the two conditions, the reference value was estimated without statistical models or methods by 

collecting annual maximum precipitation values for 3,000 years from the d4PDF database (60 

years and 50 ensembles).  

The largest precipitation corresponds to a 3,000-years return period in terms of the 

frequency of probable rainfall. As shown in Figure 5-12, the cumulative density function (CDF) 

was estimated based on the nonparametric method without using any statistical method or model. 

Figure 5-12 shows the CDF of the 3,000 events extracted from the annual maximum rainfall for 

3,000 years in each area. The largest precipitation values of the CDF were used as a reference 

value for evaluating the PMP. The magnitude of the largest values was different for each study 

area as the largest precipitation values were estimated for a grid of d4PDF representing each area. 

In Figure 5-12, all of the largest values in the southern areas were considerably higher than those 

in the northern areas. Kushiro shows that the largest value is relatively higher than those in the 

other northern areas, and it was very close to the largest value in Matsue, as located in the southern 

area. 

 

 

 



 

75 

 

 

5.3.2 Evaluation of the PMPs Estimated using the SDP and UAD 

In this study, the PMPs of each ensemble estimated using the SDP and UAD approaches 

were evaluated using the largest precipitation estimated in Figure 5-12 as a reference value. Unlike 

that in Chapter 4, where the top rainfall of each ensemble was analyzed, this study was based on 

the largest PMP value per ensemble. Figure 5-13 shows the results of the 50 PMPs of 50 ensembles 

estimated using the SDP and UAD approaches. The left figure shows Kagoshima with high SDPs, 

and the right figure shows Asahikawa with low SDPs. In Figure 5-13, the red circles refer to PMPs 

estimated using the UAD approach; the blue squares refer to PMPs using the SDP approach; the 

black dashed line refers to the largest precipitation corresponding to the 3,000-years return period 

as a reference value; the red line refers to the average value of 50 PMPs estimated using the UAD 

approach; the blue line refers to the average value of 50 PMPs estimated using the SDP. If the 

largest precipitation (black dashed line) exceeds the red or blue line, it implies that the PMP is 

relatively underestimated; if the largest precipitation does not reach the red or blue line, it implies 

 
Figure 5-12. Cumulative density function estimated from the d4PDF database (60 years  50 

ensembles) and the largest value has a 3,000-years return period in term of the probable 

frequency of rainfall. 
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the PMP is relatively overestimated. The lower the deviation between the black dashed line and 

the line of the average PMP, the more reasonably the PMP can be estimated.  

Both areas show a very low deviation between PMPs estimated using the UAD approach 

and the reference value in Figure 5-13. Even in Asahikawa that has a low SDP, the PMPs using 

the UAD showed a low deviation. This indicates that the UAD approach makes it possible to 

estimate PMP in the northern and southern areas reasonably. Meanwhile, the deviation for PMPs 

estimated using the SDP is different from the result of the UAD approach. Kagoshima showed a 

considerably low deviation for PMPs using the SDP; however, Asahikawa showed a very high 

deviation of PMPs using the SDP to the reference value rather than that in the Kagoshima area. 

Similar to that in Section 4, this implies that the area with low SDPs may show an overestimated 

PMP in the SDP approach.  

Figure 5-14 shows the average error of the PMPs estimated using the SDP and UAD 

approaches for the reference value in the eight areas. The red bars refer to the average error 

between the PMPs using the UAD and reference value; the Blue bars refer to the average error 

between the PMPs using the SDP and reference value. As shown in Figure 5-14, the SDP-based 

PMPs indicate a low average error within 10% in Kagoshima, Fukuoka, Kochi, and Matsue. 

Meanwhile, most northern areas with low SDPs show high positive average errors for the reference 

value. This means that the northern areas with low SDPs have a high possibility of PMP 

overestimation. However, the UAD-based PMPs showed low average errors with the reference 

value in most southern and northern areas, even if the PMPs were slightly underestimated 

compared to a reference value in most areas of Japan.  

In the Kushiro area, the average PMPs estimated using the SDP and UAD approaches were 

all underestimated compared to the reference value. As shown in Figure 5-12, this may be 

attributed to the magnitude of the reference value in Kushiro being larger than the reference values 

in other northern areas. Hence, the result for Kushiro could not help determine which method 

would estimate a reasonable PMP. Meanwhile, in most northern areas except Kushiro, the UAD-

based estimation showed a very low average error compared to that for the SDP-based method. 

These results imply that the UAD approach may reasonably estimate PMP even in northern 

areas with low SDPs. However, it is difficult to use the UAD approach in practice because it 

remains difficult to construct an abundant number of actual PWs of the UAD observed from the 
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radiosonde. The actual PWs in the UAD have very short observation periods and contain corrupted 

values in many cases. In addition, it is difficult to use actual PWs observed in areas where a 

radiosonde is not installed. Meanwhile, the SDP approach is relatively easy to use in practice 

because the SDP data is well established even in areas where the radiosonde is not installed. 

Therefore, there is a need for an alternative approach that can help estimate the PMP using the 

SDP approach reasonably, even in northern areas with relatively low SDPs. 

  
Figure 5-13. Comparison between the PMPs estimated using the SDP and UAD approaches and 

the largest precipitation obtained from the d4PDF. 

 

 
Figure 5-14. Average errors of the PMPs using the SDP and UAD for the largest precipitation in 

the eight areas. 
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5.4 Limiting MMR in SDP-based Estimation 

In this study, the upper bound of MMR was limited to reduce and control the possibility of 

the PMP overestimation for the SDP approach in the northern area. Many previous studies have 

used this alternative approach and limited the upper bound of MMR from 1.5 to 2.0 to prevent 

PMP overestimation and to maintain storm dynamics characteristics (CEHQ and SNC-Lavalin, 

2003; Hansen et al., 1988; Minty et al., 1996; Rousseau et al., 2014; Schreiner and Riedel, 1978; 

Walland et al., 2003; WMO, 2009). Various limits have been subjectively proposed (Jakob et al., 

2009). The upper bound of the MMR, which is most used, is 2.0. However, the limit for the upper 

bound of MMR to 2 has yet to be answered in terms of specific sites and climatic conditions 

(Rouhani and Leconte, 2016). Hence, the limit of 2.0 should be checked whether this is a proper 

limit for Japan. In this study, the tendency of MMRs for 50 rainfall events in each area were 

analyzed, and the limiting value of 2.0 is examined based on the tendency of MMRs. 

To analyze the tendency of MMRs in each area, the box plots of MMRs in Figure 5-8 were 

checked again. The MMRs estimated using the SDP approach show a different tendency to those 

using the UAD approach in Figure 5-8. The SDP-based MMRs are located higher than the UAD-

based MMRs. The maximum value of SDP-based MMRs is quite higher than 2.0 in the northern 

areas, and it is close to 2.5 in Sapporo and Obihiro. The SDP-based approach relatively 

overestimated the PMP to the reference value in most northern areas (Figure 5-14). Meanwhile, 

MMRs estimated using the UAD were mostly lower than 2.0 in the northern areas in Figure 5-8. 

The PMPs estimated using the UAD showed low deviations to the reference value in most areas, 

as indicated in Figure 5-14. These results imply that the limit of 2.0 may be proper in Japan because 

the UAD approach could estimate a reasonable PMP, and most MMRs of the UAD approach are 

lower than 2.0. Thus, it was assumed that if the upper bound of MMR is limited to 2.0 in the SDP 

approach, this approach also may be able to reduce the possibility of PMP overestimation. To 

reduce the possibility of PMP overestimation of the SDP approach, this study decided to limit the 

upper bound of MMR to 2.0 in the SDP approach (Figures 5-15 and 5-16). 

Figure 5-15 shows the results of the 50 PMPs of 50 ensembles estimated using the SDP 

approach by limiting the upper bound of MMR to 2.0 with Figure 5-13. The left figure shows 

Kagoshima with high SDPs, and the right figure shows Asahikawa with low SDPs. In Figure 5-

15, the green circles refer to PMPs estimated using the SDP approach with limiting the upper 

bound of MMR; the green line refers to the average value of 50 PMPs estimated using the SDP 
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approach with the limiting the MMR to 2.0. In Figure 5-16, the PMPs are estimated using the SDP 

approach with limiting the upper bound of MMR to 2.0, and the average error between the 

estimated PMPs and the reference value is estimated. The green bars show the average error 

between the reference value and PMPs estimated using the limited upper bound of MMRs. The 

estimated PMPs with limiting MMR show still a low average error to the reference value in the 

southern areas (Kagoshima, Fukuoka, Kochi, and Matsue). Sapporo, Obihiro, and Asahigawa all 

reduced the average error. In particular, the average error of Sapporo and Asahikawa decreased by 

nearly 15%. Thus, it was possible to reduce the average error by limiting the upper bound of MMR 

in the northern areas with low SDPs. This implies that if the upper bound of MMR is limited to a 

specific value, the SDP approach can reduce the possibility of PMP overestimation in the northern 

areas of Japan with the low SDPs.  

Based on these results, in practice, the SDP approach with the limited MMR may be able 

to show very high applicability even in the northern areas with low SDPs. Therefore, this study 

indicates that it would be possible to estimate a reasonable PMP using the SDP approach by 

limiting the upper bound of MMR for each area instead of using the UAD approach, which is 

difficult to utilize in practice. 
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Figure 5-15. Comparison between the PMPs estimated using the SDP approach with limiting the 

upper bound of MMR and the largest precipitation obtained from the d4PDF. 

 

 
Figure 5-16. Average errors of the PMPs using the SDP when limiting the upper bound of MMR 

with Figure 12. Green bars show the average error between the reference value and PMPs 

estimated using the limited upper bound of MMR to 2.0. 
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5.5 Conclusion 

For event PW, MMR, and PMP, the deviation between the SDP and UAD approaches was 

relatively low in the southern areas with high SDPs. The deviation of the PMP variables was 

relatively high between the two approaches in the northern areas with low SDPs. In particular, the 

SDP approach underestimated the event PWs compared to the UAD approach. In contrast, the SDP 

approach overestimated the MMRs compared to the UAD approach in the northern areas. Kim et 

al. (2020) mentioned that the events PW and MMRs showed a high correlation. As the error of the 

event PW increases in the negative direction, the error of the MMR increases in the positive 

direction (Kim et al., 2020). The significantly overestimated MMRs obtained using the SDP 

approach in the northern areas are caused by the tendency that event PWs estimated using the SDP 

were underestimated compared to those estimated using UAD.  

Extreme-scale reference precipitation was proposed to evaluate the PMP over- and 

underestimations. The suggested reference value was compared with the PMPs of 50 ensembles 

of d4PDF. The SDP approach showed high average errors in the northern areas. The UAD 

approach showed very low average errors in most southern and northern areas. This implies that 

the UAD approach can reasonably estimate PMP, unlike the SDP approach. However, it is difficult 

to use the UAD approach in practice because it is difficult to construct the actual observed PW 

from the UAD such as the radiosonde. Meanwhile, the SDP approach is relatively easy to use in 

practice because the SDP data is well established even in areas where the radiosonde is not installed. 

To reduce the possibility of PMP overestimation when the SDP approach is applied, the 

upper bound of MMR is limited to 2.0, similar to one of the methods that are widely used to control 

the PMP. The PMPs estimated using the SDP approach could reduce the possibility of PMP 

overestimation by limiting the upper bound of MMR. Consequently, the SDP approach that limits 

the MMR may be able to reasonably estimate PMP by reducing the possibility of PMP 

overestimation.  

In this paper, the PMP estimation based on the moisture-maximization method was 

evaluated from the extreme-scale reference precipitation under sufficient extreme events by 

utilizing the d4PDF. To date, there are no reliable guidelines for evaluating PMP estimates. 

However, because the reference precipitation estimated using d4PDF can exhibit a considerably 
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longer reproducibility than historical observation data, it may be possible to evaluate the PMP by 

estimating a reliable extreme-scale reference value from d4PDF. 
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Chapter 6 

 

Analyzing Dominant Meteorological Factors in Extreme 

Rainfall Events 

 

A physical basis for the moisture-maximization and numerical approach to estimate PMP 

has still not been thoroughly established for the key meteorological factors. In the moisture-

maximization method, the linearity between the precipitation and PW is not valid for various target 

areas and storms. Furthermore, the numerical approach has not been widely validated for various 

meteorological factors (Chen et al., 2017). One important issue concerning such techniques for 

estimating the PMP is that there has been no comprehensive study investigating the key 

meteorological factors that affect extreme precipitation estimation (Chen and Hossain, 2018). This 

is because there is no consensus on how to physically “maximize” the historical storms for PMP 

estimation (Chen and Hossain, 2018). In addition, studies related to the numerical model have 

focused on storm maximization to estimate the “upper bound” of the precipitation. Accordingly, 

it is necessary to identify the dominant meteorological factors in extreme precipitation and validate 

them for the PMP estimation methods.  

As a further study, this chapter aims to find the most suitable and dominant meteorological 

factors for extreme precipitation. This analysis is based on historical heavy rainfall events and 

some meteorological factors in the target areas. This study focused on identifying the factors that 

appear dominant during heavy rainfall, without consideration for their time-lagged relationship. 

An analysis of whether the most dominant meteorological factor in one area is also dominant in 

another area is conducted by selecting multiple target areas; geographic and climatic 

characteristics vary between areas, affecting extreme precipitation.  
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This study selected meteorological factors that have been frequently utilized to estimate 

the PMP via the numerical approach and moisture-maximization method. To collect the abundant 

meteorological factors, the reanalysis data from the Japanese 55-year Reanalysis (JRA-55) was 

utilized. The historical rainfall events were obtained from AMeDAS (Automated Meteorological 

Data Acquisition System) to collect the observed daily rainfall data. The top 50 rainfall events, 

from 1960 to 2019, were selected for eight target areas in Japan to focus on the “large magnitude” 

of the rainfall events.  

This study applied the cumulative density function (CDF) to determine the dominant 

meteorological factors. The CDF allows direct analysis of the correlation between the factors and 

rainfall by representing as the percentile, without considering the actual extent of factor values. 

This chapter identified where the 50 values of each factor are located on the CDF curve and if 

more of the top 50 event values are located near 1 on the CDF, then the correlation with the 

magnitude of extreme precipitation is higher. To quantify how many of the top 50 rainfall events 

were correlated to the selected factors, the number of rainfall events exceeding 0.95 on the CDF 

was counted. 

 

 

6.1 Data and Target Area 

In this study, several meteorological factors were selected, based on these previous studies, 

to analyze the relationship between extreme events and meteorological factors. The selected 

factors are the precipitable water (PW), surface dew point (SDP), temperature, relative humidity 

(RH), vertical wind velocity at the 700 hPa (VVEL), and convective available potential energy 

(CAPE), as presented in Table 6-1. 

PW is the depth of water in a column of the atmosphere if all the water in that column were 

precipitated as rain. PW is highly correlated with the moisture content in the air column such as 

water vapor and mixing ratio. CAPE is the integrated amount of work that the upward (positive) 

buoyancy force would perform on a given mass of air (called an air parcel) if it rose vertically 

through the entire atmosphere. Positive CAPE will cause the air parcel to rise, while negative 

CAPE will cause the air parcel to sink (Paquin, 2010). Nonzero CAPE is an indicator of 
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atmospheric instability in any given atmospheric sounding, a necessary condition for the 

development of cumulus and cumulonimbus clouds with attendant severe weather hazards. 

Vertical wind velocity is directly taken from reanalysis fields, presented as the velocity between 

pressure levels. From the mass balance perspective, the strength of vertical velocity is also an 

approximation of the large-scale horizontal convergence. 

As shown in Figure 6-1, this study selected eight target areas of Japan, focusing on 

locations with an installed radiosonde (six areas, discounting the Maebashi and Kyoto areas). The 

Kyushu and Hokkaido areas were mainly selected to analyze the dominant factors of two areas 

with clearly different characteristics. The meteorological factors were extracted from JRA-55 from 

June to September 1960 – 2019, at selected areas. 

The dependence of CAPE and SDP for extreme precipitation has been analyzed in a 

climatological study in the U.S., demonstrating that both parameters are of similar importance 

(Lepore et al., 2020). A further study proposed that the CAPE and atmospheric moisture might be 

potential indicators of extreme events and the stronger events are highly correlated with large-

scale vertical wind velocity (Loriaux et al., 2016).  

 

Figure 6-1. The eight target areas in Japan. 
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The other studies showed a strong correlation between tropical precipitation and vertical 

wind velocity (Davies et al., 2013; Dorrestijn et al, 2014). The dependence of the precipitation 

characteristics on air temperature was also analyzed (Yu et al., 2018). Another study analyzed the 

correlation between extreme events and CAPE, PW, and VVEL and noted that a VVEL at 700 hPa 

had the greatest impact on extreme precipitation (Chen and Hossain et al., 2018).  

In the PMP estimation method, WMO estimated the PMP using the PW and SDP, based 

on the moisture-maximization method (WMO, 2009). In the physical model-based numerical 

simulation, some studies maximized the RH by 100% and increased the air temperature uniformly 

by 0.0–8.0 ℃ (Ishida et al., 2018; Ohara et al., 2011). The PW represents the total moisture 

availability in the air column. The SDP represents the temperature at which air is saturated with 

Table 6-1. The selected meteorological factors and description. 

Factor Description Reference 

PW 
refers to the total water vapor in the air column and has 

used to estimate moisture availability in the air column 

WMO (2009) 

Chen and Hossain (2018) 

Dew point 
refers to the saturate moisture availability at the 

atmospheric surface and has used to estimate PMP 

WMO (2009) 

Lepore et al. (2015) 

Temperature 
related to the precipitation intensity and widely utilized 

in the numerical simulation 

Yu et al. (2018) 

Ishida et al. (2018) 

RH 
widely utilized to estimate extreme precipitation in the 

numerical simulation 

Ohara et al. (2011) 

Ohara et al. (2018) 

CAPE 
Convective available potential energy and widely used 

to indicate atmospheric instability 

Chen and Hossain (2018) 

Lepore et al. (2015) 

Loriaux et al. (2016) 

VVEL 

Vertical wind velocity at 700 hPa and triggers moisture 

condensation and implies large-scale horizontal 

convergence. 

Loriaux et al. (2016) 

Davies et al. (2013) 

Dorrestijn et al. (2014) 
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water vapor. The RH is the ratio of the partial water vapor pressure to the equilibrium water vapor 

pressure at a given temperature. The SDP, temperature, and RH can be obtained from the JRA-55 

surface analysis fields; the height of these data is 2 m from 1000 hPa. The CAPE is widely used 

to indicate atmospheric instability and is useful in severe weather prediction. The VVEL can be 

obtained directly from the JRA-55 at each pressure level. This factor triggers moisture 

condensation and implies large-scale horizontal convergence. 

 

 

6.2 Analysis Design 

Based on the selected meteorological factors, this study analyzed the correlation between 

the historical rainfall events and factors in the same duration when a heavy rainfall happens. Figure 

6-2 shows the analysis procedures to find the dominant meteorological factors and to estimate the 

extreme ratio for a representative area in Figure 6-1. Figure 6-2 (a) depicts the daily rainfall from 

June to September from 1960 to 2019 in a representative area. Black bars refer to the daily rainfall. 

Purple squares indicate the top 50 rainfall events. In Figure 6-2 (b), the daily maximum PWs for 

the top 50 rainfall events which are selected in Figure 6-2 (a) were extracted.  The red points refer 

to the daily maximum PWs when the top 50 rainfall events have occurred. The blue bars in Figure 

6-2 (b) were represented as the blue CDF curve in Figure 6-2 (c). The red points indicate the 50 

daily maximum PWs selected in Figure 6-2 (b). A higher correlation with extreme precipitation 

magnitude is indicated by more of the top 50 events located near 1 in the CDF.  

To quantify how many of the top 50 rainfall events were correlated to the selected factors, 

this study was conducted on the assumption that more values exceeding 0.95 on the CDF curve 

indicate a higher correlation between the factor and rainfall events. This assumption applied to all 

meteorological factors as the values of the top 50 events are concentrated above 0.95 on the CDF 

curve for most meteorological factors. This correlation is represented as an extreme ratio. Equation 

6-1 represents the extreme ratio. In Equation 6-1, the number of rainfall events exceeding 0.95 on 

the CDF is counted. The extreme ratio is estimated as the ratio of the counted events exceeding 

0.95 on the CDF among the total selected events. For instance, based on Figure 6-2 (c), if the total 
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rainfall events are 50 events and the number of events exceeding 0.95 on the CDF is 22 events, the 

extreme ratio is estimated at 44%. 

 

𝐸𝑥𝑡𝑟𝑒𝑚𝑒 𝑟𝑎𝑡𝑖𝑜 =  
𝐸𝑣𝑒𝑛𝑡> 0.95 𝑜𝑛 𝑡ℎ𝑒 𝐶𝐷𝐹

𝑇𝑜𝑡𝑎𝑙 𝐸𝑣𝑒𝑛𝑡𝑠
× 100 (%)  (6-1) 

 

Although CDF > 0.95 was set arbitrarily in this study, the objective is not to analyze the 

sensitivity between the rainfall events and the meteorological factors but to find the most dominant 

factors in historical rainfall events. To identify the dominant factor in all areas of Japan, this 

procedure was applied to all of the areas shown in Figure 6-1. In the next section, the correlations 

between the historical events and PW, CAPE, surface temperature, RH, VVEL, and SDP are 

analyzed. In addition, this study is focusing on the 50 events. 
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(a) depicts the daily rainfall from June to September from 1960 to 2019 at Kagoshima 

 
 

(b) depicts the daily maximum PWs for the top 50 rainfall events at Kagoshima 

 
(c) the CDF curve of the daily maximum PW values 

 

Figure 6-2. The procedure to find the dominant meteorological factors with historical 

rainfall event. 
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6.3 Correlation Analysis between Storm Events and Meteorological Factors 

According to the analysis process illustrated in Figure 6-2, this study was conducted on six 

meteorological factors for eight areas of Japan. The CDF curves were represented for the six 

factors, and the extreme ratios were estimated by counting the number of events exceeding 0.95 

on the CDF. Figure 6-3 shows the result for the Kagoshima area; many red points of the CAPE, 

PW, SDP, and RH were located close to a CDF of 1 and distributed over a CDF of 0.4. In the 

VVEL, although 50 events were distributed from 0 to 1, many red points showed a CDF of 0.95 

or more. However, the temperature results were different from those of other factors. Most red 

points were located on the CDF of 0.4 or less. The top 50 events for each factor, except for 

temperature, were concentrated above 0.95 on the CDF curve, shown in Figure 6-3. Thus, this 

study was conducted on the assumption that if more values exceed 0.95 on the CDF curve, the 

correlation between the factors and rainfall events is higher. 

 

 

Figure 6-3. CDF curves for 8 meteorological factors at Kagoshima. The red points show the CDF 

of the factors at top 50 rainfall events. 
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6.3.1 Results for the Top 50 Rainfall Events 

Figure 6-4 and Table 6-2 show the result of counting the events exceeding a CDF of 0.95 

out of 50 events, as a percentage for eight areas of Japan. The larger this value, the higher the 

relation between the factor and the heavy rainfall event.  

As shown in Figure 6-4, the temperature showed an extreme ratio of less than 5% in all 

areas, unlike the results of other factors. This indicates that the historical rainfall events have a low 

correlation to the magnitude of temperature at the time of daily maximum rainfall occurrence. 

However, there could be a time-lagged relationship between extreme events and temperature, 

which would be investigated in a future study. This study focused on identifying what are the 

meteorological factors that appear dominant at the time of the daily maximum rainfall occurrence. 

The CAPE refers to the highest value of 42% at Kagoshima. The PW refers to the highest 

value of 46% at Wakkanai. The dew point refers to the highest value of 40% at Fukuoka. The RH 

refers to the highest value of 44% at Fukuoka. The VVEL refers to the highest value of 44% at 

Kagoshima. These factors showed a high correlation of over 40%.  

Then, this study checked which factors were most dominant with the historically observed 

top 50 rainfall events for each area. This analysis focused on the Hokkaido and Kyushu areas with 

clearly different climatic characteristics. In the Hokkaido area, the extreme ratio of PW was highly 

estimated, and rainfall events had a high correlation for PW. However, the extreme ratios of the 

other factors were relatively low. On the other hand, in the Kyushu area, the extreme ratios of all 

factors except temperature showed high values of more than 20% as shown in Table 6-2. This 

implies that rainfall events occurring in the Kyushu were highly affected by not only the PW as 

well as other factors at the time of the daily maximum rainfall occurrence, unlike the Hokkaido 

area.  

This study also noticed the VVEL factor. The VVEL was more dominant in the Kyushu 

area than the Hokkaido area. In Hokkaido, the extreme ratio of VVEL is relatively lower than that 

in the Kyushu area. Thus, the VVEL was the more dominant factor with the historical rainfall 

events in the Kyushu area than the Hokkaido area. This result implies that the VVEL may be highly 

related to the magnitude of rainfall as the events in the Kyushu area had a higher magnitude than 

the Hokkaido area. 
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Figure 6-4. The result of counting the events exceeding the CDF of 0.95 out of 50 events. 

Table 6-2. The result of the extreme ratio of each meteorological factor for the top 50 rainfall 

events in all areas. 

Points CAPE PW SDP Temperature RH VVEL Highest factor 

Fukuoka 24% 38% 40% 0% 44% 38% RH 

Kagoshima 42% 44% 20% 0% 26% 44% PW, VVEL 

Shionomisaki 14% 36% 12% 0% 24% 24% PW 

Kyoto 18% 34% 18% 0% 18% 38% VVEL 

Maebashi 4% 28% 10% 0% 2% 4% PW 

Sapporo 12% 26% 18% 4% 20% 20% PW 

Kushiro 12% 42% 16% 0% 14% 28% PW 

Wakkanai 26% 46% 30% 4% 10% 24% PW 

Total average 19% 37% 21% 1% 20% 28% PW 
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Consequently, in the analysis for the top 50 rainfall events, the dominant meteorological 

factors were different from each other in the Hokkaido and Kyushu areas. The PW showed a high 

extreme ratio in all areas. In particular, the PW was the most dominant factor for the top 50 events 

that occurred in the Hokkaido area. The VVEL was one of the dominant factors in the Kyushu 

area. This is because each area has distinctly different geographic and climatic characteristics, such 

as the rainfall event magnitude, atmospheric temperature, and SDP. 

 

 

6.4 Discussion 

In the analysis using the top 50 rainfall events, those that occurred in the Hokkaido area 

had a lower extreme ratio with the VVEL than those in the Kyushu area. This may be because the 

magnitudes of the top 50 events in the Kyushu area are higher than those in the Hokkaido area. 

The past study indicated that extreme precipitation is more related to the VVEL than the PW as 

the VVEL implies large-scale horizontal convergence, which brings in moisture from the 

surrounding areas during precipitation (Chen and Hossain, 2018). Therefore, the Kyushu area, 

which has a high magnitude of rainfall events, exhibited a higher extreme ratio with the VVEL 

than the Hokkaido areas. 

Most areas showed very high extreme ratios of PW for the top 50 events. This result implies 

that PW was a considerable dominant meteorological component of historical heavy rain events 

observed throughout the region. From this result, the moisture-maximization method, with PW as 

a key factor, may be useful for estimating extreme precipitation; this study demonstrated that 

historical rainfall events in all areas were highly correlated with PW. 
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 6.5 Conclusion 

This study identifies PW that is a key factor in estimating the reasonable extreme 

precipitation in the moisture-maximization method. This study may help to establish a guideline 

for selecting the key meteorological factors in the numerical approach. From these results, a 

sufficient correlation analysis between historical rainfall events and meteorological factors may be 

useful in supporting the physical basis and estimating the reasonable extreme precipitation via the 

numerical model simulation, as well as various other extreme precipitation methods, such as the 

moisture-maximization method proposed by the WMO. 

An investigation into how historical extreme rainfall events are controlled by certain 

meteorological factors may help to estimate extreme precipitation. This analysis makes it possible 

to re-evaluate the use of the SDP or PW in the moisture-maximization method and helps to 

establish guidelines for selecting the key meteorological factors in the numerical approach. Hence, 

this analysis will be of great significance in supporting a physical basis for the study of extreme 

precipitation. 

In this study, dominant factors were found based on the time point when the daily 

maximum rainfall occurred. As a result, the meteorological factor such as temperature, which is 

characterized by a decrease in magnitude after heavy rain, have an extremely low extreme ratio. 

Therefore, it is necessary to analyze the climatic conditions before the time when the daily 

maximum rainfall occurs. Therefore, as a follow-up study, the dominant factors will be figured out 

for climatic conditions before the daily maximum rainfall occurs. The next study will find 

dominant factors that can help predict extreme rainfall as well as estimation of extreme rainfall by 

calculating the extreme ratio for the change of factors between the time of the daily maximum 

rainfall occurrence and before. 

 

  



 

96 

 

 

 

  



 

97 

 

Chapter 7 

 

Concluding Remarks 

 

This study evaluated the moisture-maximization method for the PMP estimation by 

analyzing the deviation of each PMP variable estimated through the SDP and UAD approaches. 

To utilize abundant data for a long-term period, JRA-55 data were employed. The JRA-55 data 

showed good reliability, based on verification with observed SDPs and actual PW values at 10 

points across Japan. Subsequently, by using the JRA-55 data, the deviations between the two 

approaches were analyzed for 30 points in Japan. The event PW and MMR estimated using the 

SDP approach showed a high deviation from those estimated using the UAD approach in some 

areas. In particular, the Hokkaido points with a relatively low SDP show a very high error margin. 

This indicates that the high deviation may be significantly related to low SDPs of heavy rainfalls 

at some points. Further, the relationship of the PMP variables was analyzed to identify the main 

cause of MMR overestimation. Consequently, this study identified a high relationship between the 

event PW and MMR. If the event PW error increases in the negative direction, the MMR error 

continues to increase.  

By focusing on the event PW, this study analyzed the relationship between the actual PW 

values and SDPs for the top three rainfall events at all 30 points to evaluate the reasonability of 

using the SDP approach under the pseudo-adiabatic assumption. This assumption could reasonably 

estimate the PW when using the SDP from 18 to 23 °C. As the SDP became lower than 18 °C, the 

deviations continued to increase, and the PW values were underestimated more severely. This 

study showed different magnitudes of deviation at each SDP for certain degrees. However, the 

reason for the occurrence of this phenomenon was difficult to determine.  

To identify the effect of the pseudo-adiabatic assumption and the SDP on the deviations of 

actual atmospheric profiles in the air column, the profiles of the dew point, mixing ratio, and 

accumulated PW as observed from radiosondes were compared with those estimated through the 
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pseudo-adiabatic process according to the atmospheric vertical pressure layers from the surface to 

300 hPa (i.e., where the saturated air parcel is very thin). One of the top three rainfall events at 

each of the six points was selected to analyze the deviation. The selected rainfall locations were as 

follows: SDP was below 18 °C at the Sapporo, Kushiro, and Wakkanai points, and it was above 

18 °C at the Kagoshima, Fukuoka, and Shionomisaki points. The points with high SDPs indicated 

that the estimated profiles (SDP approach) follow the observed profiles (UAD approach) in the air 

column. However, the points with low SDPs showed a high deviation between the estimated and 

observed profiles. The actual dew point profiles fluctuate according to the altitude, without a 

constant pattern. Whereas, the dew point profiles estimated through the pseudo-adiabatic 

assumption exhibit a constant tendency according to the altitude. Consequently, the actual 

atmospheric conditions in the upper air appear moister and fluctuate more than the atmospheric 

conditions estimated through the pseudo-adiabatic process at SDPs below 18 °C. A large deviation 

occurred at SDPs below 18 °C, and a significantly low deviation could be estimated within the 

range of the SDPs from 18 to 23 °C. This implies that the SDP approach using the pseudo-adiabatic 

assumption could not estimate a reasonable PW value for events and points with low SDPs. 

Therefore, the estimation of PMP using the SDP in the moisture-maximization method can enable 

the estimation of a rational PMP in areas where the SDP is high (e.g., higher than 18 °C). To reduce 

the deviation when using the pseudo-adiabatic assumption, a PMP estimation based on the 

moisture-maximization method should be carefully considered in regions and events with 

relatively low SDPs (e.g., lower than 18 °C). 

By using the d4PDF based on a large ensemble simulation output, this study was able to 

closely evaluate PMP estimation approaches using the SDP and UAD based on the moisture-

maximization method by satisfying the following three conditions: (1) By using 50 events with a 

total of 50 ensembles, the deviation between the two approaches could be analyzed closely under 

sufficient rainfall events. (2) By using climate simulation-based data, abundant PWs and SDPs 

could be obtained. (3) Finally, the possibility of PMP over- and underestimation could be evaluated 

by estimating the extreme-scale reference value without any statistical model and method from the 

data period corresponding to 3,000-years. The SDP approach exhibited high average errors to the 

reference value in the northern areas, as in Chapters 3 and 4. The UAD approach exhibited very 

low average errors to the reference value in most southern and northern areas. This implies that 

the UAD approach can reasonably estimate PMP, and the SDP approach overestimates PMPs to 

the reference value in the northern areas. To reduce the possibility of PMP overestimation for the 
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SDP approach, the upper bound of the MMR is limited to 2.0. The PMPs estimated using the SDP 

approach could reduce the possibility of PMP overestimation by limiting the upper bound of MMR. 

Consequently, this SDP approach may be able to reasonably estimate PMP. It is difficult to use 

the UAD approach in practice because it is difficult to construct the actual observed PW from the 

UAD such as the radiosonde. Meanwhile, the SDP approach is relatively easy to use in practice 

because the SDP data is well established even in areas where the radiosonde is not installed. The 

SDP approach can be utilized to estimate reasonable PMP by limiting the upper bound of MMR 

for each area instead of using the UAD approach, which is difficult to utilize in practice. 

Finally, the correlation between meteorological factors and historical heavy rainfall events 

was analyzed to determine the most dominant factors in the extreme rainfall events. This study 

selected multiple target areas in Japan, and six meteorological factors were analyzed in historical 

heavy rainfall events to identify whether the dominant factors vary according to the area. In this 

study, the CDF was applied to determine the dominant meteorological factors. The extreme ratio 

was estimated for the top 50 events using the CDF. In the Hokkaido area, with a relatively lower 

magnitude of rainfall, atmospheric temperature, and SDP, PW is considered the most dominant 

factor in historical rainfall events. In the western areas of Japan, with higher magnitudes of rainfall, 

atmospheric temperature, and SDP, the VVEL and PW were determined as the dominant factors 

in the historical rainfall events. Consequently, this study identified that PW is a key factor in 

estimating reasonable extreme precipitation by using the moisture-maximization method, and the 

VVEL is highly correlated with the high magnitude of the rainfall event. According to these results, 

an investigation into the control of historical extreme rainfall events by certain meteorological 

factors may help estimate extreme precipitation. This analysis allows the re-evaluation of the use 

of the SDP or PW in the moisture-maximization method and helps establish guidelines for 

selecting the key meteorological factors using a numerical approach. Hence, the proposed analysis 

could be of great significance in supporting a physical basis for the study of extreme precipitation.
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